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A.2 Diagrams

The role of diagrams is completely different from the role of plots. Instead of showing the

quantitative information using the representation space, they attempt to represent the structure

of abstract concepts. Figures of the ontology presented in Chapter 2 are examples of diagrams.

There are types of diagrams which appear in the physics publications more frequently than the

others.

A.2.1 Feynman Diagram

Feynman Diagrams are used to depict how different types of particles are transformed in time.

They depict processes by showing the particles existing in the system at the initial moment and

depicting all the transformations and intermediate states. Typically, edges of these diagrams

represent particles and vertices represent interactions or transformations. Figure A.8 shows

examples of Feynman diagrams appearing in the scholarly publications.

Figure A.8: Examples of Feynman diagrams coming from publications stored at arXiv.org
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A.2.2 Mathematical Diagram

The role of diagrams of this type is very similar to mathematical formulas, although they are

much more graphical in their nature and tend to display abstract relations between notions

rather than exact dependencies. Usually, mathematical diagrams do not contain caption and

rely on the description from the text of the paragraph preceding the graphics. Figure A.9 shows

some of the mathematical diagrams which can be found in the literature.

Figure A.9: Examples of mathematical diagrams coming from publications stored at arXiv.org



150

A.3 Pictures and schematic representations

In some cases, especially in the experimental physics, scholarly publications contain photographs

of the equipment used to conduct an experiment or other types of graphics. This category

includes also schematic representations of experimental devices and different custom graphics.

An example can be seen in Figure A.10

Figure A.10: Examples of custom graphics included in a publication coming from arXiv.org



Appendix B

Extensions of the BibUpload
Module

This appendix describes the modifications of the BibUpload module, which allows manipulating

the data in the new document data model. The input of a BibUpload process consists of a

document described in a format being an extension of MARC XML. Besides correct MARC

tags, this document can contain special tags which are not directly uploaded into the database

but rather interpreted by the uploader. The special tags include FFT (standing for Fulltext

File Transfer), which allows manipulating documents and FMT for updating output formats.

The modifications of the data model required the extension of this format. We have extended

the semantics of the FFT tag and added two new special tags: BDM (BibDoc MoreInfo) for

manipulating arbitrary MoreInfo data; and BDR (BibDoc Relation) for manipulating relations

between BibDocs.

Table B.1 presents the complete list of possible subfields of the FFT field. A detailed de-

scription of the upload process can be found in the documentation of Invenio1. The most

important extensions to the FFT field consist of the introduction of w, p, b and u subfields.

These subfields allow modifying the MoreInfo objects associated respectively with the docu-

ment, a particular version of the document, a particular format of a particular version of a

document and a particular format of a document regardless the version. The format and the

semantics of all the subfields manipulating MoreInfo structures are described in the following

sections.

1The most recent is available in the Invenio demo installation: http://invenio-demo-next.cern.ch/help/

admin/bibupload-admin-guide
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Table B.1: Possible Subfields of the FFT MARC field.

code description
$a location of the file to upload (a filesystem path or a URL)
$d file description (optional)
$f format (optional; if not set, deduced from $a)

$m new desired document name (optional; used for renaming files)
$n document name (optional; if not set, deduced from $a)
$o flag (repeatable subfield)
$r restriction (optional, see below)
$s set timestamp (optional, see below)
$t document type (e.g. Main, Additional)
$v version (used only with REVERT and DELETE-FILE, see below)
$x url/path for an icon (optional)
$z comment (optional)
$w MoreInfo modification of the document
$p MoreInfo modification of a current version of the document
$b MoreInfo modification of a current version and format of the document
$u MoreInfo modification of a format (of any version) of the document

B.1 Uploading of Relations Between Documents

Uploading the relations between documents can be achieved by the usage of the BDR field.

Table B.2 shows the complete specification of this field. A relation consists of identifiers of the

source and target document with their versions and formats together with the string-valued

type of the relation and optionally a MoreInfo specification. Not providing a field means that

the relation binds documents with all possible values of a given field.

Deleting relations can be done using a special d subfield which should contain the text

“DELETE”.

B.2 Manipulations on the Custom Metadata

Extensions to MARC XML are not very appropriate for encoding the modifications to MoreInfo

dictionaries. However, we used this approach for the simplicity and because large modifications

to the Invenio data ingestion method were not encouraged. The BibUpload input format is

only an intermediate step in the record ingestion process and the file in the input format is not

stored or displayed after it served its role. This is why even a not entirely elegant solution is

not very harmful at this place. However, more work could be done to provide a nicer custom

metadata uploading interface.

Every MARC XML subfield intended to modify the MoreInfo data (regardless, in which

MARC XML field it appears) has a similar structure. The content of this file encodes a Python

dictionary of dictionaries. The keys of the first level represent names of the namespaces. Values
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Table B.2: Possible Subfields of the BDR MARC field allowing the manipulation of the relations
between the stored documents.

code description
$r Identifier of the relation (optional, can be provided if modifying a known

relation)

$i Identifier of the first document
$n Name of the first document (within the current record) (optional)
$v Version of the first document (optional)
$f Format of the first document (optional)

$j Identifier of the second document
$o Name of the second document (within the current record) (optional)
$w Version of the second document (optional)
$g Format of the second document (optional)

$t Type of the relation
$m Modification of the MoreInfo of the relation
$d Special field. if value=DELETE, relation is removed

in the top-level dictionary are dictionaries of real metadata. Placing a Python data structure

inside a MARC field was made possible by first using the cPickle serialisation of the complete

top-level dictionary object and then, in order to avoid problems with non-standard symbols,

encoding the result in base64 format.

The MoreInfo object which should be modified is indicated by the MARC XML field and

subfield, while the modifications are encoded in the aforementioned format. BibUpload reads

and decodes the dictionary and extends the appropriate object with the passed values by

overriding or adding the present keys. If a key in an internal dictionary corresponds to the

None value, the key is removed from the MoreInfo structure.

Performing the modification of MoreInfo structures together with the described objects

(for example as a part of the Fulltext File Transfer (FFT) or Bibdoc Relation (BDR) fields)

can trigger an automatic update of the entire described object (For example a creation of a

completely new version of the document). In some cases this is not desired. Invenio provides a

special MARC XML field named BDM and dedicated to modify MoreInfo objects attached to

different entities. Table B.3 provides an overview of this field.

In BibUpload insert and append modes cause the addition of the specified keys and names-

paces. The correct and replace modes first remove the entire content of the MoreInfo.
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Table B.3: Possible Subfields of the BDM MARC field that allow manipulating MoreInfo.

code description
$r Identifier of a relation between documents (optional)
$i Identifier of a BibDoc (optional)
$v Version of a BibDoc (optional)
$n Name of a BibDoc (within a current record) (optional)
$f Format of a BibDoc (optional)

$m Serialised update to the MoreInfo dictionary

B.3 Interlinking Between Newly Created Objects

All the persistent identifiers like the number of a record or a number of a document are generated

during the execution of BibUpload. However, certain places inside the input MARC XML

require these identifiers to be specified. This leads to difficulties when trying to provide an

identifier which has not yet been generated. Such a situation can arise for example when trying

to upload two documents and a relation between them using the same BibUpload process.

Our extensions of the document storage model provide a solution for such situations. Now,

BibUpload provides a substitute for the persistent identifiers. In every place which requires the

usage of an identifier or the number of a version of a document, the user can now specify the

temporary identifiers. During the processing by the BibUpload process, these identifiers are

replaced with newly created persistent identifiers.

A temporary identifier can be an arbitrary name, which is unique in the scope of the entire

BibUpload input file. It differs from a persistent identifier because its name is prefixed by the

“TMP:” string. There are two separate namespaces for the temporary identifiers: the one for

versions, and the one for identifiers of the documents. This prevents users from specifying a

version number as the identifier of a document and vice versa. It also means that “TMP:id”

used in the context of an identifier of a document and the same temporary identifier used in

the context of the version of the same document are interpreted as two separate temporary

identifiers.



Appendix C

The Training Procedure for the
Coordinate System Detection
SVM

This appendix describes the technical aspects of the procedure which we have used to train

the Support Vector Machine (SVM) classifier detecting coordinate systems in the semantics

extraction procedure described in Chapter 4. The extractor of semantics analyses an extracted

figure to detect a number of possible coordinate systems. Not all of the detected coordinate

system candidates correspond to the real coordinate systems inside a figure. In the method

described in Chapter 4, we propose the usage of SVM to distinguish between the coordinate

systems and the incorrectly detected candidates. The usage of SVMs requires the samples to

be represented as vectors in a certain vector space. Vectorisation of relatively abstract entities

as coordinate systems can be achieved in many different ways. Those different vectorisations

together with different choices of SVM parameters can lead to a different accuracy of the

classification. Experimenting with different vectorisations led us to design a training procedure

which minimises the effort required to redesign the usage of SVMs. In this appendix we explain

and justify the procedure of training SVM classifiers for coordinate system detection.

C.1 The Overview of the Training Process

The procedure of detecting coordinate system candidates has been designed in a manner which

minimises the chance of omitting real coordinate system. As a consequence, the number of

coordinate system candidates detected in separate figures is high. Processing a random sample

of 509 automatically extracted figures resulted in 63106 figure candidates. This corresponds to

the average of 124 coordinate system candidates per figure. At the same time, the number of

real coordinate systems present in every figure is low. Typically, only plots contain coordinate
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systems and only part of all the figures consists of plots. A typical plot contains 1-2 coordinate

systems. In the extreme cases, the number of the coordinate systems rarely exceeds 10.

Coordinate system candidates extracted from a single plot tend to be similar. As such,

their representations in a vector space used for the SVM classification tend to be close to each

other. The effectiveness of the SVM training depends on how representative is the used set of

samples. Using a large number of similar figure candidates does not guarantee a high efficiency

in solving the problem of classification. The variety of samples used for the classification can

be assured by extracting them from a larger number of figures.

After the extraction, the training samples need to be manually classified as belonging to

one of two categories: coordinate systems and false candidates. The manual classification of a

large number of samples is a laborious process. We designed the SVM-training procedure in a

manner which minimises the volume of the required manual work and yet makes the samples less

concentrated in particular points of the feature space. Instead of using a small number of figures

and classifying all the detected coordinate system candidates, we have decided to randomly

select the candidates which should be further manually classified. Out of 63106 extracted

coordinates, we chose 4000. Their manual classification has unveiled 257 true coordinate system

candidates. The number of real coordinate systems is low comparing to the number of the

detected coordinate system candidates. This is also true after the random selection of samples.

In order to assure a wider representation of the real coordinate system candidates, we have

enriched the randomly selected sample set with a number of correct coordinate systems.

We experimented with different vectorisations of coordinate system candidates. The training

procedures had to allow simple reevaluation of different representations as elements of a vector

space without repeating the manual classification work. Figure C.1 summarises the entire SVM-

related workflow. First, the selected figures are processed and samples are generated. Every

coordinate system candidate is identified in a manner that allows its unique identification during

the subsequent executions of the extraction. The generated samples are subject to the manual

classification. This procedure has to be executed only once every time the training set has been

changed, which might happen when for example the extractor is to be used with a different

corpus of figures. The training of the classifier begins with the vectorisation of the classified

candidates and the construction of the training set. The training set is passed to the SVM

library and a trained model is produced. This model is saved in an external file and used

during the classification of the samples.

C.2 The Manual Classification

Manually classifying the samples would be a difficult task if only the abstract numeric represen-

tations of the coordinate system candidates were available. Instead, the procedure of preparing

samples for classification, creates a graphical file for every of the extracted candidates. The
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Figure C.1: Overview of the different processes used to train SVM
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Figure C.2: The manual classification of samples
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file depicts the entire figure which is subject to the extraction procedure. Axes of a coordinate

system candidate are represented with bold lines and ticks with regular width lines. The labels

matched with axis ticks are marked with rectangles and connected with their corresponding

axis tick. Additionally, all the area spanned by the coordinate system is highlighted with a

green rectangle. The name of the file encodes all the numerical parameters of the CS candidate,

which are necessary for the algorithm to distinguish this candidate from others. This informa-

tion consists of the name of the source file and the coordinates of axis lines. As the result, the

content of the graphical files is easily interpretable by human users. The name of the file is

machine-readable.

The classification of the prepared samples can be done by moving the extracted files into

one of two directories (“true” for real coordinate systems and “false” for the false candidates).

This task can be facilitated by one of the file managers which previsualise miniatures of the

images. Figure C.2 shows the Nautilus file manager displaying the miniatures of the described

coordinate system candidates. As it can be seen in the picture, in many cases the displayed

miniature is sufficient to classify a sample as true or false candidate.

The “false” and “true” folders resulting from the manual classification are further subject

to the automatic interpretation. The algorithm reads both folders and generates a description

of .train files. Those files contain only machine-readable entries together with the information

if a given sample is true or false candidate.
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Appendix D

Acronyms

AI Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

AJAX Asynchronous Asynchronous Javascript and XML

API Application Programming Interface

ASCII American Standard Code for Information Interchange

BDM Bibdoc MoreInfo

BDR Bibdoc Relation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .153

CDS CERN Document Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

CERN European Organisation for Nuclear Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

CREAM Cosmic Ray Energetics And Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

CSS Cascade Style Sheets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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CV Computer Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

DESY Deutsches Elektronen-Synchrotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

DL Description Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

DOI Digital Object Identifier

FFT Fulltext File Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

HEP High Energy Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

HFO Hep Figures Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

HTML HyperText Markup Language

HTTP HyperText Transfer Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

IC Information Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

IR Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

IT Information Technology

JPEG Joint Photographic Experts Group

kmph kilometres per hour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

LHEF Les Houches Event File . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
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MARC MAchine-Readable Cataloging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

MC Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

MUO Measurable Units Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

NLP Natural Language Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

OAI Open Archives Initiative

ODT Open Document Text

OWL Web Ontology Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

PCA Primary Component Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56

PDF Portable Document Format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

PDG Particle Data Group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8

PMH Protocol for Metadata Harvesting

PNG Portable Network Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

PS PostScript

RDF Resource Description Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

SIO Semantic Science Integrated Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
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SKOS Simple Knowledge Organization System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

SLAC Stanford Linear Accelerator Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

SPARQL SPARQL Protocol and RDF Query Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

SPIRES Stanford Public Information Retrieval System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

SQL Structured Query Language

SVD Singular Value Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

SVG Scalable Vector Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

SVM Support Vector Machines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52

TBox Terminological Box . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

URI Unified Resource Identifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

URL Uniform Resource Locator

WWW World Wide Web. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

XML Extensible Markup Language. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8



Bibliography

[1] Abadi, D. J., Marcus, A., Madden, S. R., and Hollenbach, K. Scalable semantic

web data management using vertical partitioning. In Proceedings of the 33rd international

conference on Very large data bases (2007), VLDB ’07, VLDB Endowment, pp. 411–422.

[2] Alwall, J., Ballestrero, A., Bartalini, P., Belov, S., Boos, E., et al. A

Standard format for Les Houches event files. Comput.Phys.Commun. 176 (2007), 300–

304.

[3] Antoniou, G., and vanHarmelen, F. A Semantic Web Primer. MIT Press, Cam-

bridge, MA, USA, 2004.

[4] Baader, F., Calvanese, D., McGuinness, D. L., Nardi, D., and Patel-

Schneider, P. F., Eds. The description logic handbook: theory, implementation, and

applications. Cambridge University Press, New York, NY, USA, 2003.

[5] Baeza-Yates, R., and Ribeiro-Neto, B. Modern information retrieval. ACM Press

Books. Addison-Wesley, Reading, MA, 1999.

[6] Ballard, D. H. Readings in computer vision: issues, problems, principles, and

paradigms. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 1987, ch. Gen-

eralizing the hough transform to detect arbitrary shapes, pp. 714–725.

[7] Belov, S., Dudko, L., Kekelidze, D., and Sherstnev, A. HepML, an XML-based

format for describing simulated data in high energy physic. Comput.Phys.Commun. 181

(2010), 1758–1768.

[8] Bhatia, S., Lahiri, S., and Mitra, P. Generating synopses for document-element

search. In Proceeding of the 18th ACM conference on Information and knowledge manage-

ment (New York, NY, USA, 2009), CIKM ’09, ACM, pp. 2003–2006.

[9] Browuer, W., Kataria, S., Das, S., Mitra, P., and Giles, C. L. Segregating

and extracting overlapping data points in two-dimensional plots. In Proceedings of the 8th

ACM/IEEE-CS joint conference on Digital libraries (New York, NY, USA, 2008), JCDL

’08, ACM, pp. 276–279.

165



166

[10] Caffaro, J., and Kaplun, S. Invenio: A Modern Digital Library for Grey Literature.

oai:cds.cern.ch:1312678. In 12th. Int. Conf. on Grey Literature, Prague, Czech Republic

(Geneva, Dec 2010), no. CERN-OPEN-2010-027, p. 7.

[11] Chao, H., and Fan, J. Layout and content extraction for pdf documents. In Document

Analysis Systems (2004), pp. 213–224.

[12] Cleveland, W. S. Graphs in Scientific Publications. The American Statistician 38, 4

(1984), 261–269.

[13] Cormen, T. H., Leiserson, C. E., and Rivest, R. L. Introduction to Algorithms.

MIT electrical engineering and computer science series. MIT, Cambridge, 1990.

[14] Cortes, C., and Vapnik, V. Support-vector networks. In Machine Learning (1995),

pp. 273–297.

[15] Dasiopoulou, S., Kompatsiaris, I., and Strintzis, M. G. Applying fuzzy dls in the

extraction of image semantics. J. Data Semantics 14 (2009), 105–132.

[16] Daubechies, I. The wavelet transform, time-frequency localization and signal analysis.

IEEE Trans. Inf. Theor. 36, 5 (Sept. 2006), 961–1005.

[17] de Sompel, H. V., Nelson, M. L., Lagoze, C., and Warner, S. Resource Harvesting

within the OAI-PMH Framework. D-Lib Magazine 10, 12 (2004).

[18] Duda, R. O., and Hart, P. E. Use of the Hough transformation to detect lines and

curves in pictures. Commun. ACM 15, 1 (Jan. 1972), 11–15.

[19] Dumontier, M., Ferres, L., and Villanueva-Rosales, N. Modeling and querying

graphical representations of statistical data. Web Semantics: Science, Services and Agents

on the World Wide Web 8, 2-3 (2010), 241–254.

[20] Edelsbrunner, H., and Maurer, H. A. On the intersection of orthogonal objects.

Information Processing Letters 13 (1981).

[21] Eichhorn, G. Trends in Scientific Publishing at Springer. In Future Professional Commu-

nication in Astronomy II (2011), Astrophysics and Space Science Proceedings, Springer.

[22] Elsevier. SciVerse Science Direct: Image Search. http://www.info.sciverse.com/

sciencedirect/using/searching-linking/image, 2012. last access: 6 November 2012.

[23] Ferraiolo, J., Ed. Scalable Vector Graphics (SVG) 1.0 Specification. Iuniverse Inc, 2001.

[24] Gándara, A., and Villanueva-Rosales, N. Documenting and sharing scientific re-

search over the semantic web. In Proceedings of the 12th International Conference on

Knowledge Management and Knowledge Technologies (New York, NY, USA, 2012), i-

KNOW ’12, ACM, pp. 18:1–18:8.

http://www.info.sciverse.com/sciencedirect/using/searching-linking/image
http://www.info.sciverse.com/sciencedirect/using/searching-linking/image


Bibliography 167

[25] Gentil-Beccot, A., Mele, S., Holtkamp, A., O’Connell, H. B., and Brooks,

T. C. Information Resources in High-Energy Physics: Surveying the Present Landscape

and Charting the Future Course. oai:cds.cern.ch:1099955. J. Am. Soc. Inf. Sci. Technol. 60,

arXiv:0804.2701. CERN-OPEN-2008-010. DESY-08-040. DESY-2008-040. FERMILAB-

PUB-08-077-BSS. SLAC-PUB-13199. 1 (Apr 2008), 150–160. 27 p.

[26] Hearst, M. A., Divoli, A., Ye, J., and Wooldridge, M. A. Exploring the efficacy of

caption search for bioscience journal search interfaces. In Proceedings of the Workshop on

BioNLP 2007: Biological, Translational, and Clinical Language Processing (2007), BioNLP

’07, pp. 73–80.

[27] Holzner, A. G., Igo-Kemenes, P., and Mele, S. First results from the PARSE.Insight

project: HEP survey on data preservation, re-use and (open) access. In Proceedings of First

Workshop on Data Preservation and Long-Term Analysis in High-Energy Physics (DESY,

Hamburg, Germany, January 26-28 2009).

[28] Huang, J., Abadi, D. J., and Ren, K. Scalable sparql querying of large rdf graphs.

PVLDB 4, 11 (2011), 1123–1134.

[29] Johnston, L. Web Reviews: See the Science: SciTech Image Databases. Sci-Tech News

65 (2011).

[30] Kataria, S. On utilization of information extracted from graph images in digital docu-

ments. Bulletin of IEEE Technical Comittee on Digital Libraries 4 (2008).

[31] Kataria, S., Browuer, W., Mitra, P., and Giles, C. L. Automatic extraction of

data points and text blocks from 2-dimensional plots in digital documents. In Proceedings

of the 23rd national conference on Artificial intelligence - Volume 2 (2008), AAAI Press,

pp. 1169–1174.

[32] Kittur, A., Chi, E. H., and Suh, B. Crowdsourcing user studies with mechanical turk.

In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (New

York, NY, USA, 2008), CHI ’08, ACM, pp. 453–456.

[33] Lacasta, J., Nogueras-Iso, J., Teller, J., and Falquet, G. Transformation of a

keyword indexed collection into a semantic repository: applicability to the urban domain.

In Proceedings of the 15th international conference on Theory and practice of digital li-

braries: research and advanced technology for digital libraries (Berlin, Heidelberg, 2011),

TPDL’11, Springer-Verlag, pp. 372–383.

[34] Liu, Y., Bai, K., Mitra, P., and Giles, C. L. TableSeer: Automatic Table Metadata

extraction and Searching in Digital Libraries. In JCDL’07, June 18-23, 2007 (Vancouver,

British Columbia, Canada, 2007), JCDL.



168

[35] Lu, X., Wang, J. Z., Mitra, P., and Giles, C. L. Automatic extraction of data

from 2-d plots in documents. In INTERNATIONAL CONFERENCE ON DOCUMENT

ANALYSIS AND RECOGNITION (2007), IEEE Computer Society, pp. 188–192.

[36] Mallat, S. G. A theory for multiresolution signal decomposition: the wavelet repre-

sentation. IEEE Transactions on Pattern Analysis and Machine Intelligence 11 (1989),

674–693.

[37] Niknam, M., and Kemke, C. Modeling Shapes and Graphics Concepts in an Ontology.

Proceedings of the First International Workshop on SHAPES, Karlsruhe 812 (2011).

[38] Pearson, K. On lines and planes of closest fit to systems of points in space. Philosophical

Magazine 2, 6 (1901), 559–572.

[39] Pepe, A., and Yeomans, J. Protocols for scholarly communication. In 5th Conference

on Library and Information Services in Astronomy (Cambridge, MA, USA, 2006).

[40] Pesquita, C., Faria, D., Falcao, A. O., Lord, P., and Couto, F. M. Semantic

similarity in biomedical ontologies. PLoS Comput Biol. 5 (2009).

[41] Praczyk, P. Apache Hadoop - Wolna implementacja Map Reduce (Apache Hadoop -

The Free Implementation of Map Reduce). In Jesien Linuksowa (The Polish free software

and GNU/Linux conference) (Huta Szklana, 2-4 October 2009 (http://jesien.linux.

org.pl/2009/ksiunszka/jesienbook-2009.pdf)), pp. 58–65.

[42] Praczyk, P. A., and Nogueras-Iso, J. A semantic approach for the annotation of

figures in High-Energy Physics. In Accepted for publication in Proc. of MTSR 2013 -

7th Metadata and Semantics Research Conference, Thesaloniki, Greece, November 19-22,

2013. Springer, vol. 390 of Communications in Computer and Information Science (CCIS),

12 pages (2013).

[43] Praczyk, P. A., and Nogueras-Iso, J. Automatic Extraction of Figures from Scientific

Publications in High-Energy Physics. To appear in: Information Technology and Libraries,

ISSN 0730-9295, 21 pages. (2013).

[44] Praczyk, P. A., Nogueras-Iso, J., Dallemeier-Tiessen, S., and Whalley, M.

Integrating Scholarly Publications and Research Data - Preparing for Open Science, a

case Study from High-Energy Physics with Special Emphasis on (Meta)data Models. In

Metadata and Semantics Research (http://link.springer.com/content/pdf/10.1007%

2F978-3-642-35233-1_16, 2012), vol. 343 of Communications in Computer and Informa-

tion Science (CCIS), Springer, pp. 146–157.

[45] Praczyk, P. A., Nogueras-Iso, J., Kaplun, S., and Simko, T. A Storage Model for

Supporting Figures and Other Artefacts in Scientific Libraries: the Case Study of Invenio.

http://jesien.linux.org.pl/2009/ksiunszka/jesienbook-2009.pdf
http://jesien.linux.org.pl/2009/ksiunszka/jesienbook-2009.pdf
http://link.springer.com/content/pdf/10.1007%2F978-3-642-35233-1_16
http://link.springer.com/content/pdf/10.1007%2F978-3-642-35233-1_16


Bibliography 169

In Proc. of 4th Workshop on Very Large Digital Libraries (VLDL 2011) (Berlin, Germany,

(Workshop in conjunction with the 1st International Conference on Theory and Practice

of Digital Libraries (TPDL)), 13 pages., 2011).

[46] Rowley, H. A., Baluja, S., and Kanade, T. Neural network-based face detection.

IEEE Transactions On Pattern Analysis and Machine intelligence 20 (1998), 23–38.

[47] Russell, S., and Norvig, P. Artificial Intelligence: A Modern Approach, 3 ed. Prentice

Hall, Dec. 2009.

[48] Samadian, S., McManus, B., and Wilkinson, M. Extending and encoding existing

biological terminologies and datasets for use in the reasoned semantic web. J Biomed

Semantics 3, 1 (2012), 6.

[49] Shannon, C. E., Weaver, W., and Shannon. The Mathematical Theory of Commu-

nication. University of Illinois Press, Sept. 1998.

[50] Theodoridis, S., and Koutroumbas, K. Pattern Recognition, Third Edition. Academic

Press, February 2006.

[51] Treil, N., Mallat, S. G., Bajcsy, R., and States., U. Image wavelet decomposition

and applications [microform] / N. Treil, S. Mallat, R. Bajcsy. Dept. of Computer and

Information Science, School of Engineering and Applied Science, University of Pennsyl-

vania ; National Aeronautics and Space Administration ; National Technical Information

Service, distributor Philadelphia, PA : [Washington, DC : Springfield, Va ], 1989.

[52] Vesely, M., Baron, T., Le Meur, J.-Y., and Simko, T. Creating Open

Digital Library Using XML: Implementation of OAi-PMH Protocol at CERN.

oai:cds.cern.ch:590906. In Int. Conf. on Electronic Publishing, Karlovy Vary, Czech Re-

public (Jul 2002), no. CERN-ETT-2002-003, p. 7.





Index

LATEX, 103

Abstract coordinate system, 25

Aggregation, 19

Annotation, 63

Antiproton, 75

Apache, 72

API, 95

Application, 87

Area plot, 22, 143

Arithmetic mean, 75

arXiv.org, 103, 110, 115

Aspect ratio, 39

Average, 75

Axis, 18, 19, 61

Axis label, 18, 22

Axis tick, 18, 22

Base unit, 19

BDM, 151

BDR, 151

BibDoc, 95, 99, 125

BibDocFile, 94, 97

BibDocMoreInfo, 95, 100

BibFigure, 101

BibRecDocs, 95

BibRelation, 99, 101

BibSched, 100

BibUpload, 100, 151

Blue-band plot, 78

Boundary, 38

Box-cutting, 29

Canvas, 25

Canvas coordinate system, 25

Caption, 17, 30, 41

CERN, 93

Clip art, 71

Clustering, 30, 36

Colour, 22

Composite figure, 13

Computer Vision, 55

Content stream, 29, 38

Content stream subsequence, 39

Coordinate system, 17, 21, 23, 30, 59, 61

Coordinate system origin, 18

Crowdsourcing, 114

Cyber-Share, 9

Data area, 20, 21

Data citation, 129

Data interval, 21

Data line, 20, 21

Data model, 94

Data point, 21

Data series, 21

Data series element, 21

Dataset, 54

dc:description, 15

dc:identifier, 15, 17

dc:subject, 15

dc:title, 15, 17, 18

Derived unit, 19

Description Logic, 8, 56

Diagram, 12

171



172

Direct indexing, 116

Display of Plots, 128

DL, 56

DOI, 121

Dublin Core, 15

Encoding file, 22

Exclusion Plot, 13

Exclusion plot, 143

Extraction parameters, 48

Extractor module, 58

Feynman Diagram, 11, 13, 105

Feynman diagram, 148

FeynML, 11

FFT, 151

Figure Extraction, 103

Figure identifier, 41

File system, 97

Filtering, 38, 41

Flow-control operation, 29

Font, 32

Fuction Plot, 13

Generalised Hough Transform, 55

Generic Diagram, 13

Generic Plot, 13

Global annotation, 101

Google Images, 71

Graphic area, 30

Graphical operator, 32

Graphical primitive, 20, 30, 32

Hadron, 75

Heat Map, 147

HEP Ontology, 64, 77

HEP Taxonomy, 8, 15

HepData, 54, 121, 128

HepML, 11

HFO, 8, 11, 101

hfo:atPosition, 18

hfo:contains, 18, 19

hfo:extractedFrom, 15

hfo:hasLabel, 18

hfo:hasLowerBoundary, 22

hfo:hasTextReference, 15

hfo:hasUpperBoundary, 22

hfo:isDescribedBy, 19

hfo:isRepresentedBy, 25

Hierarchy-aware queries, 75

Histogram, 13, 145

Horizontal separator, 33

Hough Transform, 55

Image, 68

Indexing, 116

Information Content, 85

Information Theory, 85

INSPIRE, 72, 87

Interoperability, 122

Invenio, 87

Java, 45

Jena, 72

JPEG, 97

Knowledge base, 60, 75

LaTeX, 27

Legend, 59

Levensthein distance, 109

LHEF, 11

Line art, 68

Logical entity, 33

Manual extractor, 110

MARC, 94, 101, 126, 151

Material Description, 22

Measurable Units Ontology, 19

Mechanical Turk, 54, 114

Merging figures, 43

Merging metadata, 105



Bibliography 173

Meson, 75

Metadata, 44

Metadata driven extraction, 113

Metadata model, 7

Metric unit, 19

Monte Carlo, 9, 11

MoreInfo, 99, 102

MUO, 19

muo:measuredIn, 20

muo:QualityValue, 20

Natural Language Processing, 71

Neural network, 55

NLP, 71

OAI, 94

OAI-PMH, 94, 115, 125

Object, 8

Ontology, 7

OWL, 8, 11

Page area, 33

Page Canvas, 29

Page column, 33

Page layout, 29, 30, 32

Page layout separator, 33

Page segmentation, 33

Parallel execution, 60

Parse.Insight, 87

PCA, 56

PDF, 27, 97, 103

PDF operator, 29, 30

PDF-Images, 28

Photograph, 13

Plot, 12, 17

PNG, 43

PostScript, 29

Predefined queries, 120

Predicate, 8

Preprocessing, 30

Primary Component Analysis, 56

Proton, 75

Raster graphics, 28

RDF, 8, 67, 72, 102, 117

Recall, 75

Rendering, 32

Resource Description Framework, 8

Rotation, 112

SciVerse, 68

Search index, 71

Semantic Science Integrated Ontology, 11

Semantic technologies, 8

Semantic web services, 11

Semanticscience Integrated Ontology, 25

Similarity measure, 71, 80, 121

Simple derived unit, 19

Singular Value Decomposition, 56

SIO, 11, 25

SLAC, 93

SPARQL, 67, 73, 76, 117, 118

Splitting figures, 39

SpringerImages, 68

Structural annotation, 102

Subfigure, 13

Subject, 8

SVD, 56

SVG, 43, 61

SVM, 51, 62, 155

Sweeping principle, 35

Synchronisation, 60

Table, 68

Taxonomy, 13

TBox, 57

Text area, 30

Text cluster, 40

Text reference, 15

Textual operator, 32



174

Tick label, 62

Top-level annotation, 15

Topological sorting, 60

Training, 47, 155

Transformation matrix, 30

Transformation operator, 32

Transitivity, 19

Tree, 38

Type-3, 32

Unit, 78

Units, 19, 64

URI, 117

URL, 125

Vector graphics, 28, 57

Vector space, 56

Vectorisation, 62

Vertical separator, 33

Video, 68

Wavelet analysis, 28

Web Ontology Language, 8, 11

WWW, 93

XML, 151


