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Chapter 1

Introduction

The aim of this work is to study the electronic transport and scattering in one-dimensional strips. The study of one-
dimensional strips include many practical examples like the study of metalic nanowires, conducting polymers, graphene
nanoribbons and among others. Also, we will study the electronic interaction between electrons and thes scattering
in a small region of the lattice, known as Quantum Dot; using the tight-binding model shown in [4]. Nevertheless, we
are not going to use the same procedure followed in [4]. We will develop a general procedure which will permit us to
simulate the electronic transport for few electrons.

Figure 1.1: graphene nanoribbon (Figure obtained from [3]).

Due to the difficulty of the problem, we will need a numerical procedure which will require the discretization of our
system or in other words we have to solve a many-body problem. But, as we will be able to see in the next sections,
the number of parameters involved in the description of the system is too large to be represented in a “traditional
way”. To obtain a solution to this problem we will use the technique known as Matriz Product States or MPS [5] [6],
a tensor network method which permits to represent quantum states in terms of networks of interconnected tensors.

This work will be divided in several sections: In the second chapter, we will develop all the theoretical tools
which will allow us to deal with the physical problem of electronic propagation through one-dimensional lead, such as
MPS representation of states and operators, the Suzuki-Trotter approximation for the time evolution, the truncation
method which will permit to improve the efficiency of the simulation®...

After that introductory chapter, we will study, using the tight-biding model, the scattering of one electron against
our Quantum Dot and we will obtain the ground state energies of our system with several electrons. Then we deal
with the propagation of two electrons through the lattice. We will finish our work expressing the main conclusions
and future projects in which the developed method can be applied.

1All the algorithms developed in this work will be done using MATLAB application.






Chapter 2

MPS and fermions

2.1 Matrix Product States (MPS), theoretical preliminaries

The challenge to understand the many-body problems which condensed matter physics provides, for example the
high-T, superconductivity [7], has provoked the emergence of many mathematical models which try to resolve them,
as the Hubbard and ¢ — J models [8] (for the high-T, superconductivity). However, this sort of problems involves
many degrees of freedom. [5] So it is necessary a numerical approximate method to resolve them.

In order to ilustrate the problem of many dregrees of freedom supose if we try to represent a state |¥) in a lattice
of N sites, where in every site there is a Hilbert space, with its own basis: {|4) ?;1. To represent |¥) in the complete
Hilbert space, we have:

di, ...,dn

v) = Z Ciy.vin |11-0N) (2.1)

i1, . AN=1

If every_ 3site has only two states and the number of sites is of the order of Avogadro number N ~ 10%3, we will
need ~ 2197 coefficients to represent only this state. This number is much bigger than the number of atoms in the
observable universe which is stimated in 108°.

There are many methods in the field of Tensor Networks to attack this kind of problems: Density Matrix Renor-
malization Group (DMRG), Tree Tensor Networks [6], Projected Entangled Pair States (PEPS) [5] [6]... But we are
going to center our efforts on a particular method, the Matrix Product States (MPS) [5] [6].

Firstly, we have to explore the concept of rank-n tensor. For our purpose, a rank-n tensor can be described as
a mathematical object with “n” indices; hence a rank-2 tensor is a matrix. The tensor could be drawn as a ball
whose indices are lines emerging from it. The links represent the contractions between indices. Thus, a scalar product
C= 25:1 Ay B, will be represented by the connection of two indices.

(a) (b)
O scalar —O vector

(c) (d)

—O— matrix 4?7 rank-3 tensor

Figure 2.1: The different types of tensors [5].

Consequently, we can interpret the set of coefficients ¢;,. . ., as a rank-N tensor where every index corresponds
to a site of our physical lattice. The numerical technique known as Matrix Products of States (MPS) consist on
representing c;,. . ;, as a one-dimensional tensor network where each site is occupied by a rank-3 tensor. So, instead
of representing a very complex tensor it is more efficient, to use a network of simpler tensors. Thus, MPS representation
is a technique which is adequate to represent a one-dimensional lattice. Every open index represents a physical degree
of freedom of the Hilbert space and the connections between tensors are called virtual indices. We will see that all
state |U) can be described with a tensor network as a MPS.

3
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Figure 2.2: The MPS network of IV sites, the left network has open boundary conditions and the right periodic
boundary conditions (This image has been modified from others of [5]).

2.1.1 Single Value Decomposition (SVD)

We are going to see how we can decompose an arbitrary state |¥) in a MPS. The coefficients ¢;, . ;, can be saved as
a matrix Cj, (i,...iy) grouping together the indices 42, ..., iny as a unique index! . Besides, every matrix A n x m
can be decomposed in three matrices through the single value decomposition [9]:

A=UxVT, (2.2)

where U and V are unitary matrices with dimensions n x n and m x m respectively. The matrix ¥ is a diagonal n x m
matrix which entries are the singular values ;. This decomposition is applied over C:

Do
Cil, (lQ’LN) = Z Uil,ngo-nz‘/v(ré’ ...,iN),TLz’ (2.3)

’I’LQ:l

where Dy = min{d;, dads...dy}. So, we define (A?)Ln2 =Ui, n, and ¢
state is rewritten as:

= Op, Vi

(i2,..in),m2 "

Therefore, the

2,82, ,EN

dN  Ds

¥) = Z S (A sy iy il i) (2.4)

i1,..,iN=1n2=1

We can repeat the prosses and apply the single value decomposition, if we set C(n%w) (igoonrin) = Clnz,i2,...,i1v:
D3
/ _ / / 1t
C(n2,i2)7(i37~~,i1\7) - Z U("27i2)n3O-n3v(i3,...,z’N),n3 (2'5)
n3:1
Again D3 = min{Dads, d3zdys...dn} and we define (A;"‘)Mm3 U(n2 i2)ns and ¢y ;o o= 0;3‘/(;27”.)m),n3. There-
fore the state |U) is:
dn  D2,D3
‘\I/> = Z Z 1n2 122)712,7136%3,1'3,...,1’1\7 ila"'7iN> (2'6)
i1, in=1n2,n3=1
Repeating the process again and again we finally obtain:
dN Da,... ]
|\II> = Z Z (Azll)l,nz(AZZZ)anm"'(Az\]fv:i )nN—l,nN (AK[V)TLNJ |i1""’iN> (27)
i1, iN=1n2,..nNy=1
As we have just seen, we can divide any rank-n tensor in “n” tensors (A;" )n;nj+1, Where i; is the physical index

and, n; and n;4; are the virtual indices. This is just a MPS whose representation is shown in figure 2.3. In other
words, the tensor takes the place as the fundamental brick of the quantum state building |¥), as the DNA takes
the place as the fundamental piece of life. This network of tensors offers, as we will see in the next sections, the
opportunity to visualize the entanglement structure of |¥) and an efficient way to represent our state.

The rest of this section is mainly based on : [5]. In order to justify this representation we have to take into account
that not all the states |¥) are of the same importance. The most typical Hamiltonians in nature are those which
represent local interactions. This locality of the interactions implies that the low energy eigenstates follow the area

INotice that each index i; goes from i; =1 to i; = dy, where j =1,..., N

4
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Figure 2.3: The MPS network with its indices (This image has been modified from others of [5]).

law of the entanglement entropy [10]. In other words the entanglement entropy grows as the area of the boundary
and not as the volume like a random state. So, they are slightly entangled states. In addition, as we will see, this
representation through MPS is a natural way which permits us to observe the entanglement structure of the state. If
we consider the case of periodical conditions the final state is:

»dn  Di,...

T) = Z Z (AP )i na (AR ) g g oo (AR vy (AR Ve [0 ooy i), (2.8)

i1, iN=1n1,..nNy=1

where the different tensors are (A% )., m, .., in is the physical index (“open” indices see figure 2.3) of n-site and m,,,
Mp41 the virtual indices (links between sites). If we consider d; = d and D; = D for all i =1, ..., N. Then, the
number of parameters which codify the dV coefficients are NdD?, so, D must be an exponential number. Up until
now, we have not done any approximation. First of all, we have to remember that D; correspond to the number
of singular values and some of them could be zero. So, we could reduce the dimension of our matrices to a smaller
size x;. Notice that this new size matches with the rank of reduced density matrices between the subsystems of our
network {1, ..., i} and {i+1, ..., N} [11] [12]. This quantity could be interpreted as a measure of the entanglement
between both regions. If y; were equal to 1, then, our state could be represented by a tensor product between the two
parts 2. Therefore, the entanglement between both subsystems would be absent and if the dimension increased, the
entanglement would increase too.

On the other hand, if the values of the D, singular values present a great decay, we could approximate our calculus
and reduce the number of coefficients (NdD?), and thus improve the efficiency of the numerical method. In this case
we could truncate our matrices and reduce the calculus time. In other words, when we want to represent a low-energy
eigenstate we can truncate it due to its low entanglement.

Another way to see that D; is a measure of entanglement between tensor neighbours, it is the following example:
imagine a state represented as a two-dimensional tensor network (PEPS) [5] [6], as we show in the figure 2.4 (b). The
size of the network side is L and if we call &@ = {a1, ..., a4r} the combined index of the boundary, we can represent
this state as the tensor product between the inner and outer state:

D4L

Z lin(&)) ® |out(a)) (2.9)

Where the reduced density matrix of the inner part is:

D4L
pin = Xaw lin(a)) @ (in(@)], (2.10)
a,a'=1
with Xaa = (out(a@')|out(@)). Notice that its maximum rank would be D*L, if every virtual index were o; = D.

Then, it can be demonstrated that the entanglement entropy S(L) = —tr(pin log pin) [10] [13](von Neumann entropy)
is limited by the logarithm of the reduced density matrix rank:

S(L) < ALlog D (2.11)

20r in other words: |¥) = W, o ) ® Wy, ., Ny



In other words, the entanglement entropy follows the area law. The entanglement “grows” (it is upper bounded)
as the boundary area, which means, a greater network implies bigger entropy and therefore a bigger entanglement.
Furthermore, notice that each connection contribute to the entropy as log D. So, there are two main contributions to
the entropy the area of the boundary and the “weight” of the virtual indices of the lattice (the size of D). Therefore,
as we have seen, the tensor networks are the natural language to visualize the entanglement structure of every state.

(a) (b) PEPS
MPS

(a) The one-dimensional Tensor Network (MPS)
and the two-dimensional Tensor Network [5].

(b) Example of a PEPS network which form is a
square with side L.

Figure 2.4: Projected Entangled Pair States (PEPS) a two-dimensional tensor network. [5]

2.1.2 Expected values and Matrix Product Operator (MPO)

The next question is how we can obtain the expected value of a specific operator using MPS language. Firstly we have
to notice that every operator can be decomposed in a sum of tensor product of local operators: O = 01 02®- - -0y,
where every operator O; is a local operator of the Hilbert space corresponding to the j-site. The first step to obtain
the matrix element of O operator between the states |¢)) and |¢) is to represent them as a MPS network:

W)y =Y AP LAY fiy.in) (2.12)
{in}

¢) = > B'...BY |j1--jn) (2.13)
{in}

If we take into account these last equations, we obtain:

@Olg) = Y (AP AY)(BI ... BY) (@|Oljr) - (in|Onlin) = -

{in,dn}

= > (AP @B (A7) ® BY) ... (AF)" @ BY)(O1)isj -+ (ON)ingy =
{in7jn}

N . .

=11 3 i) @B,

n=1{injn}
where (Oy,)i,,, = (in|Onljn) and remembering that the connections between indices represent the contractions of our

tensors, we can represent our expected value as it is shown in figure 2.5.



Figure 2.5: MPS representation of expected value of operator O (Figure obtained from [16]).

All this section about Matrix Product Operator is mainly based on reference [14]. However this procedure is not
as efficient as we desired in some cases. We could represent our operator in a similar way as our state was represented
using MPS scheme. This scheme is known as Matrix Product Operator (MPO). For example consider the following
operator:

0= E Ciy,j1,42,42,-,0N N |Zla~'~azN> <]17~'~7]N| (214)
{in}{in}
So, as we have done, we could interpret our set coefficients ¢;, j, iy ja,....in.jn 2 @ tensor network where in each site
has a rank-four tensor. Hence, using the single value decomposition in a similar way as MPS case, this operator O
can be decomposed as:

O= > CM . ..CR™lir,...,in) (1, v (2.15)
{inHin}
It is easy to see that this MPO acting on an MPS produces a MPS again. But, is it easy to write any operator as
MPO? The sum of one and two-site operator are tractable cases which are relatively simple. For instance in the case
of a sum of one-site operators O = 25:1 X, it can be shown that the matrices of MPO representation are:

o . S 0 o 5o
chn — X i 51.1 i C:Ln]n - tnin C'NIN — INJN , 2.16
! ( (X i) < (X0 )ingn  Oinjn ) N ( (XN)ingn ) (2.16)

where (X,)i, ., = (in|Xn|jn). Equivalently for the case of sum of two-site operators: O = Zﬁ;l Xn Y41, where X,
and Y,, are one-site operators, the matrices of MPO decomposition are:

. o (5%]‘” 0 0 i 51'NjN
CH = (0 (X0 Ginjy ) Cirim = (Y)injn 0 0 CYN = (YN)injn (2.17)
0 (Xn)inin  Oinjn 0

This can be used in many different cases. For instance, it is very useful to build an initial state or the Hamiltonian
of our system if we only have an operator based on a sum of one or two-body operators, as we will develop in the
next sections. When, we talk about “initial state”. We refer to build the initial conditions to propagate one, two,

three... excitations. In these cases, we have to apply operators? like: O = Zflv cno,t, where ¢, could be a wave
_(n=Xxg)? . . s
packet ¢, = e~ 22 e on (%) gseveral times over |0...0) the state of zero excitations. So, we can apply the MPO

representation over O and then apply it over the MPS of |0...0).

3In the case of a one dimensional lattice of N sites.
4Where o is the spin creation operator (each site can only have one or zero excitations), X, mean position and K, mean momentum.
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2.2 Time evolution

This section is divided in two subsections. The first is the Suzuki-Trotter decomposition and the second the imaginary
time evolution. These are mainly based on the reference [15].

2.2.1 Suzuki-Trotter decomposition

Given a Hamiltonian .57 which can be expressed as a sum of operators of one and two-site operators:

N N-1
A= hi+ Y hiig, (2.18)
i=1 i=1
where h; is an operator which acts on the site “¢” and h; ;11 acts on the site “¢” and “/ 4+ 1”. It is necessary to know
how we can implement the time evolution operator U(t) to a state expressed as MPS, U(t)|v) = e~ |3)) (where
h = 1) Due to technical reasons we are going to need some approximations. Firstly, notice that we can rewrite our
Hamiltonian as:

N/2 N/2—1 N/2 N/2
H = Z ha; + Z hai2i41 |+ Z hoi—1 + Z hoi—1,2: | (2.19)
i=1 i=1 i=1 i=1
Hg Ho

where Hg and Hp are the even and odd operators respectively. Also, we have to notice that ho; + hoj 2,41 commute
among themselves. Since, for example, the two operators: hy + ha 3 and hy + hy s belong to different Hilbert spaces
H; ® H3 and Hy ® Hs. If Hamiltonian were 5 = Hp, the time evolution would be:

N/2-1
71HE25 |¢ ( H 671(h2n+h2n 2n+1)t 1hNt> ‘¢> (220)

n=1

Then, we only apply one and two-body operators which conserve the MPS scheme with a larger value of bond
dimension. It can be shown that we can approximate temporal evolution operator U(t) = exp(—i.#6t) = exp(—i(Hg+
Ho)ét) ~ exp(—iHgdt) exp(—iHodt) + o((6t)?). This approximation is known as Suzuki-Trotter approximation of
order 2 which we will use successively when we will build the time evolution operator U(t) to propagate our fermi
excitations through the lattice. There are other versions of order 3 and 5:

exp(—i(Hg + Hp)dt) ~ exp(—iHgot/2) exp(—iHodt) exp(—iHgdt/2) + o((6t)%) (2.21)

exp(—i(Hg + Ho)t) = exp(—iHg0dt/2) exp(—iHp0dt) exp(—iHp (1 — 0)dt/2) exp(—iHo (1 — 260)dt) x
- x exp(—iHp(1 — 0)d§t/2) exp(—iHp06t) exp(—iHp05t/2) + o((6t)®)

So, we have obtained an approximation which preserves the MPS representation due to successive application of
one and two-body operators.

2.2.2 Imaginary time evolution

We are going to see a method known as imaginary time evolution which is going to allow us to obtain the ground state
of our system. First of all we need to decompose our state [¢/(0)) as a sum of eigenstates of the Hamiltonian {|¢,)}:

0)> = Z Cn |¢n> (2.22)

Now to obtain the state [¢)(t)) we have to apply the time evolution operator exp(—i.#’t), but we are going to
substitute ¢ = —i7, with 7 belonging to positive real numbers. Hence, the final result is:

Z cne BT |¢y) (2.23)

where {E,,} are the eigenvalues of the eigenstates basis {|¢y,)}.



They are arranged in a rising order {Ey < E1 < E3 < ...}. So, if we define the state |¥(t)), we obtain:

|\IJ(T)> — |¢(T)> _ Zn cne_ "

= (2.24)
V() V2 lale 2B
Taking the limit 7 — 400 the only surviving term is the ground state one |¢g):
. <o o)

Therefore this method permits to obtain the ground state, its energy and other properties.

2.3 Truncation Method

This section and the appendix A has been based on Eduardo Sdnchez Burillo’s master thesis [16], one of the advisor
of this work, and it has been inserted here with the consent of the advisers.

As we have said in before sections, we need to truncate the virtual indices of our MPS representation to develop
all the potential of MPS language in order to obtain a equivalent network of smaller tensor which will improve the
speed and efficiency of the simulation, and reducing memory necessary to do it. This problem consist on minimise
the distance between the initial state |¥) with an MPS representation whose tensors are A, and a generic one with
smaller tensors |®) whose tensors are B,,. In other words, we have to minimize:

d([0),[®)) = ((¥] = (@)(|¥) — |®)) = 1 + (B|®) — 2Re((T|)) (2.26)

Now, we need to minimize the last equation with respect to |®). To do that task, we start by minimising B the
tensor of the first site of the lattice and the rest of tensors of the other sites of lattice remain constant. Then, we can
continue interatively minimising respect to By and remain constant the rest and so on. On the other hand, in the case
of minimising B, if vY and v® are the vectorisations of A,, and B,,, as we will show in the appendix A, we need to
minimise the following quadratic form:

f(A,,B,) =1+ (u2) Ejv? — 2Re ((U,,\IlI)TEQU;{;) , (2.27)

where E; and Es are matrices depending on the rest of tensors. Note that f is the scared of de distance between | )
and |®), but its variables are only the tensors linked to the site n. The quadratic form is minimised when v® obeys
the following system of linear equations (the proof is omitted because it is trivial):

Ew® = ElvY (2.28)

When we have minimized with respect each tensor B,, up to the end of the chain, we can start the process again
(but in inverse order), until we achieved the convergence. One possible convergence criteria could be that our distance
takes a value smaller than a predetermined value of tolerance. All the information referred to the truncation method
can be found in the appendix A.



2.4 Fermions

During this chapter we have seen a brief overview about the advantages of MPS representation. Secondly, we have
shown that every state can be represented using this language and how the MPO representation can help us to obtain
the expected values. Thirdly the Suzuki-Trotter approximation and imaginary time evolution taught us how to get
the time evolution and the ground state of the system and finally the truncation procedure explains us how to reduce
the “size” of our problem in order to make easier our numerical calculus. However, this is valid for spin and bosonic
systems, but not for fermions, but we are interested in fermionic problems in this work. So, we will have to take into
account that the fermionic creation/annihilation operators (fy, f,;) follow the anticommutation relations:

{fos b} = 0nm S fm} =0 (2.29)

2.4.1 Jordan-Wigner

So, we need a rule which permits us to change from fermionic to spin operators and vice versa. This is the Jordan-
Wigner transformation:

of =e " DO AR oo, =@hHt (2.30)
It can be shown that the inverse transformation is the following:

fE=emEin el gt f = (f)T, (2.31)

n

where f’s and ¢’s are the fermionic and bosonic operators respectively. Notice that in a spin lattice each site can only
have one or zero bosonic excitation. So, with the basis {|0),|1)}, the operators o,F, o, are:

UJfZ(?S) 052(85) (2.32)

Also, it can be shown that the bosonic operators follow the next commutation and anticommutation relations:

(07,0, =0 [o,,00]=—6m(20, +0, —1) {o,,05} =6um (2.33)

n? n’ m

So, applying the rules shown before the f, f,}' can be written in terms of spin operators as:

n—1 m—1 n—1 m—1
fEft=otexp|ir Z o o] |exp | in Z ooy |of =0l exp |i2n Z oo +im Z ooy ot
=1 =1

=1 =1
m—1
=0 exp <i7r Z 0?‘0[)02 (2.34)
l=n
Another interesting expression which we will show (and use) in the next sections is:
i fn =00, (2.35)

This method we will permit us to develop a fermionic problem like a spin problem. Then, it can permit us to use
the simple operators (2.32), instead of their fermionic equivalents.

10



Chapter 3

Physical problem and results

3.1 Tight-binding model

In the last chapter we have explained the MPS method. So, we can now apply this technique to several physical
problems of electron propagation. Then we will see interacting systems but first we have to check the validity of our
method with easier models. We are going to start with the simplest model to study the electron transport along a
one-dimensional chain, the tight-binding model. Imagine a chain of N sites with free boundary conditions and with a
hopping constant between sites J:

[
[
Lo
[:
[

n-2 n-1 n n+1 n+2

Figure 3.1: Chain of N sites with an exchange J.

The Hamiltonian which describes our model is:

N N-—-1
A =B, it Y (fi{fnﬂ i f:+1fn) (3.1)
n=1 n=1

Firstly, we are going to solve our Hamiltonian. To diagonalize it, we need to use the Fourier transform to pass to
the momentum space:

N N
fr= T Z eMfy — fj= \/% > (32)
= k=1
N

iy 1N,
Z Yr— ff=ﬁ;e”“’f,j (3.3)

Apart from these equations we will have in mind the fermion anticommutation relations:

{fir £y =00 {frs fy =0 {f5 fiy=0 (3.4)

Substituting these last equations in the Hamiltonian 7, we obtain:

;Ii |:E Z <f+fk/ez(k k)]) +JZ (fk fke (K'j—k(§+1)) +f+f ez(k (j+1)— k]))]

j=1 kk’ ¥y
N
N Y A S W i
kk’ Y -

11



In the following we take into account that NV >> 0. It can be shown that Zj\;l ¢lk=Ki = N§(k — k') *. So, using
this expression, we can continue our calculus:

N N N
o= ]{]{ ZEof]jfk’Né(k — k’) JrJZf’jjfke*ikN(s(k/ — k) + JZfI;tfkeik'N(;(k/ _ k)} =

kk’ kE’ kK’

s s s o N o ik ik N
s o] (s
k=1

N
)
k=1

N N R
S | Bufit 2257 fucosth)]| + N3 = 3 [ (B, 20 cos(i)f
k=1 k=1

Hence the diagonalized Hamiltonian is:

N
H = ZEkf,:'fk , where E, = E, + 2J cos(k). (3.5)
k=1

Now, if we consider the next state:

W) = (f)m(F0)m . (ff,)™100...00) |, wheren; =0,1 Vj=1,...,N (3.6)

If our Hamiltonian 4% acts over |¥) each pair of operators f,j; ka only acts over its correspondent Hilbert space
of the momentum k;. So, when n; = 0 there are not fermions with that momentum k;. Hence, this pair does not

contribute to the sum. Nevertheless, if n; = 1, there are one fermion and f,j fi[1) = |1). Therefore:

N
W) = <Z anm) | ), where n; corresponds to the number of fermions (1 or 0) with momentum “k;”. (3.7)
i=1

Hence the ground state energy Eqgg is:

Egs =Y [Eo+2J cos(k)] | (3.8)
keC

where we have summed over the k’s which minimized the energy and the number of addends is the total number of
fermions in our state at the beginning of the simulation.

Thus, our set of states |U) are the eigenstates of the Hamiltonian J# with eigenvalues Zfil n;Ey,, ¥ set {n;}.
Now, once we have just diagonalize our Hamiltonian. We are going to obtain the allowed values of k, if we apply
closed boundary conditions?. In other words, we are going to study the case of a chain of “N” sites. Suppose that we
have a one-excitation quantum fermionic state:

) =D _ent0..0) (3.9)
We are going to obtain which are the ¢,’s that are the solution of the next eigenvalue equation:
H ) = E i) (3.10)
Eck =B,k +J(cF +ck_) forn=0,1,2, .., N+1 (3.11)
Applying boundary conditions:
Ecy = Eoch + Jc§ (ch =0) ifn=1
Ech =By + Ik (K =0)  ifn=N (3.12)
Eck = Eock + J(ck  +ck_y) ifl<n<N

In the case of translational invariance the momentum is conserved:

k= ethn 4 g~k (3.13)

n

1Where 6(k — k') is the Kronecker delta (§(k — k) = 0 if k is different to k" and 1 if they are equal)
2No periodic boundary conditions, the case of a finite chain of N sites.
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Substituting this last relation we obtain:

Ecﬁ = Eacﬁ + J(cﬁJrl + cﬁfl) = Eocﬁ + J(e“’“(”“) + de~ (It 4 gik(n=1) 4 de_ik("_l)) =
_ Eocl;tl +J[€ikn(€ik +€—ik) —&—de_ik”(eik +6_ik)] _
etk 4 e—ik

= E,ck +2J
¢, + ( 5

)cﬁ = (E, + 2J cos (k))ck

n

So, if we want to preserve the solution, we have to impose: F = Ej = E, + 2J cos (k), as we have just said.
Therefore, we have to check the solution of ¢, in the limiting cases of n = 1 and n = N. In the first case:

2.J cos (k) (e™F + de™ ) = J(e'2F + de72F)
€2k 11 4 d 4 de—i2k — ¢i2k | Je—i2k

— [a=1]

Equivalently in the case of n = N:

(Eo + 2J cos (k‘))(eikN _ e—ikN) _ Eo(eikN _ e—ikN) + J(eik(N—l) _ ei(N—l)k)

PN+ _ e=iN+DEk — 0 — sin (k(N 4+ 1)) =0

Therefore:

i
fep = % = ko', c*=2isin(k))| wheren  =0,%1,42, %3, . (3.14)

So, the eigenstate of our Hamiltonian 7 is:

[¢) = C’Zsin (kgn') £;710...0) |, where C is the normalization constant. (3.15)

Therefore, remembering equation (3.7) the energies corresponding to the eigenstates of the Hamiltonian (3.1) are:

N
E= ;ni(Eo + 2J cos k;), where k; = NLZl and n = 0,41, £2, +3, ... (3.16)

The factor n; corresponds to the number of fermions (1 or 0) at the site “i”.

13



As we have said it is much easier to work with spin operators instead of fermionic operators. Using the Jordan-

Wigner relations that has been presented in the last chapter:

: n—1 _+ _— _ .
fHfm =0temXimmnoion g ifn>m
+ + in St ote; —in S oo, — n+ :Ll - m .
fifm=o0re =1 %1% ¢ =1 1% g — fofn=0r0, . fn=m
cme . .
f;ffm = O;fe_“fzz:n %o, ifn<m

Substituting the above relations in Hamiltonian (3.1), we obtain its “spin-brother” Hamiltonian:

N N-1
_ + _— —+ 77571'0:0'; — + ifrajb'on —
%ﬂonE opo, +J g <0ne Opy1 T 010 O’n>
n=1

n=1

With the basis {|0),|1)} the operators o;f o, , o, o, are:

0 0 0 1 0
+ _ - _ +. -
w=(V) () (G

irot o -
Hence the operator e=™7n % is:

Therefore:

—_

€+iﬂ'a:{o-;o'_ o 1 0 0 1 . 0 — 0"
nT 0 etim 0oo) \oo) "m

So, the tight-binding Hamiltonian of the fermions is equivalent to spin Hamiltonian:

N N-1
%:EOZU:U;—f—JZ (U,TUnJrl -l-U,JLrHa;)
n=1 n=1

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

In other words the spin and fermionic operators are equivalent. So we are going to use the spin Hamiltonian in

our algorithms to solve the scattering of one and two fermions.

14



3.1.1 Ground state energy - Tight Binding model

We already know how we can represent states and operators using MPS representation. In this section we are going
to verify that our algorithm is correct. This program has been written using MATLAB. So, we are going to calculate
the ground state energy using the imaginary time evolution method with simple initial states |¢(0)). During the
numerical calculus we have needed to truncate the size of the virtual indices between sites in our MPS representation
of the state |1(¢ + dt)). This truncation will reduce this size to a fixed value which we will specify. Furthermore we
will need to use the Suzuki-Trotter approximation to calculate the time evolution of our state preserving its MPS
form. During this process we will commit some errors (due to the approximations) which will produce a change in the
number of particles despite the fact that our Hamiltonian (3.23) preserves this number ([H, o, 0,] = 0). So we have
to control this number to avoid a great increase. As we have seen we can use the spin Hamiltonian (3.23) and we use
the following three initial states to verify that our program can obtain the ground state energy using imaginary time
evolution:

|W1) = o [0) =[1000...);  |¥s) = ooy |0) = [10100...); |¥3) = oi oy 0F |0) = [11100...) (3.24)

Notice that these states are spin states and we have said that we are going to study fermions. However in this
part we have to notice that the Jordan-Wigner transformation preserves the number of excitations. Thus, the ground
state of n spins excitations is the same as the ground state of n fermions. The parameters which we have used during
each simulation are: J = —1, the value of truncation dimension d = 5; the order in Suzuki approximation order = 3,
E, = 0 and the chain length is N = 5 or 6 sites. On the other hand, remembering that ground state energy is:
Ecs = Y ec [Bo + 2J cos(ky)] and k,, = 7n/(N +1), n =1,2,3,..., where we sum over the k’s which minimize
Eas. We can calculate the theoretical value of Egg in each case.

Firstly, |¥;) = |1000...), with N = 5. We only have one particle so the ground state energy is: Egg =
—2cos (m/(5+ 1)) & —1.732051 If we compare this value with its equivalent calculated numerically Egd = —1.732047,
they are equal up to the five digit. See figure 3.2.

[1000...>, N=5, dt=0.0001, J=-1, Orden Trotter=3, Eo=0

0 T T T
_EGS
0.2 — E®P=.1,732051|,
GS !
-0.47 =
06
»-0.8" .

Es

140 \\ i
1.6

- L 1 1
18 1 2 3 4 5 6 7 8 9

Time

Figure 3.2: Simulation of the initial state |¥1) = |1000...) in a chain of length N = 5 to obtain the Egg using imaginary
time evolution. The analytic and numerical results are: Egg = —1.732051 EGd = —1.732047
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Secondly, |¥5) = [1010...), with N = 6. We have two particles now so the ground state energy is: Fgs =
—2(cos (m/(6 +1))+cos (2m/(6 + 1))) ~ —3.048917 If we compare this value with its equivalent calculated numerically
EZ? = —3.048907, they have coincidence until the four digit. So, these results confirm the fact that we are dealing
with fermions. On the contrary the ground state energy would have been FEgg = —4(cos(m/(6 + 1)) instead of
Egs = —2(cos (7/(6 4+ 1)) + cos (27/(6 + 1))). See figure 3.5.

[1010...>, N=6, dt=0.0001, J=-1, Orden Trotter=3, Eo=0
_EGS
— _ESXP=_
EGS 3.048907

0 T T

Time

Figure 3.3: Simulation of the initial state |[¥5) = |1010...) in a chain of length N = 6 to obtain the Egg using imaginary
time evolution. The analytic and numerical results are: Fgg = —3.048917 Eéfsp = —3.048907

We can check the antisymmetry of the wave function calculating the components of the wave function: ¢, =

O fF fE|9(t = thna)) and checking that cpm = —Cmn. So, as we can see in the next table the antisymmetry is
conserved:

n/m 1 2 3 4 5 6

1 0] 0,0528 | 0,1623 | 0,2706 | 0,3009 | 0,1909

2 -0,0528 0| 01751 | 0,3688 | 0,4345 | 0,2965

3 -0,1623 | -0,1751 0| 02395 | 0,3583 | 0,2745

4 -0,2706 | -0,3688 | -0,2395 0| 0,1902 | 0,1638

5 -0,3009 | -0,4345 | -0,3583 | -0,1902 0 | 0,0525

6 -0,1909 | -0,2965 | -0,2745 | -0,1637 | -0,0525 0

Table 3.1: Table of the components ¢,,, of the wave function |¥) at the end of the simulation.

Thirdly, |¥3) = |1110...), with N = 6. We have three particles so the ground state energy is: Fgg = —2(cos (7/(6 + 1))+
cos (2m/(6 + 1)) + cos (3m/(6 + 1))) ~ —3.493959 If we compare this value with its equivalent calculated numerically
EGT = —3.493959, they are almost the same value. So with enough simulation time we can obtain very good results.

See figure 3.4.

[1110...>, N=6, dt=0.0001, J=-1, Orden Trotter=3, Eo=0
0 T T T
—Eas
—_ESXP=_
EGS 3,493959
RS i

0 2 4 6 8 10 12
Time

Figure 3.4: Simulation of the initial state |[¥3) = |1110...) in a chain of length N = 6 to obtain the Egg using imaginary
time evolution. The analytic and numerical results are: Fgg = —3.493959 Eéfgp = —3.493959
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3.2 Single electron scattering

From now on, we are going to change the simple tight-binding model to study the electron transport through a
Quantum Dot, (the model and results which we will check can be found in the article [4]), a region of the chain where
the electrons interact with each other. So, remembering that we have a chain consisting on N “sites”, we are going to
situate our Quantum Dot in the middle of the chain to have enough space to propagate our electrons from one side to
the other before they collide against the end of the chain. Therefore the Quantum Dot are the sites (N/2, N/2 + 1).
Up to now the hopping J; between sites was equal independently of the position “/”. However in the case which we
are dealing with, our Quantum Dot is coupled with the rest of the chain through two different hopping constants
Jnj2—1 and Jyja41. The rest of hopping constants are J; = —1 where i = 1, 2,..., N —1, N except i = N/2 —1
and N/2 4+ 1. Moreover, the energy F, was equal in every site. Now, E, = 0 except on sites N/2 N/2 + 1 where is
equal to F, = ey and E, = e N/2+13. An interaction U between electrons exists, if the two sites which comprise the
Quantum Dot are occupied by electrons. To sum up the Hamiltonian of the system is [4]:

H=Hrpr+Hp+V (3.25)
Higp=—S N (ffb + fhfa) except n=N/2—1, N/2 and N/2 + 1
Hp = enjanns2 + enjap1MN/24+1 — (f;\?/gf;/gﬂ + f]4\/i/2+1fN/2) +..
st JN/2—1(f;/2,1f;/2 + f;/QfN/Q—l) + JN/2+1(f§/2+1f§/2+2 + f;/2+2fN/2+1)
V =Unn/anns241

(3.26)

Notice that n; = fi+ fi is the number operator. Furthermore remembering the section about Jordan-Wigner, it is quite
easy to show? that the spin Hamiltonian equivalent is the same, if we change the operator f, — o,.

But the title of this section is “single electron scattering”. So, before the study of the two electron interaction, we
are going to analyse the one electron scattering using the last Hamiltonian where we can get rid of the interaction
term V. We have to remark that the electrons that we are going to consider along all the text are spinless electrons for
simplicity. In the article [4], they give us reflection and transmission amplitudes, if the electron impacts from the right
or from left on the Quantum Dot. In particular, for a particle incident from left or in other words with a momentum
ke (0,7):

—QZJN 2JN 2+16_ik sin (k‘)
t, = — / i/k - (3.27)
(GN/2+1 Ek JN/2+16 )(6]\//2 Ek JN/26 ) 1

. 1—(eny241 — B — J12\1/2+1eik)(€N/2 — B — JJQV/Qeﬂ.k) (3.28)
k — - - .
(eN/2+1 — FE, — J]2\[/2+1€'Lk)(6]v/2 — E — J]2v/2+1ezk) -1

where Fy = —2cos (k) is the energy of one particle with wave number k € (0, 27)

We are going to check these reflection and transmission amplitudes using our MSP method instead of the article [4]
methods. Firstly, we build a wave packet of one electron with a mean momentum K, € (0, 7), a mean position on the
chain X, and variance o:

N (n—Xo)2 .
[¥(t=0)=C Z enfF10), where ¢, = e~ 22 e Ko™ and C is the normalization constant. (3.29)

n=1

So, to calculate the transmission curve |t;|> we need to follow some steps. 1) Firstly, we have to obtain the
initial occupation |c{"|* in the momentum space using the Fourier transform over our initial state |¥(t = 0)) to get
the ¢}.s. 2) Secondly, we simulate the propagation of our wave packet using Suzuki-Trotter decomposition to apply
the evolution operator (to propagate our packet), MPS language to represent our state W(¢) which codifies our wave
packet of one electron and the truncation method to avoid matrices too big and reduce the memory necessities of the
simulation. 3) Thirdly, after the scattering against the Quantum Dot, we obtain the the final occupation |c,€m|2 in the
momentum space using the Fourier transform over our final state |U(¢t = ty)). 4) We will divide the final occupation
in the momentum space with the “transmission” k € (0,7) between the initial occupation in the momentum space of
the initial packet to get the transmission curve: |tx|? = |¢]™|?/|ci*|? with k € (0, 7).

3See the Hamiltonian (3.23) to compare.
4See equation (3.17)
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We can do that using two different methods:

3.2.1 First Method

In this method, we are going to be based on obtaining “point by point” of the transmission curve [tx|?. To do that
we need a wave initial packet with a variance in the momentum space very small or in other words with a very well
defined momentum k around Kg. So, due to the Heisenberg uncertainty principle, the variance o in the position space
has to be very large. Therefore, we will need a chain quite long to generate wide wave packets. When we will do
this, we will be able to obtain |tx,|* at K,, dividing |c£m|2/|c?i\2 where k coincides with the k of the peak of the
initial occupation |ci"*|2. Now, we are going to illustrate this method with an example, but firstly we will select the
parameters of the theoretical curve |t|* which will make easier to obtain the curve [tx|*: Jy/o = =1, Jyjo41 = —1

6N/2 = —0.6 and 6N/2+1 = —0.6:

)

09

0.8

o
[#))
I

o
w
I

o
N
I

Figure 3.5: Transmission theoretical curve (see equation (3.27)) |tx|* with parameters: Jy/o = —1, Jyjap1 = —1,
en/2 = —0.6 and en/o1q = —0.6
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We are going to take the number of sites of our chain N = 70 with a initial packet with a variance o = 9.0, a mean
position X, = 18 and a mean momentum K, = 2.1:

Initial packet, N=70, K=2.1, X=18, Var=9.0
0.07 I \

0.06- —

0.05-

0.04f ~ : ~ .

2
le,|

0.03- B

0.02- ' -

0.011- ~ .

[ | L | | |
0O 10 20 30 40 50 60 70 80

sites

Figure 3.6: Initial packet in the position space with a variance ¢ = 9.0, a mean position X, = 18 and a mean
momentum K, = 2.1

If we took the Fourier transform, the initial packet in the momentum space would be:

Transmission, N=70, K=2.1, X=18, Var=9,0

0.4 , : 1
=
&
=
o=
®
% —_
g 5
o =
S S
E 02 05 3
5 5
: :
g =
o
g
'_
3
5
o
L
0 1 - L |
0 1 2 3 4 5 6 7

k

Figure 3.7: Initial packet in the momentum space with a variance o = 9.0, a mean position X, = 18 and a mean
momentum K, = 2.1
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Once we have generated the initial state we are going to propagate it through the chain:

45
0.12
40
35 W = 101
30
L 10.08
0 25
£
F o0 L o.06
t40.04
0.02
0
10 20 30 40 50 60 70
Sites

Figure 3.8: Propagation of the wave packet, the color represent higher or lower values of |¢,|? and the vertical axis is
the time, the horizontal axis is the sites of the chain.

Another prove is to check that during the simulation the number of particles is preserved as our Hamiltonian
imposes. So, if we see the evolution of number of particles in the figure 3.9, we see that the number of particles is
not completely preserved due to the approximate method that we are using. Nevertheless, we have achieved that this
increase of the number of particles is under control. As you can see the biggest increment in the number of particle
respect to 1 particle is 0.35%.

1.0045

1.004

1.0035

1.003
/_/J‘/.\/"/
1.0025 s

1.002

1.0015 P/‘N/

1.001

1.0005 /

1

Number of particles

|
0 5 10 15 20 25 30 35 40 45 50
Time

Figure 3.9: Evolution of the number of excitations (particles) during the simulation.
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So, we are going to select t = 20 to calculate [t,|> = |¢]""[2/|ci" |2, before the wave packet collides with the end of
the chain. We can compare |t|* with the initial packet |ci"!|? to choose the |tx|? corresponding to the momentum K,
of the peak of |ci"|?:

Transmission in t=20 seg, N=70, K=2.1, X=18, Var=9.0
I 0.4

1 I \ \
0.5+ : ﬁ -0.2
| | | |
0 1 2 3 7’)
k

Figure 3.10: Comparison between |t;|2 = |¢]™|?/|ci*|? and |ci*|?

lo, (final)/c, (initial)F
lo, (initial)F

Therefore the K and |tx|? selected are: K = 2.1542 and |tx|? = 0.7128. Also, we can compare our calculus with
the theoretical curve:

Transmission in t=20 seg, N=70, K=2.1, X=18, Var=9.0

1 ; | :
0.8 / . 038
' v 06
: 0.4
0.2- 02
X 2 ' ' 7

0 1
k

o
[¢)]
T

2
It]

o
'

le, (final)/c, (initial)

Figure 3.11: Comparison between calculated and theoretical |ty |2
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Repeating this process for different values of the mean momentum K,, we can obtain the different points of the
transmision curve. In particular we have repeat this process for K, = 0.5, 0.9, 0.7, 1.3, 2.1 and 2.5; obtaining;:

Transmission, N=70, K=(0.5;0.9;1.3;1.7,2.1,2.5), X=18, Var=9,0
1 I I I I [

Transmission (|t|2)
© o o o o O o O
O s e

(o]
-
T

Figure 3.12: Comparison between calculated and theoretical |t;|? for K, = 0.5, 0.9, 0.7, 1.3, 2.1 and 2.5.

3.2.2 Second Method

In this second method instead of measuring each point of the transmission curve with a wave packet which a very well
defined mean momentum K,, we are going to do totally contrary. We will generate a wave packet with a very well
defined position or a variance o very small (we will take o = 2 to illustrate the method in our case). This will allow
us to have a very dispersive wave packet in the momentum space. So, instead of measure only one momentum of the
transmission curve, we will measure |t|? around the mean momentum K, of the wave packet. For example, (using
the same transmission curve as in the last subsection, see figure 3.5) if we generate a wave packet with parameters:
N =70, X, =18, 0 = 2.0 and K, = 7/2; in the position space:

Initial packet, N=70, K=pif2, X=18, Var=2.0
0.35 I \ \

0.3 —

0.25

0.2

2
e |

0.15

0.1

0.05

| | 1
0 10 20 30 40 50 60 70 80
sites

Figure 3.13: Initial wave packet in the position space with parameters: N =70, X, =18, 0 = 2.0 and K, = /2.
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And in the momentum space:

Fourier Transform of initial packet, N=70, K=pi/2, X=18, Var=2.0
012 I \ I I

01

0.08

0.04

0.02

Figure 3.14: Initial wave packet in the momentum space with parameters: N = 70, X, = 18, 0 = 2.0 and K, = 7/2.

After that, we can propagate our wave packet until “the slowest”® momentum component collided against the
Quantum Dot. Then, we will calculate |t;|* = |c;.""|?/|ci*|* around the mean momentum K, = 7/2 whose limits are
“the slowest” momentum selected. Therefore, the propagation of the wave packet is:

0.25
F10.2

-10.15

Time

F410.1

0.05

0 10 20 30 40 50 60 70 0

Sites

Figure 3.15: Propagation of the wave packet ith parameters: N = 70, X, = 18, ¢ = 2.0 and K, = 7/2; the color
represent higher or lower values of |c,|?, the vertical axis is the time and the horizontal axis is the sites of the chain.

5We do not strictly take the slowest component because of the fact its velocity is zero. So, we will select a very slow component but
not the slowest.
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And finally the [t;|?

curve is:

=N

o
©

o
[o3)

o
3

o
o

=|c]""|?/|ci""|? around the mean momentum K, = 7/2 in comparison with the theoretical

Transmission, N=70, K=pi/2, X=18, Var=2,0

T : T
++N

/+

|

+
\

/

\

Transmission (|t|2)
© o o o
Now s o

o
=

1

\

[ 1 1
T

1 2

(|
1T

3\

k

6

Figure 3.16: The theoretical and computed values around mean momentum K, of the transmission curve [tx|?.
The zero values of the points have been fixed by hand, because in these cases the error in the measure was very remarkable.

So, as you have just seen this alternative method is much more efficient than the other. As we will see in the next
section the first method is usefull for problems with more than two electrons. Once we have done this, we can calculate
the same for more values of K, to cover all the transmission curve with two additional simulations®. In particular, we
have repeated the process for the mean momentums: K, = 7/4 and 37 /4 obtaining the figure 3.17 with all measures
of the three mean momentums.
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Figure 3.1T:

cluded the measures

K,

The theoretical and computed values of the transmission curve [tz|?.
with the packet of mean momentums:

= 7/4,
The zero values of the points have been fixed by hand, because in these cases the error in the measure was very remarkable.

We
and

have in-

/2 3m/4.

6Due to the symmetry of the curve [t |2
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3.3 Two electron scattering

We have just reproduced some results of [4] in the case of one particle scattering against the Quantum Dot. Before
dealing with the scattering of two electrons against the Quantum Dot, we only have to check one last thing. The
free propagation of two electrons through the one dimensional or in other words the tight-binding model without the
Quantum Dot. We have used a chain of N = 40 sites, with two wave packets at X,(1) = 8 and X,(2) = 24 with a
mean momentum K, = 7/2 (the other technical parameters are: dimension of truncation is equal to 5, the time step
is 0t = 0.1 and the order of Suzuki-Trotter approximation is 3). We can see in the figure 3.16 that the behaviour is
the expected. The two ideal collisions against the end of our one dimensional lattice.
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Figure 3.18: Free propagation of two electrons with mean momentum K, = 7/2 and variance ¢ = 3.5 in a one-
dimensional lattice of N = 40 sites.

But a very important prove of the good running of the algorithm is the preserve of the number of particles, since
our Hamiltonian guarantees this preservation as we have said in last sections. This condition is fulfilled quite good as
we can see in the figure 3.16. Since the maximum deviation error respect to the theoretical value of two particles is
0.015%.
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Figure 3.19: Evolution of the number of excitations (particles) during the simulation.

So, we have now all the necessary tools to be able to reproduce some results of the article [4] about the scattering
and interaction of two particles in the Quantum Dot. One that we would have liked to reproduce is the resonance
phenomenon of the transmission through the Quantum Dot. In [4] they observed that for a value of U = 1.45 of the
interaction parameter, it produced a great increased in the electronic current through the Quantum Dot if we eliminate
the equivalent current without the interaction term V' in the Hamiltonian (3.25). However the curve presented in the
article (figure 1 of [4]) have a peak with a variance very small (in energy units) of the order of AU ~ 0.125.
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So, we need to use the first method presented in the last section. This implies that we need a wave packet with a
very lager variance in the position space in order to measure the transmission in that narrow window of energies with
AU < 0.125. Therefore, we would need very long one-dimensional lattice to generate these so dispersive wave packets
(in the position space).

If we take into account al that I have just said. We have estimated that we will need one-dimensional lattices with
a length equal or larger than N = 200. So, we will need not only more memory to generate the two wave packets in a
longer chain but also we would require bigger simulation times due to the length of the lattice. So, we would have need
more powerful computers than a simple PC, a task reverved to future projects. So, we would go beyond the article [4],
since we could have obtained results related with the propagation and scattering of more than two electrons: three,
four electrons...
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Chapter 4

Conclusions

We started the beginning of our text discussing the aptitude of the MPS scheme to solve a many-body problem, and
represent our states and operators. However, the aim of this work has been to prove the validity of an algorithm based
in the MPS representation to study the scattering and electronic interaction in a limited region of our one-dimensional
lattice known as Quantum Dot, using a tight-binding model [4]. Obtaining, at the end, a method capable to study
the scattering of more than only two electrons against our Quantum Dot.

In order to develop our algorithm has been necessary the use of many different tools presented during chapter 2.
The Suzuki-Trotter approximation permitted us to build an evolution operator easily applicable to our MPS scheme
of our initial state and therefore obtain its propagation through our lattice. Then, the imaginary time evolution has
allowed to obtain in chapter 3 the ground state energy for the cases of one, two and three excitations in short chains.
After that, the Jordan-Wigner equivalence allowed us to find a spin equivalent to our fermionic Hamiltonians and use
the spin operators much easier of dealing with. Finally we introduced the truncation, a crucial method, since this
method reduce the necessary memory during the simulation due to the reduction of the size of the matrices.

After this introductory chapter, we have been checking several aspects of the scattering and propagation of one
and two electrons through the one-dimensional lattice. Firstly, we obtained the diagonalization of our tight-bingding
Hamiltonian and the analytic form of the ground state energy. Thereupon, we got the ground state energy for the cases
of one, two and three excitations in short chains using imaginary time evolution, as we have said. In this section, we
could confirm the fermionic behaviour of our particles, since each level of energy could only be occupied by one electron
or zero, and we could compare the numerical with analytical results. Also, the algorithm preserved the antisymmetry
of the wave function, a characteristic property of the fermionic particles.

Then, we started with the studying of the scattering of one electron using now the tight-binding Hamiltonian
of [4]. We reproduce the transmission curve [tx|? [4] using two different methods; both to gain further confidence
on the method and depending on the situation one is more efficient than the other. So, our algorithm is capable to
reproduce correctly the scattering of one electron. Once, we arrived to that point we could have continued studying
the scattering of two electrons and their interaction in the Quantum Dot zone. Thus, we could have reproduced the
resonance process presented in [4], calculating the different transmission amplitudes for each U (interaction parameter)
value. To sum up, we can say now that we have obtained a method capable to reproduce in future projects the scattering
processes with two electrons. Apart from that it is perfectly possible to use this method to navigate beyond the study
presented in the article in connection with resonance phenomenon. We could simulate the cases of more than two
electrons, three, four... or introduce some sophistications to model as using electrons with spins instead of spinless
electrons.
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