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A. Métodos y Métricas

A continuacion, se ofrece una descripcién més detallada tanto de los métodos de retargeting como
de las métricas computacionales de similitud empleados en ambas fases del proyecto.

A.1. Meétodos de Retargeting

En conjunto, el benchmark contiene resultados de los siguientes métodos (ver Figura [2.2)):
Scaling [SCL]: Emplea escalado simple no uniforme e interpolacién biciibica para escalar la imagen.

Cropping [CR]: emplea cropping (recortado) mediante la seleccién manual de la ventana dptima
de tamano objetivo sobre la imagen original.

Seam carving [sC]: Emplea seam carving tal y como se describe en [Rubinstein y otros| [2008]. El
mapa de importancia esta constituido, simplemente, por la magnitud de intensidad del gradiente en
métrica L. Seam carving elimina o duplica cadenas contiguas de pixeles que atraviesan las regiones
de menor importancia de la imagen; las costuras son computadas mediante programacién dindmica.
No hubo ningin tipo de intervencién manual a la hora de generar los resultados.

Shift-maps [sMm]: Emplea graph cut (corte gréfico) tal y como se detalla en |Pritch y otros| [2009]
para eliminar objetos completos en un paso, en lugar de costuras. El término de suavizado se define
como el mapa de importancia que emplea, tanto las diferencias de color como los gradientes entre
pixeles. Se probaron diversas configuraciones del algoritmo, variando la direccién del shift map, el
mapa de saliencia usado y las condiciones de contorno. El resultado mas atractivo para cada imagen
se seleccioné de manera manual.

Non homogeneus warping [WARP]: Emplea warping como se describe en [Wolf y otros| [2007].
Para reducir el peso de la imagen, sus columnas son estrechadas de forma no homogénea mediante la
optimizacién de una funciéon de warping unidireccional. El funcional en la optimizacién es ponderado
mediante el mapa de importancia, de modo que la cantidad de deformacién permitida es proporcional
a la importancia. El mapa de importancia emplea la magnitud del gradiente Lo junto con detectores
faciales. No hubo intervencién manual al generar los resultados.

Scale-and-stretch [sNS]: Emplea warping como se define en [Yu-Shuen~Wang y Lee| [2008]. El
warping opera en ambas dimensiones de la imagen a un tiempo, optimizando un funcional que permite
el escalado uniforme de las regiones importantes en orden de preservar su aspecto. El mapa de impor-
tancia es una combinacién de la magnitud del gradiente Ly y de la saliencia tal y como se definen en
Itti y otros [1998]. La generacién de resultados se produjo sin intervencién manual.

Energy-based deformation [LG]: Utiliza warping como se define en[Karni y otros| [2009]; similar
a SNs, las regiones salientes admiten el escalado uniforme, y las deformaciones locales particulares
introducidas son controladas granularmente segiin el mapa de importancia (magnitud del gradiente
L,). No se requirié intervenciéon manual en la generacién de los resultados.
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Multi-operator [MULTIOP]: Emplea una combinacién de seam-carving, scaling y cropping como
se define en Rubinstein y otros| [2009]. El mapa de importancia para seam-carving es, de nuevo, la
magnitud del gradiente L; con “energia hacia delante” (forward energy). Siendo un método multi
operador, MULTIOP emplea la medicién de Bidirectional Warping (ver Seccidén del presente anexo)
para elegir entre los tres operadores en cada paso del algoritmo. El tamafio se altera en cada paso un
total de cinco pixels. No se realizé intervencién manual en la generacién de resultados.

Streaming Video [sV]: Usa el método warping definido en Krahenbiihl y otros [2009], aplicdndolo
sobre imagenes. El mapa de importancia se define como una combinacién de: saliencia basada en |Guo
y otros [2008], deteccién de lineas y marcas de usuario sobre lineas y otros objetos importantes. La
energia optimizada por la deformacién es una combinacién de sSNs (pero fijando el factor de escalado
para la imagen completa, pese a que SNS permite variar el escalado), WARP y constantes adicionales.
Estas tltimas permiten llevar especial cuidado con la preservacién de lineas y curvas y es posible
emplear constantes posicionales para regiones marcadas. Algunos resultados (diez en total, seis en el
estudio de usuario) engloban una pequena cantidad de intervencién manual para proteger objetos y
lineas rectas.

Existe una gran diversidad en la complejidad tanto de la computaciéon del mapa de importancia
como de los operadores de estos métodos. Adicionalmente, también permitimos un cierto grado de
intervencion manual, puesto que nuestro objetivo primario no era declarar un operador como ganador,
sino investigar la reaccién humana frente a diferentes efectos del escalado. Notar que, por razones de
tiempo (recibimos los resultados de retargeting después de que el estudio de usuario hubiese comenza-
do) no usamos el método LG en nuestro anlisis, ain asi, los resultados se incluyen en el benchmark.

A.2. Meétricas Computacionales de Similitud entre Imagenes

A continuacién, repasamos brevemente las métricas que usamos y detallamos la asignacién de
parametros empleada. A lo largo de toda la seccién, denotaremos, respectivamente, como O la imagen
original y como R la imagen escalada.

Bidirectional Similarity [BDS] :|Simakov y otros| [2008] formula la similitud entre dos imédgenes
como un mapeado bidireccional entre parches de la imagen. Para cada parche en la imagen origen, se
halla el parche que mejor se ajuste en la imagen objetivo, y viceversa. La medida se define como la
distancia media en el espacio de color entre parches correspondientes:

PCO
QCR

o , l—« 3
BDS(O,R) = o > min D(P,Q) + N 2 i D(Q, P) (A1)
PCO

Donde N, Ng son los niimeros de parches en O y R, respectivamente, y D es la funcién de distancia
entre parches. El pardmetro « controla el balance entre entre completitud (O — R) y coherencia
(R — O) del resultado. BDS se computa en multiples escalas dentro de una Pirdmide Gaussiana para
capturar tanto la similitud global como la local. Para cada nivel piramidal, la funcién objetivo en la

Ecuacion es optimizada usando la busqueda del vecino méas cercano (nearest neighbor search).

Barnes y otros| [2009] propusieron recientemente PatchMatch para acelerar la biisqueda de vecino
més cercano y demostrar su efectividad con BDS para retargeting. Estos autores definen su métrica
de una forma similar, pero computan la correspondencia de parches de manera mas eficiente usando
un proceso iterativo de eleccién aleatoria y refinamiento. Nuestra comparacion del método original
BDS con uno que emplea PatchMatch [BDS-PM] muestra que BDS y BDS-PM producen resultados
muy similares (ver Seccién y Tabla , sin tener en cuenta la aproximacién.

Bidirectional Warping [BDW]: [Rubinstein y otros [2009] define una funcién objetivo similar

a la de BDS, con la excepcién de que el mapeadoM : (i,5) — (i, ;') entre imédgenes se restringe a
ser monotona. Esto es, el orden relativo de posicionamiento de cualesquiera dos parches en la imagen

Estudio comparativo del redimensionado inteligente de imagenes (Media Retargeting) I8l



A. Métodos y Meétricas A.2 Métricas Computacionales de Similitud entre Imégenes

original (tanto vertical como horizontalmente) debe ser preservada por los parches concordantes en
la imagen objetivo. El mapeado con orden de preservacién éptimo se halla empleando evaluaciones
iterativas de una variacion asimétrica del algoritmo de warp en tiempo dinamico, y la distancia BDW
se toma como la distancia media o maxima entre parches correspondientes en el espacio de color.

Dong y otrog| [2009] definen una medida de similitud entre imégenes que combina BDS, color
dominante y la llamada ”seam-carving distance”; escalan imagenes mediante la bisqueda de una
combinacion de escalado lineal y seam carving que optimice esta medida. Dado que el componente
de distancia seam carving es especificamente diseniado a medida para su operador de retargeting, fue
dificil usar la medida propugnada por estos autores en este experimento. Experimentamos con BDS,
asi como con un descriptor de color, siendo ambos destacados factores en dicha medida.

SIFT Flow [SIFTFLOW]: Liu y otros| [2008] proponen un algoritmo para identificar una imagen
concreta entre sus vecinas en una amplia coleccién de imagenes. Pese a que este algoritmo no ha
sido usado en aplicaciones de retargeting todavia, resulta atractivo por dos motivos: primero, emplea
descriptores SIFT que son mostrados para capturar correctamente informacion de estructura local
invariante en la imagen [Lowe, 2004]; en segundo lugar, el campo de flujo computado se regulariza
para fomentar tanto las discontinuidades marcadas como los desplazamientos pequenos, que deberian
ser resistentes a operaciones razonables sobre la imagen realizadas por los operadores de retargeting.
El algoritmo de SIFTFLOW utiliza la propagacién por fe "Belief Propagation” para buscar un campo
denso de desplazamiento entre las imagenes fuente y objetivo que minimice un funcional energético,
equilibrando los emparejamientos de campos SIFT y la magnitud del desplazamiento y discontinui-
dades. El valor optimizado de la funcién energia es tomado entonces como valor de distancia.

Earth Mover’s Distance [EMD]: Se trata de una medida de discrepancia entre dos distribu-
ciones. La definicién engloba la nociéon de una distancia base y el coste de transformar una unidad
de masa entre las distribuciones. EMD se define entonces como el minimo coste que se debe afrontar
para transformar una distribucién en otra. En el caso discreto, EMD puede ser considerado como el
problema bien conocido de transporte en la correspondiente red de flujo, y resuelto por un algorit-
mo de MINFLOW (flujo minimo). [Pele y Werman| [2009] han propuesto recientemente EMDs con
distancias umbrales de referencia, mostrando buenos resultados para recuperaciéon de imagenes. Tales
distancias saturadas se corresponden con las percepcion humana de las distancias, y son méas robustas
frente al ruido atipico. Usamos su definiciéon de distancia EMD para histogramas no normalizados.
Para las imagenes S y T de tamanos Ng y Np pixeles respectivamente, construimos histogramas de
longitud (Ng + Np) como:

Ngs Nrp
Ps=[1,1,..,1,0,0,...,0]
Qr =1[0,0,...,0,1,1,....1]

y usamos su definicién de distancias umbrales de referencia con la distancia en color CIEDE2000
en el espacio de color L a*b. Dado que el tamano de los histogramas puede ser enorme, trabajamos
en una version reducida de las imagenes.

Todas las medidas anteriormente indicadas buscan una correlacién seméantica de alto nivel entre
las imagenes. En contraste, muchas medidas de similitud entre imagenes que examinan caracteristicas
de nivel mas bajo también fueron propuestas, y es importante analizar cudnto se aproximan los
métodos "maés simples” a la percepcién humana del retargeting. El esténdar MPEG-7 [MPEG-7, 2002;
Manjunath y otros,|2001] hace acopio de algunos descriptores bien definidos para similitud de contenido
visual, los cuales estan ampliamente incorporados en los sistemas de recuperacién de imagenes basados
en contenido (CBIR, Content-Based Image Retrieval). Tales descriptores pueden ser igualmente usados
para el anélisis de retargeting, ya que la longitud de su representacion es fija, independientemente del
tamano de la imagen. Estos descriptores no buscan explicitamente la correspondencia entre imagenes,
pese a que todavia son capaces de capturar diferencias entre caracteristicas locales como el color o
los gradientes, los cuales pueden resultar de utilidad para cuantificar resultados de retargeting. Nos
centramos en dos de dichos descriptores:

Edge histogram [EH]: El descriptor de histograma de bordes [Manjunath y otros, [2001] captura
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la distribucién espacial de los bordes en la imagen. La imagen dada es dividida en sub-imégenes 4x4,
cada una de ellas es examinada para cinco orientaciones diferentes de bordes. Para cada sub-imagen,
se obtiene un histograma normalizado 5 — bin, mediante la clasificaciéon de los bordes aparentes en
estas cinco categorias. Se define entonces el descriptor como la combinacién de estos histogramas, lo
que nos da una longitud de descriptor de 4x4x5 = 80 (y esta longitud se fija sobre todos los tamafios
de imagen). La medida de distancia EH se define como la distancia L; entre los descriptores de imagen
fuente y objetivo.

Color Layout [CL]: Los descriptores de distribucién del color [Kasutani y Yamada), 2001] repre-
sentan la distribucion espacial del color en la imagen, y guardan semejanza con la compresion JPEG.
Una imagen dada se divide en una rejilla de 8x8 y el color medio en el espacio YUV se usa para
representar cada bloque en la rejilla. El descriptor consiste en varios coeficientes de la transformada
de coseno discreta (DCT, Discrete Cosine Transform) de estas imdgenes 8x8. Comunmente, los pri-
meros seis coeficientes Y se usan conjuntamente con los tres primeros coeficientes en los canales U y
V, resultando un descriptor de longitud doce. La distancia CL entre dos imagenes se define entonces
como la distancia ponderada por pesos entre sus secuencias de coeficientes correspondientes.
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B. Analisis Objetivo. Métricas de Similitud

El presente anexo detalla, en profundidad, el andlisis del rendimiento de las métricas computacio-
nales. Este andlisis forma parte del estudio perceptual de los métodos de retargeting y constituye una
adaptacién de la versién publicada por [Rubinstein y otros [2010].

B.1. Motivacion

El aspecto principal que se considera en esta parte del trabajo, es la evaluacién de la capacidad
de las métricas computacionales para predecir las preferencias humanas sobre retargeting. Diversas
medidas de similitud entre imagenes han sido propuestas para evaluar la similitud de contenido entre
dos imégenes en el contexto de diversas aplicaciones de procesado de imagenes, tales como: compresion,
busqueda y ediciéon de imagenes. Muchas de las métricas de distancia de imagenes de reconocido
prestigio, tales como la relacién senal/ruido y similitud estructural, han sido desarrolladas en su
mayor parte para comparar una imagen ground truth con una versién modificada en términos de
contenido y, como tales, operan unicamente sobre imagenes del mismo tamano o relacién de aspecto.
Disefiar una métrica similar, que compare el contenido de la imagen bajo variaciones dimensionales
o de relacién de aspecto, requiere un esfuerzo significativamente superior, puesto que el problema
también engloba el analisis semantico de la imagen y la correspondencia entre contenidos.

En el contexto del retargeting, algunos trabajos [Simakov y otros, [2008; Rubinstein y otros, | 2008;
Dong y otros, 2009] han tratado de formular el proceso de retargeting como una optimizacién de
una funcién de distancia especialmente disenada. La obtencién de modos automéaticos para medir la
preservacion del contenido y la estructura, asi como el detectar la presencia de artefactos, es una tarea
ambiciosa. Una medida ideal de la similitud deberia ser capaz de predecir la percepcién humana de
la imagen escalada, tal que, la optimizacién de esta medida proveeria resultados satisfactorios. Por
consiguiente, se intenta evaluar con qué grado de acierto las medidas objetivas automaticas existentes
se corresponden con los juicios objetivos recopilados, con la esperanza de reunir conocimientos para
mejorar dichas medidas objetivas.

B.2. Resumen Ejecutivo

Se investiga la correlacion de seis medidas computacionales de similitud entre imagenes con los
datos recopilados en el estudio. El andlisis se basa en establecer la correlacion entre los rankings
producidos por las medidas objetivas contra los datos recopilados como referencia. Se examinan tanto
las métricas de alto nivel, que engloban el anélisis de la correlacién semantica entre las imagenes, como
las medidas de bajo nivel basadas en descriptores locales de la imagen. El analisis muestra que las
actuales medidas computacionales, en general, no aproximan bien la percepcién humana del escalado
y se requiere trabajo adicional en este campo. Se espera que las medidas de alto nivel superen a las de
bajo nivel. Sorprendentemente, dos métodos que no se usaban antes para escalar anticipan mejor las
respuestas de los usuarios (segin el test de correlaciéon de clasificacién) que los métodos que fueron
disenados a medida para tal propésito. Otro hallazgo interesante es que la mayorfa de las medidas
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de alto nivel concuerdan entre ellas, con un alto nivel de confianza estadistico, aunque no concuerden
bien con los datos de usuario. Esto sugiere algiin sesgo inherente a estas medidas, para las cuales se
plantean las hipotesis sobre las posibles causas y las soluciones sugeridas.

B.3. Diseno del Experimento

Se corren varias medidas de similitud sobre las imagenes que constituyen nuestro benchmark, com-
parando cada imagen escalada con su fuente correspondiente y se recopilan las distancias resultantes.
Se usan los mismos tamanos de imagen que se les mostraron a los participantes en el estudio de
usuario para acercarse, tanto como sea posible, a los estimulos etiquetados. A no ser que se indique lo
contrario, se emplea la implementacién de las distancias originales de los autores para prevenir cual-
quier problema de implementacién o de malinterpretacion de los algoritmos. También se utilizan, en
la mayoria de los casos, los valores paramétricos propuestos y usados por los autores de los métodos,
con optimizacién béasica de los pardmetros para conseguir el mejor resultado para cada método (por
ejemplo, mejor correlacién con los resultados subjetivos, ver Seccion .

A continuacién, se enumeran las métricas empleadas, refiriéndose al lector al Anexo [A]y los res-
pectivos articulos, para maés detalle sobre las métricas que usamos. Las métricas son: Bidirectional
Similarity (BDS) [Simakov y otros), 2008|, Bidirectional Warping (BDW) [Rubinstein y otros| [2009],
SIFT Flow (SIFTFLOW) |Liu y otros| 2008, Earth Mover’s Distance (EMD) [Pele y Werman, [2009]
y, del estdindar MPEG-7 [MPEG-7, 2002} Manjunath y otros|, |2001], Edge Histogram Descriptor (EH)
[Manjunath y otros| |2001] y Color Layout (CL) [Kasutani y Yamadal 2001].

B.4. Analisis y Discusién

Dado el set de datos de usuario recopilado, se desea estimar el grado de concordancia entre las
métricas objetivas y las preferencias subjetivas de los usuarios. Para cada imagen se define el vector de
similitud objetiva s =< s1,...,s, > para n = 8 métodos, donde s; es el niimero de veces que el resul-
tado de escalado usando el método 4 fue preferido sobre otros resultados (es decir, cudnto més alto es
s;, mejor es el método ). También se define 0 =< 0y, ..., 0, > como el vector de distancias objetivas
respectivas para la misma imagen calculadas mediante una de las medidas objetivas. Para una medida
objetiva dada D y un resultado de retargeting T;, la entrada o; = D(T;, S) (es decir, cuanto mas bajo
es 0;, mejor es el método 7). Se emplea ese mismo conjunto de experimentos totalmente completa-
dos sobre las 37 imagenes como en el Capitulo [3| para este andlisis, y el disefio balanceado garantiza
que cada resultado se emplea con la misma frecuencia sobre todos los experimentos. La Figura
(arriba) muestra un ejemplo de los vectores s y o sobre una imagen de nuestra base de datos. Los
resultados de todas las imagenes pueden consultarse en la web RetargetMcﬂ [Rubinstein y otros, [2010].

B.4.1. Correlacion

Para establecer la comparativa entre s y o primero son ordenados y, entonces, se clasifican las medi-
das de retargeting segtn el orden seguido. El vector subjetivo s es ordenado descendentemente puesto
que es una medida de similitud, mientras que el vector objetivo o se ordena ascendentemente por ser
una medida de distancia. Esto reduce el problema de comparar s y o a determinar estadisticamente la
correlacion entre dos rankings, clasificaciongesc(s) y clasificaciéngsc(o) inducidas por estos vectores
(Figura [B.1] centro). Se usa la distancia Kendall T [Kendall, [1938] para medir el grado de correlacién
entre ambos rankings. La distancia 7 también se refiere en ocasiones a la distancia de ordenacién por
el método de la burbuja, lo que es equivalente al niimero de intercambio de pares requerido por dicho

Thttp:/ /people.csail.mit.edu/mrub/retargetme/
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Figura B.1: Calculo de la correlacién entre las medidas objetivas y subjetivas. Esquina superior
izquierda: votos obtenido para la imagen "butterfly”. Esquina superior derecha: resultados objetivos,
en este caso empleando la métrica BDS, para la misma imagen. Parte central: la similitud entre ambas
medidas se realiza mediante la comparacion de sus rankings inducidos. Parte inferior: distribucion del
coeficiente de clasificacién para la métrica BDS sobre el conjunto total de datos.

algoritmo al transformar el orden de una clasificacién en el de la otra. El coeficiente 7 esta definido
como:

Ne —Ng
= = B.1
’ in(n—1) (B-1)

donde n es la longitud de estas clasificaciones, n. es el nimero de pares concordantes y ny es el
numero de pares discordantes sobre todos los pares de entradas en la clasificacién. Es facil ver que
7 = 1 en caso de acuerdo perfecto entre las clasificaciones y 7 = —1 en caso de total discordancia.
Para el resto de ordenaciones el valor se haya entre —1 y 1, con valor creciente indicativo de grado de
acuerdo creciente. Si los rankings son completamente independientes, entonces 7 = 0.

Se recopila la distribuciéon de las puntuaciones de 7 sobre todas las imagenes para cada medida
(ver la Figura abajo). Se toma la media de esta distribucién para representar la puntuacién de
cada métrica. La Tabla presenta estas puntuaciones, dividida segtn los atributos de la imagen,
y la puntuacién total sobre el conjunto de datos completo. Los resultados son mostrados para los
vectores de clasificacion completos, y también sélo para los resultados con mayor puntuacién segin
cada medida (k = 3). Por tltimo, se modifica la Ecuacién [B.I]de modo que sélo los pares (i, j) para los
cuales (clasificacion, (i) < kVclasificacioni (5) < k)A(clasificacionz (i) < kVclasificaciona(j) < k)
sean considerados, y se modifica el denominador para que constituya el total de tales pares. Como
referencia, también se afiade en la Tabla [B.2|(a) los resultados para una métrica aleatoria, RAND.
Para un par dado de imagenes, esta medida simplemente devuelve un niimero uniformemente aleatorio
en el intervalo (0,1).

Se puede ver que, en ambos casos, EMD y SIFTFLOW producen clasificaciones que generalmente
son las que mas concuerdan con las preferencias de los usuarios en comparacién con las deméas medidas
subjetivas. EMD muestra de algin modo mejores resultados para el ranking completo, mientras que
ambas (EMD y SIFTFLOW) son similares respecto a los resultados mejor clasificados. Esto puede
estar relacionado con el hecho de que ambas medidas representan comparacién semantica local de
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caracteristicas de la imagen, lo que refleja bien el contenido y la estructura. SIFTFLOW es capaz de
notar cambios estructurales, mientras que EMD examina distincién en color en correlacién con posi-
cién. Ambas medidas fomentan intrinsecamente su solucién para desplazamientos locales pequeiios, lo
que parece corresponderse bien con las deformaciones que los humanos estdn dispuestos a aceptar en
los resultados. Las métricas de bajo nivel muestran una correspondencia global menor con los usua-
rios, pese a que EH logra puntuaciones més altas para imégenes clasificadas como contenedoras de
estructuras geométricas o como simétricas. CL es la que peor se comporta en ambos casos, e incluso se
observan correlaciones negativas para los resultados de los lugares més altos de la clasificacion. BDW
es el que peor se comporta de entre todas las medidas de alto nivel para el caso de la clasificacién
total, posiblemente porque BDW es inherentemente unidimensional, y, por lo tanto se presentaran
dificultades a la hora de tratar con los resultados producidos por algunos de los operadores. BDW
funciona mejor con los resultados de mayor puntuacién, ya que predice bien el comportamiento en el
test subjetivo del operador MULTIOP, pero discrepa con los usuarios en otros operadores de retarge-
ting. Las medidas de alto nivel también parecen tener fuerte correlacién con los resultados subjetivos
sobre las imagenes con caras o gente y objetos evidentes en primer plano. Ambos, BDS y SIFTFLOW
obtienen su maxima puntuacién en dichas categorias.

B.4.2. Test de significatividad

Para medir la significatividad de un calculo aproximado de correlacién, es necesario considerar
la distribucién del coeficiente 7. La distribucién de 7 tiende a la normalidad para valores altos de n
[Kendall, [1938|. En el presente caso, se puede estimar facilmente que la distribucién de 7 para n = 8,
considerando el rango de correlacién de todas las posibles permutaciones de 8 elementos respecto a un
orden objetivo 1,2, ..., 8. La distribucién tiene caracteristicas normales con media cero y o = 0, 2887.
Para un set dado de coeficientes observados 7, usamos el test x? contra la hipétesis nula de que los
coeficientes observados sean muestreados aleatoriamente desde la distribucién 7.

Los p-valores calculados se muestran en la Tabla[B:2] BDS, SIFTFLow y EMD muestran resulta-
dos significativos para p < 0,05. Por consiguiente, se puede afirmar que EMD y SIFTFLOW guardan
mejor correlacion con aquellos usuarios de mayor nivel de confianza. La proximidad de la media de
BDW a cero y su distribuciéon permite concluir, con suficiente fiabilidad, que las diferencias entre
ambas distribuciones no se deben meramente a la casualidad. Esto también es cierto para las métricas
de bajo nivel en esta comparacion. Para k = 3 las correlaciones calculadas para todas las métricas son
significativas en el nivel de confianza o = 0, 05.

Métrica | BDS | BDS-PM | BDW | SIFTflow | EMD | EH CL
BDS 1 0,77 0,48 0,68 0,14 | —0,01 | —0,33
BDS-PM | 0,77 1 0,53 0,77 0,15 | 0,01 | —0,37
BDW 0,48 0,53 1 0,45 029 | 015 | 0,04
SIFTflow | 0,68 0,77 0,45 1 0,21 | —0,03 | —0,36
EMD 0,14 0,15 0,29 0,21 1 024 | 0,31
EH —0,01 0,01 0,15 —0,03 0,24 1 0,31
CL -0,33 | —0,37 0,04 ~0,36 0,31 | 0,31 1

Tabla B.1: Correlacién entre métricas. Cada celda 7(i, j) indica el coeficiente de clasificacién medio
entre la métrica ¢ y la métrica j calculado sobre todas las imégenes del estudio.
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B.4.3. Correlacién entre métricas

El coeficiente 7 es una media genérica entre dos clasificaciones, y como tal, puede ser usado no
solo para calcular el nivel de acuerdo entre las medidas objetivas y las subjetivas, sino también para
calcularlo entre una medida objetiva y otra. En este caso el coeficiente indicard, dadas dos métricas
objetivas, el nivel de acuerdo entre una y la clasificacién de la otra. La Tabla[B.I|muestra la correlaciéon
entre métricas sobre todas las imagenes de nuestro experimento. Resulta interesante que las métricas
de alto nivel tiendan a estar de acuerdo entre ellas, pese a que muestren menos acuerdo con las me-
didas subjetivas tal y como se ha mencionado antes. SIFTFLOW y BDS tienden al mayor acuerdo,
pese al hecho de que operen de forma considerablemente diferente. BDS-PM se correlaciona bien con
BDS como ya se ha hecho notar. Las medidas de bajo nivel, en su mayoria, muestran correlaciones
negativas con las medidas de alto nivel, aunque muestren correlaciéon positiva entre ellas, de nuevo,
pese al hecho de que una se refiere a los bordes de la imagen y la otra al color. Los p-valores en esta
estimacién, en particular entre los medidas de alto nivel, rondan el valor 10~°, para el rango de nivel
de confianza o = 0,05 que usamos.

300 r r
I BDS
[ eDwW

250 [ ISIFTflow -
[ JeEMD
[ EH

200 [ lcL -

150

100

50

0—"¢cr SV MULTIOP sC SCL SM SNS  WARP

Figura B.2: Votos de las métricas. Cada barra representa el acumulado para todas las imégenes del
numero de veces que un resultado producido por el correspondiente operador fue favorecido por la
métrica sobre algin otro resultado para la misma imagen. La figura muestra claramente el sesgo de
cada métrica (si existe) hacia un operador concreto o hacia un tipo especifico de resultados.

B.4.4. Sesgo métrico

También se desea examinar si cualquier métrica dada es sesgada hacia un cierto operador, o
conjunto de operadores. Por ello, se simula una votacién llevando a cabo un proceso de clasificacion
inversa: dada la clasificacién clasificacidéngs.(0), se consideran todos los pares (i,j), donde i # j
en la clasificacién, el voto es para el resultado i si clasificaciongesc(0;) < clasificaciéngsc(o;) y es
para j en el resto de los casos. Acumulando los votos de todas las imagenes, se logra una indicacién
del niimero de veces que la métrica ha favorecido un resultado sobre otro. La Figura muestra la
distribucién de votos "métricos” sobre los operadores para las diferentes métricas testadas. Esta figura
confirma la correlaciéon descrita arriba, como se puede ver, las medidas BDW, BDS y SIFTrLOW
muestran tendencias similares. Las tres medidas tienden a desfavorecer los resultados de SV, SCL y SNS,
mientras que los de SC y WARP son favorecidos mas o menos de igual forma. La mayor diferencia esté
en CR y MULTIOP, para las cuales BDW estda mas sesgada hacia la Gltima que hacia la primera. Esto
no resulta sorprendente, puesto que BDW guia el proceso de escalado del operador MULTIOP. Esto
también confirma el hecho de que SIFTFLOW y BDS estan mas correlacionados, puesto que también
comparten una tendencia comin para estos operadores. EMD y CL, examinan caracteristicas de
color, tienen un sesgo similar hacia la mayoria de los operadores, aunque atin presentan una fuerte
disparidad en CR y sCL. CL favorece a SCL, que no altera mucho la distribucién global del color en

Estudio comparativo del redimensionado inteligente de imagenes (Media Retargeting) X



B. Andlisis Objetivo. Métricas de Similitud B.4 Anélisis y Discusién

la imagen. Por otro lado, EMD tiene un fuerte sesgo hacia CR, puesto que en este caso se puede
encontrar una buena correspondencia entre la imagen redimensionada y la fuente. EH no tiene un
sesgo claro hacia un unico operador, con una cierta orientacion hacia los resultados de MULTIOP y
SCL. Finalmente, se aprecia que sV recibe una clasificacién mas baja que BDS, BDW y SIFTrLOW,
mientras que WARP y SC reciben clasificaciones mas elevadas. Esto contrasta con nuestros hallazgos del
test subjetivo (Figura , que muestran una tendencia opuesta con los resultados de sv clasificados
en lo méas alto y WARP y SC en lo més bajo.

Las medidas de bajo nivel, como era de esperar, estaban en general menos relacionadas con los
usuarios. Estas medidas no siguen un analisis seméntico riguroso como sus homologas de alto nivel, y
por lo tanto pueden no reflejar bien algunas operaciones de escalado razonables. Sin tener en cuenta su
simplicidad, dichas medidas produjeron puntuaciones mas altas de correlacién que las de alto nivel en
algunos casos. Ademads, los resultados de sus descriptores subyacentes podrian ser mejorados mediante
su uso conjunto o con otros descriptores.

(a) Correlacién de clasificacién completa (k = 00).

Métrica Atributo Total

lineas/ personas/ texturas oi)getos en estruc/tu.ras simetria Media std p-valor
bordes caras 1°" plano geométricas

BDS 0,040 0,190 0,060 0,167 —0,004 —0,012 0,083 0,268 0,017
BDW 0,031 0,048 —0,048 0,060 0,004 0,119 0,046 0,181 0,869
SIFTflow 0,097 0,252 0.119 0,218 0,085 0,071 0,145 | 0,262 | 0,031
EMD 0.220 0.262 0,107 0.226 0.237 0.500 0.251 0,272 le —5
EH 0,043 —0,076 —0,060 —0,079 0,103 0,298 0,004 0,334 0,641
CL —0,023 —0,181 —0,071 —0,183 —0,009 0,214 —0,068 | 0,301 0,384
RAND —0,046 —0,014 0,048 —0,032 —0,040 0,143 —0,031 | 0,284 0,693

(b) (Correlaciéon de clasificacién con respecto a los tres resultados mejor clasificados (k = 3).

Métrica Atributo Total
lineas/ personas/ texturas ij‘etos en estruc:,tu}ras simetria Media std p-valor

bordes caras 1°" plano geométricas

BDS 0,062 0,280 0,134 0,249 —0,025 —0,247 0,108 0,532 0,005
BDW 0,213 0,141 0,123 0,115 0,212 0,439 0,200 0,395 0,002
SIFTflow 0,241 0.428 0.312 0.442 0.303 0,002 0,298 0,483 le — 6
EMD 0.301 0,416 0,216 0,295 0,226 0.534 0.326 0,496 le — 6
EH —0,036 —0,207 —0,331 —-0,177 0,111 0,294 —0,071 | 0,593 0,013
CL —0,307 —0,336 —0,433 —0,519 —0,366 0,088 —0,320 | 0,543 le — 6

Tabla B.2: Correlacién entre las medidas objetivas y subjetivas para la clasificacién completa (arriba)
y para los tres resultados mejor clasificados (abajo). En cada columna, se muestra el coeficiente medio
de correlacién 7 (—1 < 7 < 1), calculado sobre todas las imédgenes del estudio con el correspondiente
atributo. Las tltimas tres columnas muestran la puntuacién media, la desviaciéon estandar y el respec-
tivo p-valor sobre todos los tipos de imagen. El valor més alto de cada columna se muestra resaltado
en negrita.
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C. Applied Perception in Graphics and Visua-
lization 2011

El presente anexo es la versién publicada en Applied Perception in Graphics and Visualization
2011 (APGV 2011), que fue presentada en Toulouse el 27 de Agosto de 2011.
Los coautores de dicho articulo fueron Tilke Judd (Massachusetts Institute of Technology) y el director
del presente proyecto, Diego Gutiérrez (Universidad de Zaragoza). Los experimentos realizados con el

eye-tracker corrieron a cargo de Judd.
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Using Eye-Tracking to Assess Different Image Retargeting Methods

Tilke Judd
MIT CSAIL

Susana Castillo
Universidad de Zaragoza

Diego Gutierrez
Universidad de Zaragoza

Fixations

Saliency Maps 20%

Figure 1: In this work, we investigate the impact of the retargeting process on fixation patterns, under the assumption that viewers’ fixations
should not change when viewing the source image and when viewing the retargeted results. We gather the users’ fixations on the images and
we derive their saliency maps from these eye tracking data. We compare the saliency maps of the retargeted images to the saliency maps of
the original size images with six different automatic image similarity metrics. The differences between all these saliency maps and the ones
gathered by using a model of prediction of human fixations are evaluated as well, in order to analyze if this model is able to match actual eye

movements in a retargeting context.

Abstract

Assessing media retargeting results is not a trivial issue. When resi-
zing one image to a particular percentage of its original size, some
content has to be removed, which may affect the image’s original
meaning and/or composition. We examine the impact of the retar-
geting process on human fixations, by gathering eye-tracking data
for a representative benchmark of retargeted images. We compute
their derived saliency maps as input to a set of computational image
distance metrics. When analyzing the fixations, we found that even
strong artifacts may go unnoticed for areas outside the original re-
gions of interest. We also note that the most important alterations in
semantics are due to content removal. Since using an eye tracker is
not always a feasible option, we additionally show how an existing
model of prediction of human fixations also works sufficiently well
in a retargeting context.

Keywords: media retargeting, eye tracking, image semantics

1 Introduction

When taking a picture, the photographer’s intention is usually to
produce an aesthetically pleasing result, or to convey a message. In
some cases, the composition of the image is not casual, but seeks to
transmit a particular vision of the scene and to evoke an emotional
response. For this purpose, artists often rely on well-known pho-
tographic composition guidelines such as rule of thirds, diagonal
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dominance, visual balance or size region [Liu et al. 2010]. Due to
the variety of display devices on the market and the various sizes of
screens, such images may not always be viewed with their original
aspect ratio. To solve this problem, there have been numerous pa-
pers on content-aware media. In this work, we focus on retargeting
algorithms, aimed at smartly reducing image size. We use a subset
from the RetargetMe1 benchmark [Rubinstein et al. 2010] which
includes a collection of images specially difficult for retargeting.

Our approach is based on analyzing saliency and fixations points
both in the original and the retargeted images. Given that the en-
vironment usually contains much more information than we can
process at once, visual attention mechanisms cover the necessary
task of selecting the most important parts of the scene shown. The
human visual system seems to be very well adapted for extracting
structural information; when seeing a scene, humans first recognize
its meaning and the global image features (the “gist” of the scene)
and infer objects. It is just then when geometric, contextual and se-
mantic information is progressively added [Chen 2005], [Oliva and
Torralba 2001], [Oliva 2009], [Greene and Oliva 2006], [Greene
and Oliva 2009], [Ehinger and Oliva 2011].

Using the gist of the scene, it is possible to detect the presence or
absence of objects, as well as their locations, without running an
object detector [Torralba 2003]. But, if artifacts are present, results
may change [Choi et al. 2010]. These artifacts may attract the vie-
wers’ attention, as they are unexpected and may surprise them [Itti
and Baldi 2009]. Thus, there is a strong interest in predicting the lo-
cation of the areas where observers will focus their attention [Judd
et al. 2009], since the impact of an artifact should in principle de-
pend on the salience of image region where it appears [O. Le Meur
2009]. In fact, some retargeting methods do use a prediction of the
original image saliency to guide the process.

Removing parts of the image may also substantially alter the vie-

Thttp://people.csail. mit.edu/mrub/retargetme/
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wers’ regions of interest (Rol). In order to measure how these re-
gions of interest of the image are affected, eye-tracking experiments
can be useful [Chamaret and Le Meur 2008], [Chamaret et al.
2010]. Rubinstein et al. [2010] presented the first evaluation of re-
targeting algorithms, using both subjective and objective metrics.
A metric to appraise quantitatively the quality of a retargeting ap-
proach in video context has also been recently proposed [Chamaret
et al. 2010], which takes into account the preservation of visually
important areas, by computing the proportion of visual fixations
that fall into the cropping window. Another relevant work presents
anew objective metric based on the human visual system [Liu et al.
2011]. In the same vein, we suggest a new approximation to gauge
the quality of different image retargeting methods, taking into ac-
count the semantics of the image by using saliency maps from both
eye tracking data and a model of saliency. Our overall goal is to
check whether or not the Rol’s were changed in the final result,
under the assumption that a retargeting algorithm should not alter
them.

‘We hypothesize that there are two main reasons why people change
their viewing patterns when looking at an image:

e Distraction due to artifacts in the image.
e Alteration of the image semantics.

The retargeting process should add minimal alterations to these vie-
wing patterns. Our work helps to show to what extent these two
aspects affect the user perception of the image.

The main contributions of this work are as follows. First, we va-
lidate the applicability of an existing model that aims at predicting
where humans look [Judd et al. 2009] to a retargeting context. Se-
cond, we propose an eye-tracking framework to analyze how image
similarity measures correlate with users’ Rols. Third, we analyze
the influence of the changes due to retargeting in the semantics of
the image, trying to understand what is more important to viewers,
preserving content or the lack of artifacts.

2 Previous Work

Image retargeting is the concept of resizing an image while preser-
ving its important content. Simple ways to retarget an image in-
clude using a simple scaling operator or manually choosing a crop-
ping window. Researchers have also introduced numerous methods
to retarget images which can be classified as discrete or continuous
[Shamir and Sorkine 2009]. Discrete approaches judiciously re-
move or insert pixels (or patches) to preserve content, while conti-
nuous solutions optimize a mapping (warp) from the source media
size to the target size, constrained on its important regions and per-
missible deformations. Some of the most recent methods of retar-
geting include Seam-Carving (SC) [Rubinstein et al. 2008], Multi-
operator (MOP) [Rubinstein et al. 2009], Shift-maps (SM) [Pritch
et al. 2009], Streaming Video (SV) [Kréhenbiihl et al. 2009], Non-
homogeneous Warping [Wolf et al. 2007], Scale-and-Stretch [Yu-
Shuen Wang and Lee 2008], Energy-based Deformation [Karni
et al. 2009] and Motion-based Video [Wang et al. 2010]. The latest
retargeting approximations include improvements seeking a better
understanding of the image semantics and visual attention, such as
the inclusion of symmetry (like in the symmetry-summarization al-
gorithm [Wu et al. 2010]) or the usage of the original image to
guide the process, as it is done in Importance Filtering [Ding et al.
2011].

Since there are numerous retargeting methods, it is hard to know
which one works best. Rubinstein et al. [2010] used a methodolo-
gical approach to evaluate retargeting results and presented the first
comprehensive perceptual study and analysis of image retargeting.

They created a public available benchmark of images (RetargetMe)
and conducted a large user study to compare a number of state-
of-the-art methods. In their experiment, participants were shown
two retargeted images at a time, side by side, and were asked to
choose the one they like better. This was iterated across retarge-
ting methods and images to discover an overall ranking of the re-
targeting methods based on user preferences. While Rubinstein et
al.’s work was seminal in comparing image retargeting methods ba-
sed on viewer’s preferences, our aim is to more precisely measure
how retargeting methods affect the way people observe images. We
use a subset of images in the RetargetMe benchmark database and
measure directly how viewers free-view the images through an eye
tracking experiment.

Since the experiments of Buswell [1935] and Yarbus [1967], eye
tracking has long been used to measure how people look at an
image. More specifically, eye tracking measures the order and loca-
tion of viewers’ fixations (when the eye is stabilized at a particular
point) and saccades (or discrete, rapid movements between fixa-
tions). When people fixate, they move the high resolution part of
their fovea to a specific location to see it with high detail. Away
from this point of gaze, the spatial resolution of the human visual
system decreases dramatically so that the periphery is seen in low
resolution [Anstis 1998]. Eye movements correlate with shifts in
visual attention and are thought to be a consequence of optimal
resource allocation of high-level tasks such as visual scene and ob-
ject recognition. Often, fixations are directed to locations where
viewers expect to see objects of interest [Loftus and Mackworth
1978]; [Biederman et al. 1982]; [De Graef et al. 1990]; [Hender-
son et al. 2006].

Chamaret et al. [2010] used an extension to the temporal dimension
of a cropping algorithm of Le Meur et al. [2006]. They stated that
if human fixations are known, counting the number of fixations that
fall inside the retargeted sequence is easy; however, when the image
is warped, it is not as easy to tell when the area of a fixation is
preserved or not. How can a retargeted image be assessed when it
is warped and the correlation between the fixations before and after
retargeting are not as clear? This is the issue we aim to investigate.

A main objective for retargeting results is preserving the recogni-
zability of important original media features, which is a subjective
measure. Analysis of the reasons for discarding the results of a
method in a pair-wise choice has shown some reasons why humans
reject a retargeting result: squeezing people or faces, distortion over
geometric structures and changes in proportions in the image [Ru-
binstein et al. 2010]. When analyzing participants’ answers in sub-
jective tests, it has also been suggested that viewers prefer the loss
of content over deformation artifacts, always in a comparative fra-
mework. Moreover, in a normal context, the viewer only sees the
retargeted image with no reference to the original one. In this case,
the loss of content is obviously not identified. In the absence of a
reference image to directly compare against, it is more difficult to
recognize artifacts or to know where the information was lost.

Our work hypothesis is that human eye movements give strong evi-
dence about the location of meaningful content in an image. When
an image is retargeted, this meaningful content should be preser-
ved without introducing arbitrary artifacts that draw attention away
from important content. In our experiments, we track the obser-
vers’ eye movements in a free-viewing task on retargeted images.
This allows us to analyze if and how retargeting methods affect vie-
wers’ fixations. The eye tracking database on these images helps
to evaluate current methods and might guide the creation of new
retargeting algorithms in the future. We have made this material
publicly available to the research community?”.

Zhttp://giga.cps.unizar.es/ diegog/projects/ APGV 11/apgv1 1.html
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Figure 2: A sample of the fixation locations for seven viewers on some of the images (one color for each user). We collected eye-tracking
data on 155 images from 35 observers to use as ground truth data to analyze possible changes in regions of interest due to retargeting.

3 Benchmark

In the following we describe the choices for images, retargeting
methods and the eye-tracking procedure to gather the saliency maps
highlighting the most attractive regions.

3.1 Selecting Retargeting Methods and Images

In our study we use retargeted versions of 31 original images from
the RetargetMe benchmark [Rubinstein et al. 2010]. This bench-
mark is a complete group of images which are specially challen-
ging for retargeting: the amount of retargeting applied is conside-
rable (25% or 50%) and the images contain attributes which are
considered to be challenging for preserving content and structure
and preventing artifacts during resizing. We got a representative
set from the original database that covers its range of image attri-
butes. The images we gathered also contain attributes which are
considered attractive to humans [Judd et al. 2009]. These attributes
are (the number in parentheses indicate the number of original ima-
ges belonging to each set): lines and/or clear edges (23), evident
foreground objects (14), texture elements or repeating patterns (7) ,
specific geometric structures (16), symmetry (5), people and faces
(11), animals (3), vehicles (7) and textual elements (6).

Each image was shown in its original form and in four retargeted
versions, yielding a total of 155 images. The four different retar-
geting methods were: Seam-Carving (SC) [Rubinstein et al. 2008],
Shift-maps (SM) [Pritch et al. 2009], Multi-operator (MOP) [Ru-
binstein et al. 2009] and Streaming Video (SV) [Krihenbiihl et al.
20091].

Two of these content aware methods we study, SC and SM, are clas-
sified as discrete and the other two ones, MOP and SV as continuous.
The first one removes seams of pixels crossing the regions of least
importance and the second one removes entire objects at a time.
Both of the continuous approaches, MOP and SV, allow uniform
scaling of image content. We chose these methods because of their
user rankings in the study by Rubinstein and colleagues [2010].
Since we wanted them to be statistically distinguishable in terms of
user preference, we chose two of the top ranked ones (SV, MOP),
one middle-ranked (SM) and the lowest ranked (SC).

3.2 Participants

A total of 35 observers (20 males, 15 females, age range 18 — 40)
participated in our eye tracking study. Each reported normal or
corrected-to-normal vision. They all signed a consent form and
were paid $15 for their time. Each user saw a 31-image subset
of the 155 images (31 original size images and the four retargeted
versions of each one) and never saw the same image under different
retargeting conditions. We distributed the images so that exactly
seven users viewed each of the 155 images.

3.3 Procedure

All the viewers sat approximately 24 inches from a 19—inch com-
puter screen of resolution 1280x1024 px in a semi-dark room and
used a chin rest to stabilize their head. A table-mounted, video-
based ETL 400 ISCAN eye tracker recorded their gaze path at 240
Hz as they viewed each image for five seconds. We used a five
point calibration system, during which the coordinates of the pupil
and corneal reflection were recorded for positions in the center and
each corner of the screen. The average calibration error was less
than one degree of visual angle (~35pixels). During the experi-
ment, position data was transmitted from the eye tracking computer
to the presentation computer so as to ensure that the observer fi-
xated on a cross in the center of a gray screen for 500 ms prior to
the presentation of the next image. The observers were instructed
simply to “look carefully at the images” for this free viewing task.

The raw data from the eye tracker consisted of time and position
values for each data sample. We use the method from Torralba
et al. [2006] to define saccades by a combination of velocity and
distance criteria. Eye movements smaller than the predetermined
criteria were considered drift within a fixation. Individual fixation
durations were computed as elapsed time between saccades and the
position of each fixation was computed from the average position of
each data point within the fixation. We discarded the first fixation
from each scanpath to avoid the trivial information from the initial
fixation in the center. Figure 2 shows the fixation locations for seven
different observers on some of the images used (one color for each
user).

Figure 3: The fish image and its four half sized retargeting results.
Top row shows users’ fixations on the image. Bottom row shows the
overlap between the source images and the saliency maps we derive
from these fixations.

Once we gather all the eye-tracking data for our benchmark of ima-
ges, we derive their corresponding continuous saliency maps, as
done by Judd et al. [2009]. We convolve a Gaussian low pass filter
(with circular boundary conditions) across the users’ fixations. We
get the binary maps of the top 20% salient locations of the images
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by thresholding these continuous saliency maps. We analyze these
saliency maps of the average locations fixated by users with six dif-
ferent computational distance measures. We find out that the corres-
pondence of these metrics classification to the subjective preferen-
ces is improved by using these saliency maps in place of the images
themselves. See Figure 3: top row shows the fixation locations for
seven different observers on the fish source images (the original size
one and its four retargeted versions). Bottom row shows the over-
lap between the source images and their computed saliency maps
from these fixations. When using an eye tracker is not a feasible
option, using a predictive model of saliency is a desirable option.
We carry out a performance analysis of one of these models, the
one proposed by Judd et al. [2009].

4 Analysis of Distance Measures

The main goal in this section of our work is to gain understanding
about the impact of retargeting images on human fixations, by com-
paring saliency maps before and after retargeting. To do so, we
carry out an analysis using six of the computational distance mea-
sures from the RetargetMe benchmark [Rubinstein et al. 2010]:
Bidirectional Similarity (BDS) [Simakov et al. 2008], Bidirectio-
nal Similarity PatchMatch (BDS-PM) [Barnes et al. 2009], SIFT
Flow (SF) [Liu et al. 2008], Earth Mover’s Distance (EMD) [Pele
and Werman 2009] and, from the MPEG-7 standard [MPEG-
7 2002]; [Manjunath et al. 2001], Edge Histogram Descriptor
(EH) [Manjunath et al. 2001] and Color Layout (CL) [Katusani
and Yamada 2001].

We run these six image similarity measures on the saliency maps
obtained, comparing the saliency map of each retargeted image to
the saliency map of its corresponding original image (see Figure 3,
bottom row), and we collect the resulting distances. We use the im-
plementation and parameter optimization proposed by Rubinstein
etal. [2010].

N BDS MmBDS-PM mmISF [FEMD CJEH CCL

70 —
60 M gl
50 [ ] 1
w
§ 40+ 8
=30 g
=
20 1
10 - 1
0 | il I Il |
mop sc sm sv
Retargeting Method

Figure 4: All metrics’ votes. Each bar represents the number of
times the saliency map for a retargeted image was favored by the
metric over a different retarget of the same image, collected over
all images. The figure clearly shows the bias of EMD, EH and CL
to MOP and SV results.

Metric Bias. We use a voting scheme in order to examine if any
given metric is biased towards an image retargeting method, or a
set of methods.

For this purpose, we define § =< 01, ..., 0; >, fort = 4 retargeting
methods, as the objective distance vector, for a saliency map 1),
calculated by one of the objective measures. We denote by 1), the
saliency map for the original version of the image obtained from

the eye-tracking data, while 1); represents the saliency map after
retargeting method i. Let D be a given objective measure, then
0; = D(1o,1;) is the distance between 1), and 1);, according to
metric D. In our context, the lower the 0;, the better the method 7
is.

First, the objective vector 6 is sorted in ascending order. Then
we consider all pairs (4, j) in the ranking and vote for result  if
rankasc(0;) < rankasc(0;) and vote for j otherwise. Accumula-
ting the votes over all images for each metric, we get an indication
as to the number of times the metric has favored one result over
another. Figure 4 shows the distribution of these votes among the
operators for the metrics we tested.

I I . ICL
mop. sc sm SV
7
SF
I Ic I>m I;v I I~c Iam I

0 Fmop S 0 Fmop E SV

0 Fmop

Figure 5: Distribution of metric votes among the operators for each
one of the six different metrics we tested.

Ranking. For each one of the six metrics, Figure 5 shows the ran-
kings for the four retargeting methods over all images. The methods
are ranked by the total number of times the yielded distance for a
saliency map of one retargeting method’s result was smaller than
the one calculated for a saliency map obtained with a different met-
hod. Similar to previous works [Gutierrez et al. 2008], [Rubinstein
et al. 2010], we want to group the retargeting algorithms according
to whether or not their results are statistically indistinguishable. For
this purpose we develop a significance test of the score results. In
order to establish if any two given retargeting methods belong to the
same group or to different groups, we have to know if the differen-
ces between the obtained rankings are higher or lower, respectively,
than a fixed R’ [Setyawan and Lagendijk 2004]. For a given signi-
ficance level o, R’ should satisfy: P (R > R’) < «. David [1963]
proved that this R’ value can be computed by solving:

P (Wia > (2R —0,5)/v/nt) o)

where n is the number of original images and ¢ is the number of
retargeting methods. In our case, t = 4 and n = 31. W, can
be obtained by interpolation from published tabled data [Pearson
and Hartley 1966]; we set « = 0.01, and consequently obtain
Wa4,0.010 = 4.405. The resulting value for R’ is 24.7760, so we
set R’ = 25.

Figure 6 shows the resulting groups for each metric. These re-
sults show that, for three of the metrics used, two algorithms (SV
and MOP) usually perform better than the rest (see Figure 5), yiel-
ding statistically indistinguishable results. Another algorithm (SM)
is consistently graded the lowest, also yielding results that can be
considered similar in terms of ranking. Our classification seems to
support the ranking classification for subjective analysis from Ru-
binstein et al. [2010], where SV and MOP are preferred over the rest
of methods. This suggests that using the objective distance methods
over saliency maps from human fixations might be a useful strategy
for designing and assessing the quality of retargeting approaches.
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Color Layout SIFT-flow

(MOP SV (SC)sM) (SC SV _MOP SM)

Edge Histogram Bidirectional Similarity
(SV (MOP_SC)SM) (MOP SC SV SM)

Earth-Mover's Distance BDS with Patch-Match

(SC_MOP SM sV)

Figure 6: Score grouping for each computational measure. Opera-
tors are descending ordered according to metric votes. Operators
within a group are statistically indistinguishable in order of metric
distance.

5 Performance Analysis of a Predictive Mo-
del of Saliency

As said in Judd et al. [2009], people tend to fixate on text and faces.
In their absence, they focus on animals (particularly on their faces).
If none of these common objects are present in the image, human
fixations are biased towards the center. According to this, the aut-
hors developed a model (SV Masr7) that uses low level features
(local energy of the steerable pyramid filters; intensity, orientation
and color contrast; values of RGB channels and their probabilities),
mid level features (horizon line detector) and two high level ones:
face detector and car and person detector, as well as a feature for
center prior [Judd et al. 2009].

We want to analyze if the SV My model is able to predict ac-
tual eye movements in a retargeting context. When resizing one
image, if only the less salient parts of it are removed or distorted
(as the four methods we use are supposed to do), then fixations and
saliency areas should be preserved. We want to analyze how well
this model works on retargeted images, which is a different con-
text from the original work by the authors. In order to do this, we
calculate the difference between the real saliency maps from eye-
tracking data and the ones predicted by the SV M+ model (see
Figure 7).

Original SC SM SV

MOP

Figure 7: Saliency maps. Top row shows the saliency maps pre-
dicted by the SV M1 model. Bottom row shows these maps (th-
resholded to show the top 20% salient locations) and their source
images overlapped.

If I denotes a given image from our dataset, n = 31 is the num-
ber of original images, V' denotes one of the v = 5 available ver-
sions of the image (the original one and its four results for the four
retargeting methods), )"/ is the saliency map obtained with the
SV Masrr prediction model and 4% is the saliency map gathered
directly from eye-tracking data, then we obtain the saliency maps

for each original image and its four retargeted versions (I, V;),
k = 1..n,l = 1..v. After obtaining these saliency maps, we calcu-
late the absolute difference for each pair (wM (Ix, V1), »E (I, Vi)).
All saliency maps have been thresholded to show the most salient
20% of the image. On average, SV M1 reaches more than the
80% of the way to human performance. Interestingly, it performs
equally well (~82%) on retargeted versions of the image as on ori-
ginal pictures. Although these results are not conclusive and a much
extensive analysis should be performed, viewers seem to keep fixa-
ting consistently on the same high level features, before and after
retargeting: text (see Figure 2, MOP), people (specifically faces)
(see Figure 2, SM), animals (specifically faces) (see Figure 2, SC),
vehicles (see Figure 2, SV) and, in general, they tend towards the
center of the image (see Figure 2).

Such a good performance of the SV M model on the retarge-
ted images may allow future retargeting algorithms to guide their
design and assess their results without the need for neither collec-
ting eye tracking data nor performing user studies.

6 Analysis and Discussion of Artifacts.

The ranking process we carry out shows a suboptimal performance
of the SC and SM operators, while it favors MOP and sv. These
tendencies correlate with the viewers’ preferences ranking obtai-
ned by Rubinstein et al. [2010]. The interest of a given object in
an image can be affected by changes in its size, blurring level, con-
trast and relative position to the center of the image [V. Kadiyala
and Chandler 2008]. It may be that, since MOP and SV include an
overall scaling factor, the relative distances and proportions of the
objects in the image correlate better with the original version and
so do their corresponding saliency maps.

Nevertheless, our analysis inverts the positions for the two lowest
ranked algorithms. SM which was an acceptable, middle ranked op-
tion for retargeting (according to Rubinstein et al.’s [2010] analysis
of subjective preferences), becomes the lowest rating. We think this
may be due to the very different nature of the artifacts that these two
methods are susceptible to. On the one hand, SC removes monoto-
nic and connected seams along the image and, thereby, its results
are more likely to be affected by distortion of lines, edges and geo-
metry, as well as by deformation of people and objects. On the
other hand, the SM operator reduces the image size by removing
entire objects, which may be important for users to preserve. Ac-
cording to our results, although distortion and deformation might
be less aesthetically pleasing than cut-off content, they draw less
attention away from original important content.

Looking at the fixation points on the SM results (Figure 8), it can be
seen that if the removed object lies in one Rol of the original image,
people turn their attention towards other regions of the image, subs-
tantially changing the saliency map of the retargeting result and al-
tering the image semantics. Figure 8, Umdan SM result is a good
example, several people and a dog have been removed and the at-
tention of viewers is logically driven towards the faces of the remai-
ning people. As a consequence, the corresponding saliency map is
less scattered than the original one. Another example is Figure 8,
Marblehead Mass SM result, where some of the houses have been
removed. In this case, the relative sizes of the remaining houses
have been increased and the purple facade receives more interest.
More interesting results are found when the cut-off content is not a
proper object by itself, but part of one, or when this removal invol-
ves extracting objects that people are aware they should be there;
in those cases, fixations accumulate in that region of the image, as
supported by Itti et al. surprise theory [2009] (see Figure 9, Car SM
result, the car’s back wheel is missing). On the other hand, fixation
points on SC results show that, when distortions affect Rols, viewers
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Marblehead Mass original M. Mass SM M. Mass SC

Figure 8: How retargeting methods affect the way people observe images? This figure shows several examples of the way the fixation points
change on the original versions of the images and the two lowest ranked retargeting methods (according to metric distances).

DKNY SM neskirche original

Bed Room original Bed Room SM o JapenessHouse original

fpenessHouse SC

Figure 9: Examples of how fixation points change or keep the same according to the nature of the artifacts introduced by the retargeting
methods. When an artifact is not in a Rol, it can remain unnoticed by users.
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focus their attention on them (see Figure 9, Brasserie L’Aficion SC,
where the text in the front of the building is absolutely distorted).

It is interesting to note that, for all of the retargeting methods in
our five seconds free viewing task, fixations do not change due to
the presence of artifacts if they do not fall on the original image’s
Rol. This suggests that even in the presence of large errors, five
seconds is not long enough to perceive them. See for instance Fi-
gure 9: Johanneskirche SM: the church’s vault structural lines are
badly broken; Or Bed Room SM, where the curtain is impossibly
split into two pieces. This may be in accordance with perception
theories that postulate that the gist of a scene is perceived first, and
then details are slowly taken into account. Other examples are Fi-
gure 8, Marblehead Mass SC result: distortion is present in all the
lines in the picture.

7 Conclusions and Future Work

The main contributions of this work are as follows. First, we have
proposed an eye-tracking data framework, adding eye-tracking data
(which we have made public) to some of the images in the Retar-
getMe benchmark. Based on this data, we have computed the co-
rresponding saliency maps of the different results. We have then
used these maps as input to a set of existing computational image
distance metrics, to analyze how well they correlate with the users’
preferences on retargeted images. Our results indicate that using
information from eye-tracking data can improve the predicting ca-
pabilities of such computational distance measures. We think that
this is a promising line of future work which may be helpful to
guide the design of future retargeting operators.

Second, we have shown that the model of saliency presented by
Judd et al. [2009] is able to work sufficiently well in a retargeting
context. We thus think this model can be a helpful tool to predict
human fixations when using an eye tracker is not possible.

Third, we have analyzed the influence of the changes due to retar-
geting in the semantics of the image. When Rubinstein et al. [2010]
analyzed the users’ reasons for rejecting one retargeted image, the
main reasons were: removing or cutting-off content for the SM ope-
rator; distorting lines and edges and deforming people and objects
for SC; over-squeezing content (especially people and evident fo-
reground objects) in the case of the MOP operator and distorting
proportions for Sv. In their ranking, MOP and SV achieve the
best results according to users’ preferences: SC is ranked the lo-
west and SM is middle ranked. Our results for SM operator do not
agree with this classification, it is ranked as low as SC. This result
seems to confirm that content preservation is important in order to
keep the focal points of the image and, so, the semantics. Although
SM results are aesthetically pleasing, its inherent content removal
alters the Rols, which directly affects the ranking results. Neverthe-
less, this is still an open research topic which we plan to investigate
further.

In principle, one obvious reason to change people’s visual patterns
while looking at an image would be the presence of artifacts. Ho-
wever, we have found that, for our five-second free viewing task,
even relatively large artifacts remain unnoticed, as in the case of
the church’s vault where structural geometry is badly broken (see
Figure 9 Johanneskirche SM). This seems to be in accordance to
the way the human visual system seems to work while recogni-
zing scenes in images: first we extract the gist of a scene (in a few
milliseconds) while progressively adding the details [Oliva and To-
rralba 2006]. In the church example, viewers seem to recognize the
scene as a church, assume its overall coherence and correctness,
and proceed to visually explore it: the five seconds allotted to our
free-viewing task seems not to be long enough to notice the ob-
vious artifacts. The situation changes if the artifacts introduced by
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the retargeting process do fall in one of the image’s Rols: the nor-
mal pattern of visual exploration will naturally guide the viewers’
attention towards such regions, where artifact are then more easily
detected, as in the case of the car, where its back wheel has been
removed (see Figure 9 Car SM). We find this attentional tension
between Rols and artifacts an interesting line of future work, which
again may be helpful to guide future retargeting operators.
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