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Abstract

Powerful numerical methods have to consider the presence of source terms of different nature, that
intensely compete among them and may lead to strong spatiotemporal variations in the flow. When
applied to shallow flows, numerical preservation of quiescent equilibrium, also known as the well-
balanced property, is still nowadays the keystone for the formulation of novel numerical schemes. But
this condition turns completely insufficient when applied to problems of practical interest. Energy
balanced methods (E-schemes) can overcome all type of situations in shallow flows, not only under
arbitrary geometries, but also with independence of the rheological shear stress model selected. They
must be able to handle correctly transient problems including modeling of starting and stopping flow
conditions in debris flow and other flows with a non-Newtonian rheological behavior. The numerical
solver presented here satisfies these properties and is based on an approximate solution defined in a
previous work. Given the relevant capabilities of this weak solution, it is fully theoretically derived here
for a general set of equations. This useful step allows providing for the first time an E-scheme, where
the set of source terms is fully exercised under any flow condition involving high slopes and arbitrary
shear stress. With the proposed solver, a Roe type first order scheme in time and space, positivity
conditions are explored under a general framework and numerical simulations can be accurately
performed recovering an appropriate selection of the time step, allowed by a detailed analysis of
the approximate solver. The use of case-dependent threshold values is unnecessary and exact mass
conservation is preserved.
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1. Introduction

There are a unaffordable number of processes over the earth surface where a common agent is
present: water. Water can participate in different ways: as a result of a high porosity in landslide
events or as almost pure water in rivers. Many geophysical or environmental flows in earth have
another relevant characteristic: the geometrical scales presented in the problem allow us to define them
mathematically as shallow type flows. The vertical scales can be considered very small if compared
with the horizontal ones. This aspect ratio appears in channels, rivers, oceans or even the atmosphere,
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but also in debris flows, landslides and tsunamis. All these processes can be mathematically modeled
and are defined as flows of hyperbolic nature. Their importance makes necessary the development
of predictive tools. Predictive tools were first derived for gas dynamics, and the results were applied
next to the shallow water equations. Shallow type flows are hyperbolic but not strictly hyperbolic.
Their characteristics require the development of novel numerical techniques. Among them, most
advanced numerical predictive methods consider partial results, e.g. the well-balanced property. This
property is a particular case of energy-balanced or E-schemes that have a significant advantage: they
provide accurate results when using a small amount of information. This amount of information can
be measured as the number of computational cells where data is stored. When the number of cells
decreases, the computational cost also does, allowing the integration of more processes in time and
space. A complete understanding of solvers accounting for the presence of source terms also allows to
successfully predict the behavior of sophisticated terms when applied to cases of not pure water floods,
such as mud/debris floods, where unsteady flow phenomena includes stop and go mechanisms. In this
way, it is possible to analyze the relative importance of the shear stresses versus bottom topography
variations, allowing a correct tracking of the fluid moving boundaries.

Realistic applications of conservation laws involve the presence of source terms dominating the
solution, where the flux gradients are nonzero but exactly balanced by source terms in steady situations
[1]. When trying to reproduce numerical solutions with discontinuities in both the conserved variables
and the source terms, the mathematical formulation of the governing equations and the selection of
the numerical scheme is of utmost importance. Fractional step methods have been widely used to
involve the presence of source terms in the solution [2], but from their earliest developments, well
balanced numerical schemes [3, 4, 1] have gained maturity to progressively become methods of choice
for the numerical simulation of conservation laws with source terms. When applied to the shallow
water equations (SWE), the preservation of motionless steady state or quiescent equilibrium over
irregular geometries has been the keystone for the construction of numerical schemes in the context
of shallow flows [5, 6, 7, 8, 9].

Riemann solvers derived for the homogeneous case, in combination with a suitable treatment of
the source terms, are able to ensure quiescent equilibrium when solving the SWE. This property can
be ensured by expressing the equations following a deviatoric formulation [5, 6, 10], replacing the
water depth by the water surface elevation as conserved variable. But changes in the selection of the
variables have consequences. When selecting the deviatoric formulation, the approximate solution
is single valued and even though in presence of bed discontinuities level surface is constant in cases
of quiescent equilibrium, this solution is no longer valid in general problems over a bottom step,
invalidating the use of classical Riemann solvers [11, 12, 13]. The most noticeable consequence is the
inability of such type of solvers to ensure an exact preservation of the mass discharge in steady cases
for any type of flow regime [14].

Also, as pointed out by [15] when solving the SWE two types of difficulties are often encountered:
the preservation of steady state solutions and the preservation of water height positivity. The SWE
admit the general moving water equilibrium and require exactly well-balanced methods in cases with
moving water equilibrium [16, 17, 18, 19]. The well balanced numerical property in cases of quiescent
equilibrium is a particular case. In [20, 21, 22, 23] exactly well-balanced methods, named energy
balanced numerical schemes and hereafter referred as E-schemes, able to reproduce exactly steady
solutions with independence of the mesh refinement, were presented. On the other hand, non-physical
negative water height becomes problematic when computing simulations as the eigenvalues do not
determine the time step size as a result of the not pure hyperbolic characteristic of the system of
equations [24, 25, 15]. The use of case-dependent threshold values for the water depth, limiting the
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computational domain in the computation of the flow advance over dry bed, is the current tendency
to avoid numerical difficulties [26]. Other techniques involve velocity based limiters [27, 28] to control
the stability at wet/dry fronts.

Riemann Problems (RP) in not strictly hyperbolic system of equations involve complex exact
solutions, as the presence of the source terms may lead to resonant problems. These resonant problems
include cases where characteristic speeds may coincide or cases where the total number of waves
involved in the solution are larger than the number of characteristic fields [29]. An extensive review
of approximate solutions to discontinuous problems in nonlinear hyperbolic systems can be found
in [30]. Convergence to the exact solution can be ensured using appropriate Augmented solvers
[1, 31, 32, 14]. Augmented solvers provide suitable explanations to the influence of the source terms
in the numerical solution. They include an extra wave associated to the presence of the source terms in
the approximate solution. The aforementioned possible computation of non-physical negative water
height was explained and remedied in [32, 14] by the description of the internal structure of the
associate approximate Riemann solution.

Even though a great variety of works that focus on the preservation of height positivity by exploring
the effects of bed slope terms can be found in literature, when moving to realistic applications, the
discretization of frictional source terms is essential to provide accurate results, independently of the
friction stress model chosen. When the source term discretization of shear stress is not considered
in the context of the approximate solution used, it can not only spoil the solution accuracy, but the
numerical computation may become unstable and fail [33, 34]. Fractional explicit step methods lead
to oversized discrete friction forces that ruin the simulation, and although an implicit treatment of
the resistance source term ensures stability, an exact balance among fluxes and source terms is not
generated [35], leading to undesirable non uniform discharge values. That is, convergence to the
exact solution can never be provided. The upwind unified treatment of boundary shear stress ensures
exact conservation of discharge in steady cases, but being an explicit treatment, the appearance of
non-physical negative values of water depth and the selection of the time step size, become again
problematic [34, 36], as in those numerical schemes where bed slope effects are only analyzed [25].

The definition of appropriate numerical schemes involving bed variations can be envisaged using
families of paths [37] connecting the left and right states of the RP [38]. But even in cases where only
discontinuous bed level is considered, the selection of families of paths is not a trivial task [39, 40, 29].
One commonly used strategy is based on supplementing the initial set of equations shaping the SWE
with another extra equation, expressing a nil time derivative of the bed level surface [41, 18]. The
results show that although Godunov-type path-consistent schemes do converge with mesh refinement,
they do not necessarily converge to the physically relevant or correct solution [30]. Families of paths
cannot be generalized when highly nonlinear relations appear [42, 43], and in the case of analyzing
frictional source terms, the definition of an extra equation assuming nil time derivative of a specific
variable makes no sense.

Approximate augmented solvers, as the ARoe (Augmented Roe) solver in [32], involve numerical
strategies based on a direct discretization of all type of source terms, allowing to explain and correct
if necessary, their impact in the solution. Augmented solvers allow to analyze approximate solutions
involving variable density [44], one dimensional blood flow in arteries [47] or applications with com-
plex rheologies, where the well-balanced property must be redefined to provide accurate stop-and-go
triggering mechanisms [45, 46]. It is remarkable that although the ARoe solver uses a limited number
of characteristic waves, it still ensures convergence in resonance regions [20] in the SWE.

Therefore, the ARoe solver provides a convenient way to evaluate source term discretization in
situations far away from quasi-steady conditions, allowing the generation of verification tools for
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any case where a source term is involved, such as discontinuous bed in combination with complex
rheologies, avoiding computation of non-physical negative water height and restoring a clear time
step selection. To achieve this goal it is not sufficient to define the solution of the approximate solver
exclusively in the inter cell position but in the whole solution plane, as it does finally participate in the
updating solution. This strategy, used to defined positively conservative methods in the homogeneous
case by means of an entropy fix [48], can be extended to non-strictly hyperbolic system of equations
with source terms, generating extra fix procedures that can be used not only to ensure positively
conservative solutions, but also to define friction fix techniques able to ensure an accurate viscous
dissipation rate. For steady cases, the resulting scheme allows to obtain the exact critical point
at the cell with highest bed elevation, as transitions between subcritical and supercritical states are
forbidden, as outlined by Alcrudo et al. [49].

Although the ARoe solver detailed here is only first order with an explicit Euler time-stepping,
it is worth pointing out that a relevant feature of this solver is that it can be directly applied to
flux-ADER schemes with arbitrary order [22, 23] without losing any of its desired properties.

The approximate solution underlying the ARoe solver was presented but not explicitly derived
in [32], where a first investigation of the Riemann problem for the shallow water equations with
source terms was performed. The present paper provides a significant improvement in the complete
description of this approximate Riemann solver and it is now fully theoretically derived for the first
time. In this work a useful, comprehensive description of the derivation of the ARoe solver is presented.
In Section 2, we recall basic ideas regarding the scalar case with source terms, using them in Section
3 to construct solutions for non-strictly hyperbolic systems of equations of arbitrary size. The formal
derivation of the approximate solutions proposed in previous works and its extension/generalization to
hyperbolic systems of equations of arbitrary size with source terms, provides the necessary background
for a successful application to a particular physically based model. Departing from these results, all
possible types of flow transitions and the correct management of different types of source terms in
any of these different cases are analyzed in depth.

Section 4 revisits the construction of solutions to the Riemann problem for the x-split two-
dimensional SWE and the impact of the source terms in these solutions. Special emphasis is put
here in the analysis of transcritical flow, that requires of a careful analysis and treatment of the
entropy corrections in presence of source terms. In Section 5, numerical integration of the source
terms in the SWE is revisited, recalling the energy balanced approach (E-property). The source
term accounts for pressure and shear stress forces on the bed surface and the their effect over the
approximate solution cannot be arbitrarily analyzed. In order to accurately reproduce a physically
based solution, a suitable procedure is proposed, analyzing first the effect of an arbitrary shear stress
and next the total non-conservative contributions. The impact of the shear stress evaluation in the
solution is discussed in Section 6, proposing a friction fix that ensures a physically feasible numerical
solution, that is, a solution where shear stress only acts as an energy dissipation mechanism. Positiv-
ity fix in the SWE is revisited in Section 7, where suitable modifications of the solution structures are
provided preventing computation of non-physical negative water height while retaining an efficient
selection of the time step based on the eigenvalues of the system. These modifications are presented
by means of the definition of limiting functions over the values of the source terms.

In Section 8, the extension of the numerical scheme to two-dimensions is recalled. Numerical fluxes
are constructed at each cell edge by solving the x-split two-dimensional RP according to Sections 6
and 7, ensuring appropriate values of friction while retaining positivity of the solution. By simply
projecting these fluxes using a rotation matrix, the grid cells can be updated avoiding redefinition of
the numerical fluxes depending on the type of mesh selected (structured/unstructured). Finally, Sec-
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tion 9 is devoted to numerical applications involving unsteady problems with exact solution. Among
the different test cases presented, comparisons between the proposed numerical scheme and a finite
volume scheme based on the hydrostatic reconstruction technique [7] are presented.

2. Scalar conservative laws with source terms

The basic ideas underlying this work are first illustrated by examining the results of a nonlinear
scalar equation applied to quasi-steady problems in [2]

∂u

∂t
+

∂f(u)

∂x
= s , (1)

where f(u) is a convex non linear flux of u and s = s(u, x) is a source term. The source term, of
geometric type, depends upon the position x and can be discontinuous. From f(u) it is possible to
find an advection, or transport velocity λ:

λ =
df

du
, λ = λ(u) . (2)

The upwind method described is derived as a special case of the reconstruction, evolution and
averaging steps method proposed originally by Godunov [50], that provides updated cell averages
values for the conserved variables un+1

i . The Godunov method starts from piecewise constant data
reconstructions. The theory of RPs can be applied, and does not require to determine the exact
solution of the full wave structure of the RP, allowing the use of linearized approximate or weak
solutions in the evolution step. The following RP is defined

∂tu+ ∂xf − s = 0 , u(x, 0) =

{
ui if x < 0
ui+1 if x > 0

(3)

and the initial value problem in (3) will be solved using the explicit conservative formula

un+1
i = un

i −
∆t

∆x
[f−

i+ 1

2

− f+
i− 1

2

] , (4)

where ∆x is the cell size and ∆t is the time step selected. Intercell numerical fluxes f±
i+ 1

2

contain

information regarding flux function f and source term s, and will be derived from approximate
solutions of the RP.

2.1. Integral Relations in the Riemann Solution

Even when ignoring the exact solution of the RP in (3), it is possible to estimate its variation
by integrating (3) over a suitable control volume. Figure 1 shows a right moving rarefaction wave,
λ > 0, with initial values ui, ui+1, and a control volume given by the time interval [0,∆t] and the
space interval [−xL, xR], with xR > λ∆t the position of the fastest wave at t = ∆t. The initial
solution is modified between x=0, where a point source term is present, and the position given by the
fastest signal λ∆t. No signal propagates upstream of x=0. Integrating (3) over the control volume
[0,∆t]× [−xL, xR]

∫ xR

−xL

∫ ∆t

0

(
∂u

∂t
+

∂f

∂x
− s

)
dtdx = 0 , (5)

the first term in (5) is
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x

∆t
fi fi+1

0

xL xR

un
i un

i+1

λ

s

Figure 1: Integration control volume defined by a time interval [0,∆t] and a space interval [−xL, xR]

∫ xR

−xL

∫ ∆t

0

(
∂u

∂t

)
dtdx =

∫ xR

−xL

u(x,∆t) dx−
(
xRu

n
i+1 + xLu

n
i

)
(6)

and the second term in (5) becomes

∫ ∆t

0

∫ xR

−xL

(
∂f

∂x

)
dxdt = δfi+1/2∆t , (7)

with δ(·)i+1/2 = (·)i+1 − (·)i, fi+1 = f(ui+1) and fi = f(ui). Considering that source terms are not
necessarily constant in time, the following time linearization of the nonconservative term is applied
[32]

∫ xR

−xL

∫ ∆t

0

s dtdx ≈ ∆t

∫ xR

−xL

s(un
i+1, u

n
i , t = 0) dx = ∆ts̄i+ 1

2

, (8)

retaining s̄ as a singular source function constant in time [51], as the source term that becomes
a Dirac delta. A suitable evaluation of s̄ has to be provided depending of the type of source term
present. In the case of a geometric source term [23], it is possible to define discrete average values
able to reproduce correct steady solutions as well as provide convergence to the exact solution in RP
[32].

This approximation is in agreement with the assumption of a constant solution in time of the RP
in the intercell region, x = 0, for Godunov methods. Reordering, the following expression for the
integral volume of u(x, t) is obtained

∫ xR

−xL

u(x,∆t) dx = xRui+1 + xLui − (δf − s̄)i+1/2∆t . (9)

On the other hand, the integral average of the exact solution of the RP at time ∆t between the fastest
signal and x = 0 , that will be referred to as ū, can be derived by simply setting xR = λ∆t and xL = 0

ū =

∫ xR

−xL

u(x,∆t) dx

∆tλ
=

λui+1 − (δf − s̄)i+1/2

λ
. (10)

2.2. Approximate solution. A two wave approximate Riemann solver

The definition of an approximate solver must be consistent with the results given by the integral
average of the exact solution in (9) or (10). The approximate solution û(x, t) is constructed defining
the following constant coefficient linear RP
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∂û

∂t
+ λ̃i+ 1

2

∂û

∂x
= s

û(x, 0) =

{
ui if x < 0
ui+1 if x > 0

(11)

and includes a propagating wave with celerity λ̃i+ 1

2

, yet to be defined. Integrating over the same
control volume we obtain

∫ xR

−xL

û(x,∆t) dx = xRui+1 + xLui − (λ̃δu− s̄)i+ 1

2

∆t (12)

and in order to enforce consistency with result in (9) the constraint that follows is

λ̃i+ 1

2

=
δfi+1/2

δui+1/2

. (13)

For both scalar or systems of conservation laws, when using Roe type solvers, any characteristic
speed λ̃i+ 1

2

= λ̃(ui, ui+1) is defined ensuring that in case that ui = ui+1, the average value returns the

analytical value provided by the differential form, that is, λ̃i+ 1

2

= λi, with λ = ∂f/∂u in the scalar

case, avoiding divison by zero [32].
Being the approximate solution a constant coefficient linear problem, it is assumed that the pres-

ence of the discontinuous source term s̄ introduces a variation in û in the solution across x = 0, leading
to two constant values u−

i , u
+
i+1 at the left and right side of the (x, t) plane solution respectively, where

u−
i = lim

x→0−
ûi(x, t > 0) , u+

i+1 = lim
x→0+

ûi+1(x, t > 0) . (14)

Figure 2 shows a sketch of the approximate solution in the particular case with λ̃i+ 1

2

> 0, where

u−
i = ui, as no signal propagates upstream x = 0. In this case, by simply setting xR = λ̃i+ 1

2

∆t and
xL = 0 we have that

u+
i+1 =

∫ xR

0
û(x,∆t) dx

∆tλ̃i+ 1

2

= ui +

(
s̄

λ̃

)

i+ 1

2

. (15)

On the other hand, the solution for u+
i+1 in (15) can also be derived by defining a RH (Rankine-

Hugoniot) relation at x = 0. The presence of the source term leads to a discontinuous intercell
approximate flux function, f−

i and f+
i+1, at the left and right side of the (x, t) plane solution,

f−
i = lim

x→0−
f̂i(x, t > 0) , f+

i+1 = lim
x→0+

f̂i+1(x, t > 0) , (16)

with f̂(x, t) the approximate flux function linked to approximate solution û(x, t), with f̂ = f̂(û).

When λ̃i+ 1

2

> 0, the following RH condition across this right moving wave is satisfied

fi+1 − f+
i+1 = λ̃i+ 1

2

(ui+1 − u+
i+1) , (17)

while equation (13) can be rewritten as

fi+1 − fi = λ̃i+ 1

2

(ui+1 − ui) . (18)
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Subtracting (17) to (18) the following expression is obtained

f+
i+1 − fi = λ̃i+ 1

2

(u+
i+1 − ui) , (19)

equivalent to:

f+
i+1 − f−

i = λ̃i+ 1

2

(u+
i+1 − u−

i ) , (20)

The following RH relation for the steady contact wave [41, 52], of speed S = 0, at x = 0 is defined

f+
i+1 − f−

i − s̄i+ 1

2

= S(u+
i+1 − u−

i ) = 0 (21)

and using result in (20), condition (21) becomes

u+
i+1 = u−

i +

(
s̄

λ̃

)

i+ 1

2

, (22)

recovering expression for (15). This means that, if the approximate wave speed λ̃ in (13) can be
defined, original wave speed λ in (10) can be appropriately represented.

t

x

∆t
fi fi+1

0

s̄i+ 1

2

xL xR

ui u+
i+1

ui+1

λ̃i+ 1

2

Figure 2: Integration control volume defined by a time interval [0,∆t] and a space interval [−xL, xR]. The solution
includes an inner constant state separated by a stationary contact wave at x = 0.

Also, when λ̃i+ 1

2

> 0, the following RH condition across this right moving wave is satisfied

fi+1 − f+
i+1 = λ̃i+ 1

2

(ui+1 − u+
i+1) . (23)

If definition of u+
i+1 in (22) is inserted in (23) we obtain

f+
i+1 = fi + s̄i+ 1

2

(24)

and the associated approximate intercell flux solution in the (x, t) plane is now completely defined.

Figure 3 shows a sketch of the approximate solution in the particular case λ̃i+ 1

2

> 0, ui+1 > ui and
s̄i+ 1

2

< 0.

The weak solution of the RP in (3) in case that λ̃i+ 1

2

> 0 is given by

û(x, t) =





ui if x < 0

ui+1 − (θδu)i+ 1

2

= ui +
(

s̄

λ̃

)
i+ 1

2

if 0 < x < λ̃i+ 1

2

t

ui+1 if x > λ̃i+ 1

2

t

(25)
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Figure 3: Approximate solution for û(x, t).

with

θi+ 1

2

= 1−
(

s̄

δf

)

i+ 1

2

. (26)

The same procedure can be easily extended in case that λ̃i+ 1

2

< 0, and the resulting solution is:

û(x, t) =





ui if x < λ̃i+ 1

2

t

ui + (θδu)i+ 1

2

= ui+1 −
(

s̄

λ̃

)
i+ 1

2

if λ̃i+ 1

2

t < x < 0

ui+1 if x > 0

(27)

Using previous definitions, the values of the approximate solutions for the RP, u−
i and u+

i+1 are
given by

u−
i =

{
ui if λ̃i+ 1

2

> 0

ui + (θδu)i+ 1

2

if λ̃i+ 1

2

< 0

u+
i+1 =

{
ui+1 − (θδu)i+ 1

2

if λ̃i+ 1

2

> 0

ui+1 if λ̃i+ 1

2

< 0

(28)

and the values of the approximate fluxes for the RP, f−
i and f+

i+1 are given by

f−
i = fi + (λ̃−θδu)i+ 1

2

, f+
i+1 = fi+1 − (λ̃+θδu)i+ 1

2

, (29)

with

λ̃± =
1

2

(
λ̃± |λ̃|

)
. (30)

Therefore, the corresponding intercell flux for the approximate first order Godunov method in (4)
is given by two functions,

f−
i+ 1

2

= f−
i , f+

i− 1

2

= f+
i , (31)

resulting in
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un+1
i = un

i −
∆t

∆x
[f−

i − f+
i ] (32)

By inserting definitions in (29), Godunov’s method can be expressed in fluctuation form [30],

un+1
i = un

i −
∆t

∆x
[(δm)−

i+ 1

2

+ (δm)+
i− 1

2

] , (33)

with (δm)−
i+ 1

2

= (λ̃−θδu)i+ 1

2

and (δm)+
i− 1

2

= (λ̃+θδu)i− 1

2

. In steady state problems, numerical updating

of the initial data results in solutions governed by

(δm)±
i∓ 1

2

= 0 , (34)

ensuring a path consistent scheme [30], where fluxes and source terms are equilibrated at each RP.
Depending on the approximations done in the integration of the source term, s̄, the numerical solution
will converge to different solutions with mesh refinement. The selection of appropriate estimates of
s̄ allows to converge to the exact solution [32] and must be based on convergence analysis to exact
solutions. When possible, the discretization should be based on discrete equilibrium between the
numerical flux and the numerical source term.

3. 1D Systems of conservation laws with source terms

The discussion is next extended to hyperbolic nonlinear systems of equations with source terms
in 1D, composed of Nλ hyperbolic conservation laws and expressed as

∂U

∂t
+

∂F(U)

∂x
= S(U) . (35)

From this formulation it is possible to define a Jacobian matrix for the convective part J

J =
dF

dU
. (36)

Assuming that the convective part in (35) is strictly hyperbolic with Nλ distinct real eigenvalues λ
and eigenvectors e, it is possible to define two matrices P = (e1, ..., eNλ) and P−1 with the property
that they diagonalize the Jacobian J as

J = PΛP−1 . (37)

The system of equations in (35) will be solved using approximate linear solutions of an initial
value problem, by means of an explicit conservative formula, that according to the Godunov first
order method is written as

Un+1
i = Un

i − (F−
i+ 1

2

− F+
i− 1

2

)
∆t

∆x
, (38)

where F±
i+ 1

2

is the intercell flux at each RP and Un
i is a piecewise constant approximation of the

solution at time tn that will be updated using approximate solutions of local RPs with the following
initial conditions:
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∂U

∂t
+

∂F

∂x
= S

U(x, 0) =

{
Ui if x < 0
Ui+1 if x > 0

(39)

3.1. Integral Relations in the Riemann Solution

Even when ignoring the exact solution of the RP U(x, t) in (39), it is possible to estimate its
variation by integrating (39) over a suitable control volume. Figure 4 shows a RP, with initial values
UL,UR, and a control volume given by the time interval [0,∆t] and the space interval [−xL, xR],
where

−xL ≤ λL∆t, xR ≥ λR∆t , (40)

t

x

∆t
Fi Fi+1

S(x)

0

xL xR

Ui Ui+1

λL λR

Figure 4: Integration control volume defined by a time interval [0,∆t] and a space interval [−xL, xR]

being λL, λR the minimum and maximum wave velocities respectively in the domain given by the
eigenvalues of (36) at t = ∆t. Integrating (39) over the control volume [0,∆t]× [−xL, xR],

∫ xR

−xL

∫ ∆t

0

(
∂U

∂t
+

∂F

∂x
− S

)
dtdx = 0 , (41)

the following expression for the integral volume of U(x,∆t) is obtained

∫ xR

−xL

U(x,∆t) dx = xRUi+1 + xLUi − (δF− S̄)i+ 1

2

∆t , (42)

with Fi+1 = F(Ui+1), Fi = F(Ui) and the source term included at the discontinuity point x = 0,
assuming the following time linearization

∫ xR

−xL

∫ ∆t

0

S dtdx ≈ ∆t

∫ xR

−xL

S(Ui+1,Ui, t = 0) dx = ∆tS̄i+ 1

2

, (43)

consistent with the definition of a similarity solution only dependent on the ratio (x/t).
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3.2. Approximate solution

The RP in (39) is now approximated by using the following constant coefficient linear RP [48]

∂Û

∂t
+ J̃i+ 1

2

∂Û

∂x
= S

Û(x, 0) =

{
Ui if x < 0
Ui+1 if x > 0

(44)

where J̃i+ 1

2

= J̃i+ 1

2

(Ui,Ui+1) is a constant matrix yet to be defined. Integrating (44) over the same
control volume,

∫ xR

−xL

Û(x,∆t) dx = xRUi+1 + xLUL −
(
J̃δU−S̄

)
i+ 1

2

∆t , (45)

and performing the same approaches over the source term, the following constraint involving conser-
vation across discontinuities appears to ensure (42)

δFi+ 1

2

= J̃i+ 1

2

δUi+ 1

2

, (46)

where J̃i+ 1

2

is defined using the approximate Roe’s solver [11], being diagonalizable with Nλ approxi-
mate real eigenvalues

λ̃1
i+ 1

2

< . . . < λ̃I
i+ 1

2

< 0 < λ̃I+1
i+ 1

2

< ... < λ̃Nλ

i+ 1

2

(47)

and Nλ eigenvectors ẽ1, ..., ẽNλ . With them, two approximate matrices, P̃i+ 1

2

= (ẽ1, ..., ẽNλ)i+ 1

2

and

P̃−1
i+ 1

2

are built with the following property

J̃i+ 1

2

= (P̃Λ̃P̃−1)i+ 1

2

, Λ̃i+ 1

2

=




λ̃1 0
. . .

0 λ̃Nλ




i+ 1

2

, (48)

where Λ̃i+ 1

2

is a diagonal matrix with approximate eigenvalues in the main diagonal. One result of
Roe’s linearization is that the resulting approximate Riemann solution consists of only discontinuities
and Û(x, t) is constructed as a sum of jumps or shocks. The solutions for Û(x, t) are governed by the

celerities in Λ̃i+ 1

2

and each one consists of Nλ regions connected by Nλ+1 waves, one of them steady,

with celerity S = x/t = 0.
According to the Godunov method, it is sufficient to provide the solution for Û(x, t) at the intercell

position x = 0 in order to derive the updating numerical fluxes in (38). In order to recover the value
of the approximate intermediate states U−

i and U+
i+1 at the left and right side of the (x, t) plane

solution respectively,

U−
i = lim

x→0−
Ûi(x, t > 0) , U+

i+1 = lim
x→0+

Ûi+1(x, t > 0) , (49)

system in (44) is transformed by using P̃−1 matrix as follows

P̃−1
i+ 1

2

(
∂Û

∂t
+ J̃i+ 1

2

∂Û

∂x

)
= P̃−1

i+ 1

2

S , (50)
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expressing (44) in terms of the characteristic variables V = P̃−1
i+ 1

2

Û, with V = (V 1, ..., V Nλ)T . This

transformation leads to a decoupled system [48] that generates the following linear RP

∂V

∂t
+ Λ̃i+ 1

2

∂V

∂x
= Bi+ 1

2

V(x, 0) =

{
Vi = P̃−1

i+ 1

2

Ui if x < 0

Vi+1 = P̃−1
i+ 1

2

Ui+1 if x > 0

(51)

with Bi+ 1

2

= P̃−1
i+ 1

2

S = (β1, ..., βNλ)T
i+ 1

2

, where each equation

∂V m

∂t
+ λ̃m

i+ 1

2

∂V m

∂x
= βm

i+ 1

2

, m = 1, ..., Nλ (52)

involves the variable V m and the source term βm
i+ 1

2

.

At this stage matrix Bi+1/2 does not require the bar symbol, as has not yet been integrated,
but has been locally generated by projecting the initial source term S on the approximate Jacobian
eigenvectors basis in Pi+1/2. Equation in (52) allows to generate a set of independent equations that
can be solved exactly for each characteristic variable V m. The solution for each V m characteristic
variable is given by the solution of the scalar case in (28) and consists of three regions. Figure 5

shows the solution for a characteristic variable V m with a wave of speed λ̃m
i+ 1

2

> 0. The solution can

be expressed as a piecewise constant function depending on x and t as

V m(x, t) =





V m
i if x < λ̃m

i+ 1

2

t

V m
i + (θδV )m

i+ 1

2

if λ̃m
i+ 1

2

t < x < 0

V m
i+1 if 0 < x

(53)

when λ̃m
i+ 1

2

< 0, and

V m(x, t) =





V m
i if x < 0

V m
i+1 − (θδV )m

i+ 1

2

if 0 < x < λ̃m
i+ 1

2

t

V m
i+1 if λ̃m

i+ 1

2

t < x

(54)

when λ̃m
i+ 1

2

> 0, where

θm
i+ 1

2

= 1−
(

β̄m

λ̃mαm

)

i+ 1

2

, (55)

with

Ai+ 1

2

= (α1, ..., αNλ)T
i+ 1

2

= δVi+ 1

2

= P̃−1
i+ 1

2

δUi+ 1

2

(56)

the set of wave strengths and

B̄i+ 1

2

= (β̄1, ..., β̄Nλ)T
i+ 1

2

= (P̃−1S̄)i+ 1

2

(57)

the set of source strengths. It is worth mentioning that αm wave strengths allow to express simple
linear relations for both conserved variables and flux vector differences as follow

13



δUi+ 1

2

=
∑

(αẽ)mi+ 1

2

, δFi+ 1

2

=
∑(

λ̃αẽ
)m
i+ 1

2

. (58)

The value of V m at the left and right side of the intercell position is given by

t

x

∆t

β̄m
i+ 1

2

xL xR

V m
i = V m,−

i V m,+
i+1

V m
i+1

λ̃m
i+ 1

2

Figure 5: Integration control volume defined by a time interval [0,∆t] and a space interval [−xL, xR]. The solution for

V m involves an inner constant state separated by a stationary contact wave at x = 0 and by a wave of speed λ̃m

i+
1

2

.

V m,−
i =

{
V m
i if λ̃m

i+ 1

2

> 0

V m
i + (θδV )m

i+ 1

2

if λ̃m
i+ 1

2

< 0

V m,+
i+1 =

{
V m
i+1 − (θδV )m

i+ 1

2

if λ̃m
i+ 1

2

> 0

V m
i+1 if λ̃m

i+ 1

2

< 0

(59)

and can be expressed as

V m,−
i = V m

i +
(

λ̃−

λ̃

)m
i+ 1

2

(θδV )m
i+ 1

2

,

V m,+
i+1 = V m

i+1 −
(

λ̃+

λ̃

)m
i+ 1

2

(θδV )m
i+ 1

2

,
(60)

or in matrix form

V−
i = Vi +

(
Λ̃−1Λ̃−ΘδV

)
i+ 1

2

,

V+
i+1 = Vi+1 −

(
Λ̃−1Λ̃+ΘδV

)
i+ 1

2

,
(61)

where Θ is a diagonal matrix with θ’s in the main diagonal

Θi+ 1

2

=




θ1 0
. . .

0 θNλ




i+ 1

2

. (62)

Now, the intermediate states U−
i and U+

i+1 can be directly obtained by using P̃ matrix. Vector

solutions U−
i = P̃V−

i and U+
i+1 = P̃V+

i+1 are recovered from (61) as follows
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U−
i = Ui + (P̃Λ̃−1Λ̃−ΘP̃−1)i+ 1

2

δUi+ 1

2

= Ui +
∑

λ̃m<0

(αθẽ)mi+ 1

2

,

U+
i+1 = Ui+1 − (P̃Λ̃−1Λ̃+ΘP̃−1)i+ 1

2

δUi+ 1

2

= Ui+1 −
∑

λ̃m>0

(αθẽ)mi+ 1

2

,
(63)

with the following property

U+
i+1 −U−

i = Ui+1 −Ui −
Nλ∑

m=1

(αθẽ)mi+ 1

2

= Ui+1 −Ui−
Nλ∑

m=1

α

(
ẽ− β̄

αλ̃
ẽ

)m

i+ 1

2

=

Nλ∑

m=1

(
β̄

λ̃
ẽ

)m

i+ 1

2

= (P̃Λ̃−1B̄)i+ 1

2

.

(64)

Relation in (63) provides the solution in the vicinity of x = 0. As mentioned above, traditionally,
when applying Godunov’s method on system it is only necessary to compute the value of the solution
state along x/t = 0. But when focusing on the impact of the source terms in the updating step, it is
mandatory to define the full wave structure of the solution. Next, relation in (64) is recovered based
on the wave separation.

The definition of Nλ celerities in Λ̃i+ 1

2

plus the existence of a stationary contact wave, with celerity
S = 0 at x = 0, gives as a result an approximate solution that involves the two initial conditions and
Nλ inner states. Figure 6 illustrates the linear approximate solution. The inner constant states on
the left side of the (x, t) plane state will be named U

m,−
i , where 1 ≤ m ≤ I, with U

I,−
i = U−

i and
U

0,−
i = Ui. On the right side of the (x, t) plane solution, inner constant states are labeled as Um,+

i+1 ,

where I + 1 ≤ m ≤ Nλ, with U
I+1,+
i = U+

i+1 and U
Nλ+1,+
i+1 = Ui+1.

t

x

S = 0

Ui

U
m,−
i UI

i UI+1
i+1 U

m,+
i+1

Ui+1

λ̃1
i+ 1

2

λ̃m
i+ 1

2

λ̃m+1
i+ 1

2

λ̃I
i+ 1

2

λ̃I+1
i+ 1

2

λ̃m−1
i+ 1

2

λ̃m
i+ 1

2

λ̃Nλ

i+ 1

2

Figure 6: Approximate solution Û(x, t). The solution consist of Nλ inner constant states separated by a stationary
contact wave, with celerity S = 0 at x = 0.
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The derivation of the general solution Û(x, t) for a linear system is based on the expansion of the
solution as a linear combination of the vectors that compose the Jacobian’s eigenvectors basis [48],

using the relation U = P̃V, as follows

Û(x, t) =

Nλ∑

m1=1

V m1(x, t) ẽm1

i+ 1

2

, (65)

where the scalar values V m1(x, t) are the solution of the characteristic variables at the sought point
and represent the strength of each wave. Recall that the solution for a certain V m1 in RP (51) is
computed as a scalar RP only involving V m1 .

If focusing on a constant state on the left hand side of the t-axis, Um,−, defined between charac-
teristic lines λ̃mt and λ̃m+1t, the solution is given by the combination of the characteristic solutions
in the spatial domain [λ̃mt, λ̃m+1t]. Following expansion in (65), Um,− is given by

U
m,−
i =

∑

λ̃m1≤λ̃m

V m1(x, t)ẽm1

i+ 1

2

+
∑

λ̃m1≥λ̃m+1

V m1(x, t)ẽm1

i+ 1

2

. (66)

The solutions for the characteristic variables are given by (53) and (54). The first term of the right
hand side of equation (66) is then equal to

∑

λ̃m1≤λ̃m

V m1(x, t)ẽm1

i+ 1

2

=
m∑

m1=1

(
V m1

i + (θδV )m1

i+ 1

2

)
ẽm1

i+ 1

2

(67)

and the second term becomes

∑

λ̃m1≥λ̃m+1

V m1(x, t)ẽm1

i+ 1

2

=
I∑

m1=m+1

V m1

i ẽm1

i+ 1

2

+

Nλ∑

m1=I+1

V m1

i ẽm1

i+ 1

2

. (68)

Primitive vector solution in (66) can be expressed as

U
m,−
i =

Nλ∑

m1=1

V m1

i ẽm1

i+ 1

2

+
m∑

m1=1

(θδV ẽ)m1

i+ 1

2

(69)

and considering that Ui =
∑Nλ

m1=1 V
m1

i ẽm1

i+ 1

2

and δV m1

i+ 1

2

= αm1

i+ 1

2

, equation (69) can be rewritten as

U
m,−
i = Ui +

m∑

m1=1

(θαẽ)m1

i+ 1

2

. (70)

By separating the λ̃m-wave contribution from the summation,

U
m,−
i = Ui +

m−1∑

m1=1

(θαẽ)m1

i+ 1

2

+ (θαẽ)m
i+ 1

2

, (71)

it is noticed that Um,−
i in (70) can be expressed in terms of its left adjacent state, Um−1,−

i , leading to
the following jump between vector solutions

U
m,−
i −U

m−1,−
i = (αθẽ)mi+ 1

2

, (72)
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for 1 ≤ m ≤ I. Remark that equation (71) can only provide solutions in the spatial domain [λ̃1t, 0].
When seeking the primitive vector solution for a state defined on the right hand side of the t-axis,

U
m,+
i+1 , it has to be defined between characteristic lines λ̃m−1t and λ̃mt. Following expansion in (65),

the combination of the characteristic solutions in the spatial domain [λ̃m−1t, λ̃mt] provides

U
m,+
i+1 =

∑

λ̃m1≤λ̃m−1

V m1(x, t)ẽm1

i+ 1

2

+
∑

λ̃m1≥λ̃m

V m1(x, t)ẽm1

i+ 1

2

(73)

and using characteristic solutions in (53) and (54), the first term of the primitive vector solution
becomes

∑

λ̃m1≤λ̃m−1

V m1(x, t)ẽm1

i+ 1

2

=
I∑

m1=1

V m1

i+1 ẽ
m1

i+ 1

2

+
m−1∑

m1=I+1

V m1

i+1 ẽ
m1

i+ 1

2

(74)

and the second one

∑

λ̃m1≥λ̃m

V m1(x, t)ẽm1

i+ 1

2

=

Nλ∑

m1=m

(
V m1

i+1 − (θδV )m1

i+ 1

2

)
ẽm1

i+ 1

2

, (75)

allowing to express Um,+
i+1 as follows

U
m,+
i+1 =

Nλ∑

m1=1

V m1

i+1 ẽ
m1

i+ 1

2

−
Nλ∑

m1=m

(θδV ẽ)m1

i+ 1

2

. (76)

As done for (69), considering that Ui+1 =
∑Nλ

m1=1 V
m1

i+1 ẽ
m1

i+ 1

2

, equation (76) can be rewritten as

U
m,+
i+1 = Ui+1 −

Nλ∑

m1=m

(θαẽ)m1

i+ 1

2

(77)

and by separating the λ̃m-wave contribution from the summation as

U
m,+
i+1 = Ui+1 −

Nλ∑

m1=m+1

(θαẽ)m1

i+ 1

2

− (θαẽ)m
i+ 1

2

, (78)

it can be expressed in terms of its right adjacent state, Um+1,+
i+1 , as follows

U
m+1,+
i+1 −U

m,+
i+1 = (θαẽ)m

i+ 1

2

, (79)

leading to a jump between vector solutions. Now, equation (79) provides exclusively solutions in the

spatial domain [0, λ̃Nλt].
In the vicinity of x = 0, left and right states denoted by U−

i and U+
i+1 are defined inside spatial

domains [λ̃It, 0] and [0, λ̃I+1t] respectively. Expression in (63) can be derived from the previous results,
setting m = I in (70) and m = I + 1 in (77) for the left and right states respectively, leading to
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U−
i = Ui +

I∑

m=1

(θαẽ)m
i+ 1

2

,

U+
i+1 = Ui+1 −

Nλ∑

m=I+1

(θαẽ)m
i+ 1

2

,

(80)

recovering solutions in (63).

3.3. Approximate numerical flux

Being the solution defined as a sum of jumps or shocks between the different intermediate states,
the solution for the approximate flux function F̂(x, t) involves the two initial unaltered fluxes, Fi

and Fi+1, and Nλ inner states. The structure follows the pattern illustrated in Figure 6, and now,
each intermediate constant state involves an intermediate constant flux function. Approximate flux
function F̂(x, t) provides the intercell fluxes at the left and right side of the initial discontinuity at
x = 0, labeled as F−

i and F+
i+1 respectively in a general RP, with

F−
i = lim

x→0−
F̂(x, t > 0) , F+

i+1 = lim
x→0+

F̂(x, t > 0) . (81)

As pointed out by [48], the definition of linear system in (44) would suggest that intercell fluxes in a

general RP are given by F−
i = J̃i+ 1

2

U−
i and F+

i+1 = J̃i+ 1

2

U+
i+1, which is incorrect.

The relation between the intercell approximate fluxes F−
i and F+

i+1, in a general RP, can be
analyzed using the RH (Rankine-Hugoniot) relation at x = 0, that includes a steady contact wave
[41, 52] between approximate solutions U−

i and U+
i+1

F+
i+1 − F−

i − S̄i+ 1

2

= S(U+
i+1 −U−

i ) = 0 . (82)

Interestingly, as in the scalar case, we can assume the following relation among fluxes and conserved
variables in the inner regions

F+
i+1 − F−

i = J̃i+ 1

2

(U+
i+1 −U−

i ) , (83)

where the approximate Jacobian can be substituted by P̃Λ̃−1P̃−1 according to (48), which allows to
express (U+

i+1 −U−
i ) as follows

U+
i+1 −U−

i = (P̃Λ̃−1P̃−1S̄)i+ 1

2

= (P̃Λ̃−1B̄)i+ 1

2

, (84)

recovering (64), and confirming condition (83).
In order to provide a complete description of the approximate flux function F̂(x, t), the inner

constant fluxes on the left side of the (x, t) plane will be named F
m,−
i , where 1 ≤ m ≤ I. On the right

side of the (x, t) plane solution, inner constant states are labeled as Fm,+
i+1 , where I + 1 ≤ m ≤ Nλ.

Following the linear case, the approximate solution for the fluxes can be constructed defining
appropriate RH condition across each moving wave, that will be given by

F
m,−
i − F

m−1,−
i = λ̃m(Um

i −Um−1
i ) =

(
λ̃αθẽ

)m
i+ 1

2

, (85)

for 1 ≤ m ≤ I, where F
I,−
i = F−

i , F
0,−
i = Fi, and
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F
m,+
i+1 − F

m+1,+
i+1 = λ̃m(Um

i+1 −Um+1
i+1 ) = −

(
λ̃αθẽ

)m
i+ 1

2

, (86)

for I + 1 ≤ m ≤ Nλ, with F
I+1,+
i+1 = F+

i+1 and F
Nλ+1,+
i+1 = Fi+1.

The telescopic properties of the linear solutions for the approximate flux function provide the
definition of fluxes at x = 0, F−

i and F+
i+1,

F−
i = Fi + (P̃Λ̃−ΘP̃−1)i+ 1

2

δUi+ 1

2

= Fi +
I∑

m=1

(
λ̃−αθẽ

)m
i+ 1

2

,

F+
i+1 = Fi+1 − (P̃Λ̃+ΘP̃−1)i+ 1

2

δUi+ 1

2

= Fi+1 −
Nλ∑

m=I+1

(
λ̃+αθẽ

)m
i+ 1

2

,

(87)

with

F+
i+1 − F−

i =

Nλ∑

m=1

(
β̄ẽ
)m
i+ 1

2

= S̄i+ 1

2

, (88)

recovering the RH condition in (82).
At this point, the corresponding intercell flux for the approximate first order Godunov method in

(38) is given by

F−
i+ 1

2

= F−
i , F+

i− 1

2

= F+
i , (89)

resulting in

Un+1
i = Un

i − (F−
i − F+

i )
∆t

∆x
. (90)

It is worth mentioning that it is not longer possible to define a general intercell flux function
independent of the side of the solution considered, due to the presence of source terms, as in the
homogeneous case.

3.4. Fluctuation form

Numerical schemes for nonconservative systems can be written in the following fluctuation form
[30, 23]

Un+1
i = Un

i − (δM−
i+ 1

2

+ δM+
i− 1

2

)
∆t

∆x
, (91)

where if functions δM±
i+ 1

2

satisfy

δM±
i∓ 1

2

= 0 (92)

in steady cases, convergence to a solution with mesh refinement is guaranteed. Depending on the
approximations made to evaluate source term integral S̄i+ 1

2

, the solution may not converge to the
exact solution. In cases where the numerical solution converges to the exact solution, the numerical
scheme is exactly balanced.
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The equivalent fluctuation form of numerical scheme in (38) can be straightforward derived by
simply using the intercell flux definitions (87) in (90), as

Un+1
i = Un

i −
([

Fi +
∑

m

(
λ̃−αθẽ

)m
i+ 1

2

]
−
[
Fi −

∑

m

(
λ̃+αθẽ

)m
i− 1

2

])
∆t

∆x
, (93)

leading to

δM−
i+ 1

2

=
∑

m

(
λ̃−αθẽ

)m
i+ 1

2

, δM+
i− 1

2

=
∑

m

(
λ̃+αθẽ

)m
i− 1

2

. (94)

The fluctuation form can also be derived by assuming that the linearized solution Û satisfies the
following constant coefficient linear problem [32]

∂Û

∂t
+ Li+1/2

∂Û

∂x
= 0 . (95)

Integration over the same control volume in (45) leads to the following constraint

δMi+ 1

2

= Li+1/2δUi+ 1

2

= δFi+ 1

2

− S̄i+ 1

2

, (96)

providing the following value for Li+1/2 matrix [32]

Li+ 1

2

= (P̃Λ̃ΘP̃−1)i+ 1

2

. (97)

Now, difference δMi+ 1

2

can be splitted in two terms

δM−
i+ 1

2

+ δM+
i+ 1

2

= L−
i+1/2δUi+ 1

2

+ L+
i+1/2δUi+ 1

2

, (98)

allowing to express the numerical scheme (38) in fluctuation form, following the quasi-steady wave-
propagation algorithm of LeVeque [1]

Un+1
i = Un

i − (L−
i+1/2δUi+ 1

2

+ L+
i−1/2δUi− 1

2

)
∆t

∆x
, (99)

with L±
i+1/2 = (P̃Λ̃±ΘP̃−1)i+1/2 equivalent to (91).

3.5. Cell averaging and stability.

When using the intercell flux form in (38) or the fluctuation form in (99) when defining the up-
dating numerical scheme, the information regarding the evaluation of the inner states defined by the
approximate solver behind the numerical scheme remains hidden. It is well known that in the ho-
mogeneous case linearized solvers may fail, generating unphysical values of the conserved variables,
as negative values of density for the Euler equations or negative values of water depth for the SWE.
In those cases, positively conservative methods can be ensured by the generation of entropy fix al-
gorithms, as the Harten-Hyman entropy fix [53, 48]. The Harten-Hyman entropy fix is based on the
reconstruction of the approximate solution and results in an adequate modification of the constant
coefficients used to define the intercell flux function. When moving to non-strictly hyperbolic system
of equations with source terms, conservative methods require to generate extra fix procedures that
can be used not only to ensure positively conservative methods, but also friction fix techniques able to
ensure an accurate viscous dissipation rate. In order to clearly explore how all the inner states defined
by the approximate solver are involved in the solution, the numerical scheme in fluctuation form (99)
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is directly defined here by cell-averaging the approximate solutions involved in the updating step.
This procedure is of great importance when formulating appropriate source term fixes in a specific
system of equations.

Numerical scheme in (91) can be constructed following Godunov’s method, by cell-averaging the
piecewise constant solutions of the adjacent RP solutions evolved for a time equal to the time step.
The integral volume [0,∆x]× [0,∆t] in cell i is illustrated in Figure 7. Focusing on the updating rule
for cell i, three different regions define the integral cell volume

Un
i−1 Un

i Un
i+1

λ̃1
i− 1

2

λ̃I
i− 1

2

λ̃I+1
i− 1

2

λ̃Nλ

i− 1

2

λ̃1
i+ 1

2

λ̃I
i+ 1

2

λ̃I+1
i+ 1

2

λ̃Nλ

i+ 1

2

x = 0 x = ∆x

x

t t

Figure 7: Cell average control volume for cell i.

Un+1
i ∆x = V1 + V2 + V3 , (100)

where V1 is the average of the approximate solution of the i− 1
2
RP in cell i, given by

V1 = U
I+1,+
i λ̃I+1

i− 1

2

∆t+

Nλ∑

m=I+2

Um+
i (λ̃m − λ̃m−1)i− 1

2

∆t , (101)

V3 is the average of the approximate solution of the i+ 1
2
RP developed in cell i, with

V3 =
I−1∑

m=1

Um−
i (λ̃m+1 − λ̃m)i+ 1

2

∆t−U
I,−
i λ̃I

i+ 1

2

∆t (102)

and V2 is the unaltered initial region not affected by the surrounding RPs, defined by

V2 = Un
i (∆x− λ̃Nλ

i− 1

2

∆t+ λ̃1
i+ 1

2

∆t) . (103)

The cell average of the different regions can be reformulated as follows

Un+1
i ∆x = Vi− 1

2

+ Vi+ 1

2

+Un
i ∆x , (104)

with Vi− 1

2

and Vi+ 1

2

involving all celerities in the i− 1
2
and i+ 1

2
RPs respectively. Average quantity

Vi− 1

2

Vi− 1

2

=

[
U

I+1,+
i λ̃I+1 +

Nλ∑

m=I+2

U
m,+
i (λ̃m − λ̃m−1)−Un

i λ̃
Nλ

]

i− 1

2

∆t (105)

can be expressed as
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Vi− 1

2

=

[
Nλ∑

m=I+1

U
m,+
i λ̃m −

Nλ+1∑

m=I+2

U
m,+
i λ̃m−1

]

i− 1

2

∆t . (106)

By translating index m in the second term, as

Vi− 1

2

=

[
Nλ∑

m=I+1

U
m,+
i λ̃m −

Nλ∑

m=I+1

U
m+1,+
i λ̃m

]

i− 1

2

∆t , (107)

all terms can be brought together and if using (79)

Vi− 1

2

= −
[

Nλ∑

m=I+1

(Um+1,+
i −U

m,+
i )λ̃m

]

i− 1

2

∆t = −
Nλ∑

m=I+1

(
λ̃+αθẽ

)m
i− 1

2

∆t (108)

expressed in fluctuation form. The procedure is similar for average quantity Vi+ 1

2

Vi+ 1

2

=

[
Un

i λ̃
1 +

I−1∑

m=1

U
m,−
i (λ̃m+1 − λ̃m)−U

I,−
i λ̃I

]

i+ 1

2

∆t , (109)

that can also be expressed as follows

Vi+ 1

2

=

[
I−1∑

m=0

U
m,−
i λ̃m+1 −

I∑

m=1

U
m,−
i λ̃m

]

i+ 1

2

∆t . (110)

By translating index m in the first term, as

Vi+ 1

2

=

[
I∑

m=1

U
m−1,−
i λ̃m −

I∑

m=1

U
m,−
i λ̃m

]

i+ 1

2

∆t , (111)

all terms can be unified and by using definition in (72)

Vi+ 1

2

= −
[

I∑

m=1

(Um,−
i −U

m−1,−
i )λ̃m

]

i+ 1

2

∆t = −
I∑

m=1

(
λ̃−αθẽ

)m
i+ 1

2

∆t (112)

expressed in fluctuation form. Cell integral average value ∆xUn+1
i is given by

∆xUn+1
i = ∆xUn

i −
[

Nλ∑

m=I+1

(
λ̃+αθẽ

)m
i− 1

2

+
I∑

m=1

(
λ̃−αθẽ

)m
i+ 1

2

]
∆t , (113)

recovering the fluctuation form, equivalent to the intercell flux formulation.
Derivation of expression in (113) makes clear that although approximate flux function at x = 0

is the key-stone of the Godunov method, the whole solution participates in the updating step. In
Figure 7 the time step is small enough so that there is no interaction of waves from neighboring
Riemann problems. This would be necessary if we wanted to construct the solution at Un+1

i in order
to explicitly calculate the cell average. According to [2], in order to use the flux formula it is only
necessary that the edge values Û(x, t) remain constant in time over the entire time step, which allows
a time step roughly twice as large and the time step is limited by
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∆t ≤ min
[
∆tλ̃

i+ 1

2

]
, ∆tλ̃

i+ 1

2

=
∆x

maxm=1,Nλ
|λ̃m|i+ 1

2

. (114)

But this choice of the time step may not be sufficient. If we are demanding, for instance, positivity
over a particular conserved variable, only if positivity of all inner states is ensured, integral of the
conserved variable in the cell in (113) will remain positive. Source term integration is a difficult task
that in some cases may lead to the definition of unphysical values in the inner states. When trying to
preserve the conservative character of the numerical scheme, it may be necessary to reduce the time
step to ensure a positive cell average solution. On the other hand, the knowledge of the inner solution
allows to redefine unrealistic predictions allowing to recover the time step selected by (114). Further
discussion about the positivity for discretization of the shallow water equations is provided in Section
7.1.

4. The shallow water equations

In this section the x-split two-dimensional shallow water equations are analyzed using the Aug-
mented Roe approach detailed in the previous section. This analysis can be straightforward translated
to two-dimensions without loss of generality, avoiding redefinition of the numerical fluxes depending
on the mesh characteristics. In a Cartesian coordinate system, the Reynolds transport for mass and
momentum conservation leads to a mathematical model where components in (35) are given by

U =




h
hu
hv


 , F =




hu
hu2 + 1

2
gh2

huv


 , (115)

where h represents the water depth, (u, v) are the depth averaged components of the velocity vector
u along the (x, y) coordinates respectively and g is the acceleration of gravity. The source term of
the system is split in two kind of terms, S = Sz + Sτ , where

Sz =




0
pbx
ρw

0


 , Sτ =




0
− τbx

ρw

0


 . (116)

The terms pbx and τbx are the pressure along the bottom and the shear stress in the x direction
respectively, with ρw the density of water. The above formulation is written in terms of the unit
discharge and not valid for arbitrary cross sections.

4.1. Approximate solutions for the shallow water equations

The approximate Jacobian J̃ for the homogeneous part,

J̃ =




0 1 0
c̃2 − ũ2 2ũ 0
−ũṽ ṽ ũ


 , (117)

is constructed with the following Roe averaged variables [11]

ũi+ 1

2

=
ui

√
hi+ui+1

√
hi+1

√
hi+

√
hi+1

, ṽi+ 1

2

=
vi
√
hi+vi+1

√
hi+1

√
hi+

√
hi+1

,

c̃i+ 1

2

=
√
gh̄i+1/2 ,

(118)
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with h̄i+1/2 = (hi + hi+1) /2, leading to the following set of approximate eigenvalues

λ̃1
i+ 1

2

= (ũ− c̃)i+ 1

2

, λ̃2
i+ 1

2

= ũi+ 1

2

, λ̃3
i+ 1

2

= (ũ+ c̃)i+ 1

2

, (119)

and eigenvectors

ẽ1
i+ 1

2

=




1

λ̃1

ṽ




i+ 1

2

, ẽ2
i+ 1

2

=




0
0
c̃




i+ 1

2

, ẽ3
i+ 1

2

=




1

λ̃3

ṽ




i+ 1

2

. (120)

The wave strengths are given by

α1
i+ 1

2

=
(

δh
2
+ ũδh−δ(hu)

2c̃

)
i+ 1

2

, α2
i+ 1

2

=
(

δ(hv)−ṽδh
c̃

)
i+ 1

2

,

α3
i+ 1

2

=
(

δh
2
− ũδh−δ(hu)

2c̃

)
i+ 1

2

(121)

and source strengths are given by

β̄1
i+ 1

2

=

(
− S̄2

2c̃

)

i+ 1

2

, β̄2
i+ 1

2

= 0 , β̄3
i+ 1

2

=

(
S̄2

2c̃

)

i+ 1

2

, (122)

with (S̄2) = S̄z + S̄τ , the second component of the source term vector, yet to be defined.

Depending on the flow regime, given by the average Froude number, F̃ r = ũ/c̃, four approximate
solutions appear. They are revisited next focusing on the solutions of water depth h and unit discharge
hu. Considering that unit discharge hv acts as a passive scalar, that is, it does not participate directly
in the hydrodynamics of the approximate solution for h or hu, it is possible to ignore the jump in hv,
simplifying the analysis.

4.1.1. Subcritical RP with ũ > 0.

In the case that 0 < F̃r < 1, the weak solution, illustrated in Figure 8, is given by

U
1,−
i = Ui + (θαẽ)1i+ 1

2

,

U
3,+
i+1 = Ui+1 − (θαẽ)3i+ 1

2

, U
2,+
i+1 = U

3,+
i+1 − (θαẽ)2i+ 1

2

.

(123)

In this case, the solution for the water depth varies along x = 0 as follows

h1,−
i = h⋆

i+ 1

2

−
(
β̄

λ̃

)1

i+ 1

2

, h3,+
i+1 = h2,+

i+1 = h⋆
i+ 1

2

+

(
β̄

λ̃

)3

i+ 1

2

, (124)

with h⋆ the approximate solution for the homogeneous case without source terms, that can be ex-
pressed as

h⋆
i+ 1

2

= hi + α1
i+ 1

2

= hi+1 − α3
i+ 1

2

(125)

if using definition in (56). Contrary to the case with source terms, the intermediate solution h⋆
i+1/2

is continuous in the region of solutions given by λ̃1t < x < λ̃3t (gray region in Figure 8). Unit water
discharge in x is constant in the region of solutions,
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(hu)1,−i = (hu)2,+i+1 = (hu)3,+i+1 = (hu)↓
i+ 1

2

, (126)

that written in terms of the solution for the homogeneous case, (hu)⋆, leads to

(hu)↓
i+ 1

2

= (hu)⋆
i+ 1

2

+ β̄3
i+ 1

2

= (hu)⋆
i+ 1

2

− β̄1
i+ 1

2

, (127)

also continuous in the region of solutions, and given by

(hu)⋆
i+ 1

2

= (hu)i+1 − (αλ̃)3
i+ 1

2

= (hu)i + (αλ̃)1
i+ 1

2

. (128)

That is, the inner solutions in (123) conserve the same value of hu at x = 0 from left to right,
and from right to left, but this symmetry disappears for h. The constant value of hu at x = 0 is a
consequence of the conservation properties of the flux between cells, hence ensuring mass conservation
in the final updating scheme.
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Figure 8: Values of the solution Û(x, t) in each wedge of the (x, t) plane for the subcritical case, ũ > 0.

4.1.2. Subcritical RP with ũ < 0

When −1 < F̃r < 0, the weak solution, illustrated in Figure 9, is given by

U
1,−
i = Ui + (θαẽ)1i+ 1

2

, U
2,−
i = U

1,−
i + (θαẽ)2i+ 1

2

,

U
3,+
i+1 = Ui+1 − (θαẽ)3i+ 1

2

(129)

and the solution for the water depth varies along x = 0 as follows

h1,−
i = h2,−

i = h⋆
i+ 1

2

−
(
β̄

λ̃

)1

i+ 1

2

, h3,+
i+1 = h⋆

i+ 1

2

+

(
β̄

λ̃

)3

i+ 1

2

, (130)

with h⋆ defined as in (125). The solution for the unit water discharge in x is

(hu)1,−i = (hu)2,−i = (hu)3,+i+1 = (hu)↓
i+ 1

2

, (131)
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with (hu)↓ as in (127), and constant in the region of solutions given by λ̃1t < x < λ̃3t (gray region in
Figure 9).
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Û(x, t)

x=0

x

λ̃1 λ̃3λ̃2

Figure 9: Values of the solution Û(x, t) in each wedge of the (x, t) plane for the subcritical case, ũ < 0.
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Figure 10: Values of the solution Û(x, t) in each wedge of the (x, t) plane for the supercritical case, ũ > 0.

4.1.3. Supercritical RP with ũ > 0

Figure 10 illustrates the approximate solution when F̃ r > 1. On the left side of the RP, it is

U−
i = Ui (132)

and on the right side

U
3,+
i+1 = Ui+1 − (θαẽ)3i+ 1

2

, U
2,+
i+1 = U

3,+
i+1 − (θαẽ)2i+ 1

2

,

U
1,+
i+1 = U

2,+
i+1 − (θαẽ)1i+ 1

2

,
(133)
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Water depth varies along x generating the following states

h−
i = hi , h3,+

i+1 = h2,+
i+1 6= h1,+

i+1 , (134)

with

h1,+
i+1 = hi − 2

(
c̃β̄3

λ̃1λ̃3

)

i+ 1

2

, h3,+
i+1 = h⋆

i+ 1

2

+

(
β̄

λ̃

)3

i+ 1

2

, (135)

with h⋆ as in (125). Unit water discharge in x is characterized by

(hu)−i = (hu)1,+i+1 = (hu)↓
i+ 1

2

, (hu)3,+i+1 = (hu)2,+i+1 , (136)

The solution for unit discharge is continuous in the region λ̃1t < x < λ̃3t and (hu)↓ is constant in

x < λ̃1t (gray region in Figure 10).

4.1.4. Supercritical RP with ũ < 0

When F̃ r < −1 the solution Û(x, t) provides

U
1,−
i = Ui + (θαẽ)1i+ 1

2

, U
2,−
i = U

1,−
i + (θαẽ)2i+ 1

2

,

U
3,−
i = U

2,−
i + (θαẽ)3i+ 1

2

,

U+
i+1 = Ui+1 .

(137)

Water depth varies along x generating the following states

h1,−
i = h2,−

i 6= h3,−
i , h+

i+1 = hi+1 , (138)

where

h1,−
i = h⋆

i+ 1

2

−
(
β̄

λ̃

)1

i+ 1

2

, h3,−
i = hi+1 − 2

(
c̃β̄1

λ̃1λ̃3

)

i+ 1

2

, (139)

with h⋆ as in (125). Unit water discharge (hu) is characterized by

(hu)1,−i = (hu)2,−i , (hu)3,−i = (hu)+i+1 = (hu)↓
i+ 1

2

, (140)

where now

(hu)1,−i = (hu)⋆
i+ 1

2

− β̄1
i+ 1

2

, (hu)↓
i+ 1

2

= (hu)i+1 , (141)

with (hu)⋆ as in (128). Unit discharge is again continuous in the solution region λ̃1t < x < λ̃3t and

(hu)↓ is constant in x > λ̃3t (gray region in Figure 11).
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Figure 11: Values of the solution Û(x, t) in each wedge of the (x, t) plane for the supercritical case, ũ < 0.

4.2. Transcritical RPs

One result of Roe’s linearization is that the resulting approximate Riemann solution consists of
only discontinuities and is constructed as a sum of jumps or shocks, leading to a good approximation
for contact and shock waves. In rarefaction waves, a continuous change in flow variables appears, and
approximations based on shocks may lead to inaccurate results, especially in cases of transcritical flow
where the flow passes from subcritical to supercritical conditions.

To improve the accuracy of the numerical predictions for the SWE, the Harten-Hyman entropy fix
in [53, 48] is applied. The entropy fix ensures accurate results in transcritical dam break problems as
well as in steady solutions, allowing to reproduce exactly the sonic point in presence of source terms
[20]. The numerical method is modified accordingly while retaining its conservative character.

4.2.1. Left transcritical rarefaction

The left transcritical rarefaction is characterized by λ1
i < 0 < λ1

i+1, with λi = λ(Ui) and λi+1 =
λ(Ui+1). In this case, the initial solution provided by the Roe approach and driven by the average value

λ̃1 produces inaccurate results. The solution proposed in [53, 48] for the homogeneous case without
source terms is based on the definition of a virtual intermediate state defined between celerities λ1

i

and λ1
i+1. In the case without source term, the numerical flux has a single value in the star region,

hence the full description of the overall approximate solution can be bypassed by defining a new wave
speed, λ̌1

i+1/2, leading to a simple and effective modification of the general flux formulation. This new
celerity is given by

λ̌1
i+ 1

2

= λ1
i

(λ1
i+1 − λ̃1

i+ 1

2

)

(λ1
i+1 − λ1

i )
, (142)

with λ̌1 < 0 by definition.
The approximate solution proposed is based on the preservation of the conservative character of

the numerical scheme, involving the flux jump associated λ̃1
i+1/2. Following Roe approximation two

new jumps are involved in the solution. Flux splitting in (98) is redefined considering the new wave
and source wave strengths as follows

28



t

x

∆t

S̄

Ui

Ui
Ǔ
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Û(x, t)

x=0

x

λ̌1 λ̆1 λ̃3λ̃2

Figure 12: Approximate solution in a left transcritical rarefaction.

δMi+ 1

2

= ((λ̌α− β̌)ẽ)1
i+ 1

2

+ ((λ̆α− β̆)ẽ)1
i+ 1

2

+
3∑

m=2

(
λ̃αθẽ

)m
i+ 1

2

, (143)

with

β̌1 + β̆1 = β̄1, λ̌1 + λ̆1 = λ̃1 , (144)

to preserve flux difference or conservation across discontinuities in (46). Novel wave λ̆1 is expressed
as

λ̆1
i+ 1

2

= λ1
i+1

(λ̃1 − λ1
i )

(λ1
i+1 − λ1

i )
, (145)

where λ̆1 > 0 by definition.
The new approximate solution is illustrated in Figure 12 and involves the novel left state Ǔ

1,−
i

and the novel right state Ŭ
1,+
i+1. Using flux splitting in (143), the new jump across negative celerity λ̌

leads to the following RH condition

F̌
1,−
i − Fi = (λ̌θ̌αẽ)1

i+ 1

2

= λ̌1
i+ 1

2

(
Ǔ

1,−
i −Ui

)
, (146)

with dimensionless parameter θ̌1 = 1 −
(
β̌/λ̌α

)1
. On the right side of the solution plane, new jump

across positive celerity λ̆ leads to the following RH condition

F̆
1,+
i+1 − F

2,+
i+1 = λ̆1

i+ 1

2

(
Ŭ

1,+
i+1 −U

2,+
i+1

)
, (147)

with θ̆1 = 1− (β̆/λ̆α)1.
Definition of fluxes at x = 0, F−

i and F+
i+1 in the intercell flux form of the updating scheme in (38)

are modified as follows
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F−
i = Fi +

(
λ̌θ̌αẽ

)1
i+ 1

2

,

F+
i+1 = Fi+1 −

(
λ̆αθ̆ẽ

)1
i+ 1

2

−
3∑

m=2

(
λ̃αθẽ

)m
i+ 1

2

(148)

and the fluctuation form of the numerical scheme in (94) has to be extended to consider the new wave

δM−
i+ 1

2

=
(
λ̌1θ̌αẽ

)1
i+ 1

2

, δM+
i+ 1

2

=
(
λ̆1αθ̆ẽ

)1
i+ 1

2

+
3∑

m=2

(
λ̃αθẽ

)m
i+ 1

2

, (149)

preserving the conservative character of the numerical scheme.

While inner states U3,+
i+1 and U

2,+
i+1 are defined as in (133), by projecting the solution in the basis

of eigenvectors of the approximate Jacobian, novel states Ǔ
1,−
i and Ŭ

1,+
i+1 can not be defined using

the same strategy, as the novel wave celerities λ̌1 and λ̆1 are not eigenvalues of J̃. From the first
component of (146) the variation in the discharge (hu) on the left side and the variation of water
depth are related by

ˇ(hu)
1,−
i − (hu)i = λ̌1

i+ 1

2

(
ȟ1,−
i − hi

)
, (150)

leading to

ˇ(hu)
1,−
i = (hu)i +

(
αλ̌
)1
i+ 1

2

− β̌1
i+ 1

2

(151)

and

ȟ1,−
i = h⋆

i+ 1

2

−
(
β̌

λ̌

)1

i+ 1

2

. (152)

On the right side, the values of (hu) and h in the novel state are defined departing from (147) with

˘(hu)
1,+

i+1 = (hu)2,+i+1 − (αλ̆)1
i+ 1

2

+ β̆1
i+ 1

2

(153)

and

h̆1,+
i+1 = hi +

(
β̄

λ̃

)3

i+ 1

2

+

(
β̆

λ̆

)1

i+ 1

2

. (154)

The definition of novel inner states ensures the exact conservation property of mass,

ˇ(hu)
1,−
i = ˘(hu)

1,+

i+1 . (155)

Right unit mass discharge in (153) can be redefined as follows

˘(hu)
1,+

i+1 = (hu)i +
(
αλ̌
)1
i+ 1

2

+ β̆1
i+ 1

2

+ β̄3
i+ 1

2

(156)

and if compared with (151) the following relation appears

−β̌1
i+ 1

2

= β̆1
i+ 1

2

+ β̄3
i+ 1

2

, (157)
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satisfying condition in (144).
In any case the values of β̌1 and β̆1 are not yet defined. The resulting condition derived from (155)

would suggest that any possible relation between β̌1 and β̆1 would be plausible, but this hypothesis
is wrong.

Entropy correction must ensure convergence to the exact solution in presence of sonic points.
When convergence to a sonic point is reproduced, conditions of the associate RP evolve to λi < 0 and
λi+1 = ǫ. When steady state is achieved, ǫ → 0 to ensure Fri < 1 and Fri+1 = 1. In this particular
case, the novel waves given by the entropy correction are

λ̌1(ǫ → 0) = λ̃1 λ̆1(ǫ → 0) = 0 . (158)

In the limit ǫ = 0, if setting β̆1 6= 0, the inner state Ŭ
1,+
i+1 is linked not to a region, but to the

solution ray x/t = 0. In that case, this approximate state can not participate either on the left or
on the right side of the solution. Consequently, if an exact splitting of the source term can not be
provided, inaccurate solutions appear and convergence to the exact solution can not be guaranteed.
Therefore, only if setting

β̌1
i+ 1

2

= β̄1
i+ 1

2

, β̆1
i+ 1

2

= 0 , (159)

convergence to the exact sonic point or its preservation is ensured, as the balance of fluxes and source
terms is exactly reproduced.

4.2.2. Right transcritical rarefaction

t

x

∆t

S̄

Ui

Ui
U

1,−
i
U

2,−
i

Ǔ
3,−
i

Ŭ
3,+
i+1 Ui+1

Ui+1

Û(x, t)

x=0

x

λ̃1 λ̆3λ̌3λ̃2

Figure 13: Approximate solution in a right transcritical rarefaction.

For a right transcritical rarefaction, with λ3
i < 0 < λ3

i+1, the entropy fix procedure is entirely

analogous to the left rarefaction case. The single jump in λ̃3 is split into two smaller jumps λ̌3 and
λ̆3. Flux splitting in (98) is redefined as follows

δMi+ 1

2

=
2∑

m=1

(
λ̃αθẽ

)m
i+ 1

2

+ ((λ̌α− β̌)ẽ)3
i+ 1

2

+ ((λ̆α− β̆)ẽ)3
i+ 1

2

, (160)
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preserving conservation across discontinuities in (46), with λ̌3 + λ̆3 = λ̃3, given by

λ̌3
i+ 1

2

= λ3
i

(λ3
i+1 − λ̃3

i+ 1

2

)

(λ3
i+1 − λ3

i )
, λ̆3

i+ 1

2

= λ3
i+1

(λ̃3
i+ 1

2

− λ3
i )

(λ3
i+1 − λ3

i )
, (161)

with λ̌3 < 0 and λ̆3 > 0 by definition, and β̌3 + β̆3 = β̄3, with

β̌3
i+ 1

2

= 0 , β̆3
i+ 1

2

= β̄3
i+ 1

2

, (162)

to ensure exact reproduction of sonic points.
The new approximate solution is depicted in Figure 13. The novel left state Ǔ

3,−
i and the novel

right state Ŭ
3,+
i+1 appear. The approximate solution is completed by using

F̌
3,−
i − F

2,−
i = λ̌3

i+ 1

2

(
Ǔ

3,−
i −U2−

i

)
(163)

and

Fi+1 − F̆
3,+
i+1 = λ̆3

i+ 1

2

(
Ui+1 − Ŭ

3,+
i+1

)
. (164)

Definition of the fluxes in the intercell flux form updating scheme in (38), F−
i and F+

i+1, are modified
as follows

F−
i = Fi +

2∑

m=1

(
λ̃αθẽ

)m
i+ 1

2

+
(
λ̌αθ̌ẽ

)3
i+ 1

2

,

F+
i+1 = Fi+1 −

(
λ̆αθ̆ẽ

)3
i+ 1

2

,

(165)

with

θ̌3 = 1−
(

β̌

λ̌α

)3

, θ̆3 = 1−
(

β̆

λ̆α

)3

(166)

and the fluctuation form of the numerical scheme in (94) is extended to consider the new wave

δM−
i+ 1

2

=
2∑

m=1

(
λ̃αθẽ

)m
i+ 1

2

+
(
λ̌αθ̌ẽ

)3
i+ 1

2

, δM+
i+ 1

2

=
(
λ̆3αθ̆ẽ

)3
i+ 1

2

, (167)

preserving the conservative character of the numerical scheme.
Inner states U1,−

i and U
2,−
i are defined as in (137). Water discharge (hu) is described on the right

side using (164)

˘(hu)
3,+

i+1 = (hu)i+1 − (αλ̆)3
i+ 1

2

+ β̆3
i+ 1

2

(168)

and water depth on the right side of the solution is given by

h̆3,+
i+1 = h⋆

i+ 1

2

+

(
β̆

λ̆

)3

i+ 1

2

. (169)

On the left side of the solution, discharge (hu) is
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ˇ(hu)
3,−
i = ˘(hu)

3,+

i+1 , (170)

guaranteeing exact conservation, with

ȟ3,−
i = hi+1 −

(
β̄

λ̃

)1

i+ 1

2

−
(
β̌

λ̌

)3

i+ 1

2

(171)

the water depth at the same inner constant state.

5. Numerical integration of the source term

Source term component S2 = Sz + Sτ , accounts for pressure and shear stress forces on the bed
surface, respectively. Depending on the approximations made over S2, the solutions given by the
consistent numerical scheme in (38), even convergent with mesh refinement, may not necessarily
reproduce the exact or physically based solution.

When a piecewise constant data reconstruction of the bed elevation, z, is defined, pressure along
the bottom can be integrated leading to a term that accounts for the thrust exerted by the bed step.
If assuming that the pressure distribution is hydrostatic over the step and depends only on the free-
surface level on the side of the discontinuity where the bottom elevation is lower, the source term S̄z

evaluated explicitly at t = 0 following (43) can be approached in a RP by [32]

(
S̄z,1

)
i+ 1

2

= −g

(
hj −

|δz′|
2

)

i+ 1

2

δz′
i+ 1

2

, (172)

where z is the bed level surface, and j and δz′ are given by

j =

{
i if δzi+ 1

2

≥ 0

i+ 1 if δzi+ 1

2

< 0
δz′ =





hi if δzi+ 1

2

≥ 0 and di < zi+1

hi+1 if δzi+ 1

2

< 0 and di+1 < zi
δz otherwise

(173)

and d = (h + z) is the water level surface. Another explicit integration rule, namely the trapezoidal
rule, can be adopted assuming smooth variation of the functions involved in the RP, leading to [32]

(
S̄z,2

)
i+ 1

2

= −(gh̄δz)i+ 1

2

, (174)

based on the differential form of the thrust term, Sz = −gh∂xz, the so called bed slope source term.
The SWE is a set of depth-averaged equations and the equations that describe the tangential

forces generated by the stresses carry into the momentum equations the main rheological traits of
the fluid in motion. Depending on the case considered, different types of shear stresses appear:
turbulent, dispersive, Coulomb-type, yield and viscous stresses. They can also act simultaneously.
When the concentration of transported materials in the water column is negligible, an empirical
friction coefficient cf can be used to describe dispersive and turbulent effects near the bed [45]

Sτ = −cfu|ũ| . (175)

The approximate space and time integral of the source term S̄τ in (43) can be expressed as [45]

(S̄τ )i+ 1

2

= −∆x(cfumin|ũ|)i+ 1

2

(176)
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where |umin| = min (|u|i, |u|i+1) avoids an unrealistic estimation of the friction when the water depth
approaches zero.

t

x
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ĥ(x, t)

x=0

x

λ̃1 λ̃3

Figure 14: Solution ĥ(x, t) in case of static equilibrium, continuous water level surface, using options (173) and (172).

The integration of the source terms is therefore based on approximations and has an impact in
the solution. One of the most relevant consequences is the possible loss of positivity of the water
depth. When trying to converge to physically admissible solutions, most of the current numerical
developments focus on the presence of the bed slope, but when the SWE are applied to realistic
scenarios, approximate solvers have to be able to completely exercise and explain the influence of the
whole set of source terms. Under this perspective, the definition of well balanced numerical schemes in
cases of quiescent equilibrium is a particular case that limits the range of application of the numerical
solver. In the unified discretization followed here, the especial characteristics can be analyzed and the
necessary strategies can be clearly envisaged.

The appearance of negative values of water depth is commonly associated to the presence of wet-
ting/drying fronts. It is remarkable that all source terms can be responsible of this bad behavior.
In what follows, it is shown how numerical modeling of source terms can be performed using appro-
priate strategies. In order to provide a clear perspective, the analysis of the quiescent equilibrium is
performed first, moving next to more complex cases.

Bed level source term, S̄z, is a geometrical source term that also depends on the flow conditions. In
cases of quiescent equilibrium, pressure exerted over the bed is certainly hydrostatic. In this particular
case the integral approach in (43) involving the variation in time of the water depth is exact when
using hydrostatic distribution of pressure in (172), equivalent to evaluation in (174). The definition
of the approximate solutions enables a correct understanding of the source terms. Figure 14 plots the
approximate solution ĥ(x, t) in case of static equilibrium with continuous water level surface, using
(172). Considering that in this particular case, δh = −δz, inner states h1,−

i and h3,+
i+1 in (124) are

given by

h1,−
i = hi +

1

2
δdi+ 1

2

= hi (177)

and
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h3,+
i+1 = hi+1 −

1

2
δdi+ 1

2

= hi+1 , (178)

while the solution for the unit discharge, (hu)↓ becomes

(hu)↓
i+ 1

2

= −1

2
c̃i+ 1

2

δdi+ 1

2

= 0 . (179)

Therefore, the inner solution of the approximate solver guarantees equilibrium as coherent values for
the intermediate conserved variables, reproducing the exact solution. The source term in (43) has
been solved exactly, considering the bed pressure as a discontinuous function, where thrust term is
computed using the exact information around the step, given by

S̄z = S̄z(h
1,−
i , h3,+

i+1) =
1

∆t

∫ ∆x/2

−∆x/2

∫ ∆t

0

Sz(h
1,−
i , h3,+

i+1) dxdt . (180)

Figure 15 illustrates a wet/dry quiescent equilibrium situation that produces a discontinuity in
the water surface elevation, smaller than the bed level. In this case option (172) evaluates exactly the
solution in (180), reproducing the expected result,

h1,−
i = hi, h3,+

i+1 = 0 , (hu)↓
i+ 1

2

= 0 . (181)

In this case option in (174) fails, as hydrostatic forces are grossly estimated,

h1,−
i > hi , h3,+

i+1 < 0 , (hu)↓
i+ 1

2

< 0 (182)

leading to unphysical results. From this result, it has only been proved that numerical integration of
the thrust term S̄z,1 in (172) is exact in any situation involving quiescent equilibrium, but this result
can not be extrapolated to other flow conditions.
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Figure 15: Solution ĥ(x, t) in case of static equilibrium, discontinuous water level surface, using option (173).

Though the preservation of quiescent equilibrium is of importance, non zero steady and unsteady
state flows must be correctly predicted by the numerical scheme. The definition of the integral source
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term in (180) would suggest that, in general, source terms can be adequately integrated by using, for
instance, iterative/implicit algorithms. Nevertheless, numerical results evidence that the approximate
solution does not experience any improvement if using this technique.

In any case, in the search of numerical solutions for steady cases with moving water equilibrium,
it is still possible to find solutions involving exact equilibrium between fluxes and source terms,
reproducing a constant value of unit discharge equal to the exact solution. Exact balance can be
provided by using both options, S̄z,1 and S̄z,2. Being both estimations plausible, no one will reproduce
the physically based solution.

Shallow water equations are here described in terms of mass and momentum conservation equa-
tions, but it is also possible to describe them using mass and energy conservation equations. Weak
solutions of conservation laws need not be unique, so an additional criterion is imposed. Energy can
be used as the entropy function. This criterion can be used to ensure that the numerical scheme
converges to a solution of reference with mesh refinement, and that this solution of reference is the
exact physically based solution. Expanding derivatives in the momentum conservation equation for
hu, and expressing pressure forces over the bed in differential form, it is possible to obtain

u [∂th+ ∂x(hu)] + h [∂tu+ g∂x(h+ z) + u∂x(u)] = Sτ . (183)

Use of mass conservation followed by the division through h gives

∂tu+ ∂x

[
g(h+ z) +

u2

2

]
=

1

h
Sτ , (184)

that involves the variation of the head energy, H = u2

2g
+ h + z, for smooth variations, therefore

excluding the presence of hydraulic jumps where mechanical energy is dissipated and only mass
and momentum equations in (115) are valid. Now the bed variation participates accounting for the
potential energy. Conservation of total head energy is a principle that is applied along a stream line.
In the one-dimensional case the grid is exactly aligned with the stream line, and the differential form
of the total energy equation can be used. Conservation of total head H in steady cases is therefore
the entropy function selected that will provide exactly balanced numerical schemes.

Apart from integral approaches in (172) and (174) it is possible to evaluate the source term using
the following linear combination at each i+ 1/2 RP

S̄z = (1− Π)S̄z,2 +ΠS̄z,1 , (185)

with Π to be defined. With independence of the approximate solver selected, momentum conservation
in steady conditions at the discrete level can be written as

δ
(
hu2
)
+ gh̄δ(h+ z) = Π(S̄z,1 − S̄z,2) + S̄τ . (186)

In absence of hydraulic jumps, equation in (184) can be expressed in discrete form as

h̄δ

[
1

2
u2 + g(h+ z)

]
= S̄τ , (187)

consistent with the differential form in smooth cases. In order to satisfy both energy and momentum
conservation laws under steady conditions, we set Π = ΠE, where the latter is given by

ΠE =
δ (hu2)− h̄ δ

(
1
2
u2
)

S̄z,1 − S̄z,2

, (188)
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limited by 0 ≤ ΠE ≤ 1.
The value of weight coefficient ΠE in (188) was defined in [20] to ensure energy conservation away

from hydraulic jumps, discriminating between smooth solutions and discontinuous solutions where
energy must be dissipated. For more details, see [20].

It is worth mentioning that approach in (188) allows to integrate exactly the slope source term,
with independence of the nature of the frictional source terms. The bed slope source term may
produce deceleration, acceleration or a change in the flow direction. On the other hand, the friction
source term acts dissipating energy and therefore, when numerically integrated, it can not change the
sign of the flow velocity within one time step and, in cases of equilibrium with zero velocity, it must
preserve the initial state.

Exact solutions involving shear stress under steady state conditions may involve static equilibrium
or equilibrium with velocity. For clear water, static equilibrium is produced in cases of zero velocity
where the turbulent friction is nil. But for more complex fluids as Bingham type fluids, or fluids
presenting Coulomb-type stresses, frictional terms produce a static variable free surface elevation.
By means of an appropriate discretization of S̄τ , they can be exactly integrated, ensuring the well
balanced property in quiescent equilibrium with variable free surface elevation [45].

Therefore, even in some simplified situations, such as quiescent equilibrium, it is possible to inte-
grate exactly all source terms. When moving to realistic cases that exercise the complete discretization
of all terms in the governing equations, the integration of the source term is anything but trivial. Large
discontinuities in the bed elevation and empirical closure relations have to be considered far away from
quasi-steady problems, so smooth conditions or small perturbations as in [1] can not be assumed. This
means that gross estimations of the source terms may be produced.

The simplicity of the quiescent equilibrium case with discontinuous water level surface in (182)
when using an inadequate integral approach of the source term illustrates this effect. As in this case
hn
i+1 = 0, the cell averaging of the approximate solution in cell i+ 1 in the updating step would lead

to an unphysical result with independence of the time step selected. In general if the source term
S2 = Sz + Sτ is not accurately computed, negative values of water depth can appear in the inner
states of the approximate solution, requiring the generation of a positivity fix. Also, frictional stress
Sτ may be overestimated leading to unphysical oscillations in the solution, requiring thus, generation
of a friction fix.

Another important concern when trying to enforce the positivity of the solution is that the aug-
mented solutions, based on an expansion of the linear solution provided for the homogeneous part,
may result in unphysical approximate solutions due to the appearance of negative values of h⋆ [2].
Even this undesirable behavior is commonly associated to strong expansions involving rarefaction
waves [2], it is not exclusively produced in transcritical flows as a result of the strong linearization of
the RP, and must be always considered.

Following the philosophy of the entropy fix in [53] to overcome the generation of unphysical
approximate solutions in strong expansions, in what follows, a friction fix and a positivity fix of the
source terms are presented. Special attention is put when analyzing transcritical flow conditions, as
the application of the entropy fix has to be analyzed in coexistence with the positivity fix of the source
terms.

6. Friction Fix

While the current tendency is to explore positivity conditions focusing on the bed slope terms,
when exercising the complete set of source terms, relations between frictional source terms and bed
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source terms have to be first examined, as both terms participate together in the approximate solution
through source term integral S̄2.

The friction fix is used to avoid gross estimations of the shear stresses and can be applied with
independence of the shear stress model selected. The formulation of the turbulent stress in (175) is
a clear example of how friction fixes are mandatory. The empirical coefficient cf in (175) calibrated
for steady flow in channels [54, 55, 56], depends on the water depth in SWE applications, following
a power-law model of the form cf ∝ h−ǫ. When applied to unsteady flows involving thin layers of
water, friction stress in the bed is overestimated leading to unrealistic values in the integration step.
This result has motivated the appearance of semi-implicit formulations [34, 36], unable to preserve
exactly balanced solutions. A suitable limitation technique is therefore required.

The definition of the approximate water discharge solution can be used to provide correct values
of the total flow resistance in presence of discontinous bed elevation, allowing to ensure equilibrium
when necessary. The initial analysis in [45] is extended to subcritical, supercritical and sonic RPs
here.

6.1. Friction fix in a subcritical RP

In subcritical RPs the approximate solution for (hu) is given by a constant state, (hu)↓ in (127).

The definition of the average value of the approximate solution on left side of the RP between x = λ̃1∆t
and x = 0, ¯(hu)i and the average value of the approximate solution on right side of the RP between

x = 0 and x = λ̃3∆t are trivial,

¯(hu)i =
¯(hu)i+1 = (hu)↓

i+ 1

2

, (189)

reducing the complexity of the problem and allowing to focus exclusively on this value.
Inner constant state (hu)↓ considers the effect of both friction and bed slope terms. If neglecting

frictional terms in the RP, the following equivalent constant inner state appears

(hu)↓
z,i+ 1

2

= (hu)⋆
i+ 1

2

+
1

2

(
S̄z

c̃

)

i+ 1

2

, (190)

as this approximate solution only considers the acceleration effects due to the presence of the source
slope term.

Considering that friction terms must work exerting a resistance to the acceleration of the flow,
and that the fluid is driven by the existence of gravitational forces, suitable integral evaluations of S̄τ

ensure

[
(hu)↓z(hu)

↓]
i+ 1

2

≥ 0 , (191)

as shear stress acts as an energy dissipation mechanism.
In the limit, friction source term absorbs all the kinetic energy, which results in a nil value of (hu)↓.

When condition in (191) is not satisfied, (hu)↓z(hu)
↓ < 0, frictional stress has been overestimated and

has to be reduced. This can be done enforcing (hu)↓ = 0, leading to the following value of S̄2

S̄q
2 = −2c̃i+ 1

2

(hu)⋆
i+ 1

2

. (192)

In order to avoid incorrect evaluations of the friction source terms, the following friction fix is proposed
for the source term
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S̄2 =

{
S̄q
2 if

[
(hu)↓z(hu)

↓]
i+ 1

2

≤ 0

S̄2 otherwise
(193)

limiting the energy dissipation rate with independence of the shear stress model.
When replacing S̄2 by S̄q

2 , the approximate solution changes, ¯(hu)i =
¯(hu)i+1 = 0 , and

h1,−
i = hi


1− ui

λ̃1
i+ 1

2


 , h3,+

i+1 = hi+1


1− ui+1

λ̃3
i+ 1

2


 . (194)

In the special case of static initial equilibrium, initial equilibrium is preserved without requiring a
zero surface slope, with independence of the rheology model.

6.2. Friction fix in a supercritical RP

Consider a supercritical RP where ũ > 0. In this RP the discharge is constant in the region defined
by x < λ̃1t and given by (hu)i, not affected by the presence of source terms. In the region between

λ̃1t and λ̃3t, unit discharge is

(hu)3,+i+1 = (hu)2,+i+1 = (hu)⋆
i+ 1

2

+
1

2

(
S̄2

c̃

)

i+ 1

2

. (195)

Instead of defining an average value of the discharge on the right side of the plane solution, it is
possible to focus on the inner state (hu)3,+i+1. Considering that friction terms must work exerting a
limited resistance to the acceleration of the flow, it is necessary to enforce that

[
(hu)3,+i+1(hu)

3,+
z

]
i+ 1

2

≥ 0 , (196)

with

(hu)3,+
z,i+ 1

2

= (hu)⋆
i+ 1

2

+
1

2

(
S̄z

c̃

)

i+ 1

2

(197)

only involving gravitational forces, that leads to the same condition in (193). The procedure for a
supercritical RP with ũ < 0 is entirely analogous and generates again condition in (193).

6.3. Friction fix in a sonic RP

In a left transcritical rarefaction the strategy applied avoids reversal water discharge (hu) in x = 0,
by enforcing

S̄2 =

{
S̄q1
2 if ˇ(hu)

1,−
i

ˇ(hu)
1,−
z,i ≤ 0

S̄2 otherwise
(198)

where

ˇ(hu)
1,−
z,i = (hu)i +

(
αλ̌
)1
i+ 1

2

+
1

2

(
S̄z

c̃

)

i+ 1

2

(199)

and
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S̄q1
2 = −2c̃i+ 1

2

[
(hu)i +

(
αλ̌
)1
i+ 1

2

]
. (200)

In a right transcritical rarefaction the same procedure is repeated,

S̄2 =

{
S̄q3
2 if ˘(hu)

3,+

i+1
˘(hu)

3,+

z,i+1 ≤ 0

S̄2 otherwise
(201)

where

˘(hu)
3,+

i+1 = (hu)i+1 − (αλ̆)3
i+ 1

2

+
1

2

(
S̄z

c̃

)

i+ 1

2

(202)

and

S̄q3
2 = −2c̃i+ 1

2

[
(hu)i+1 − (αλ̆)3

i+ 1

2

]
. (203)

This simple and cheap modification of the source term S̄2, not only avoids instabilities when dealing
with empirical coefficients modeling dispersive and turbulent effects in the bed and fluid column, but
also allows a correct simulation of the stop and go mechanism in debris and granular flows.

It is remarkable that the friction fix provides a lumped modification of the total contributions of
the source terms, and does not require to separately quantify the presence of bed level and friction
slope effects.

7. Positivity fix in the SWE

In order to avoid unphysical results while restoring a clear selection of the time step size, the strat-
egy proposed here is based on enforcing positive values of the updated solution using the information
provided by the approximate solution. Depending on the flow conditions, the positivity fix is enforced
by means of a suitable control volume in the cell averaging step, or by analyzing each inner state of
the approximate solution separately. In both cases the solution is analyzed focusing on the impact of
integral of the total source term S̄2 in ĥ(x, t).

As seen in section 4.1 four approximate solutions appear. In the SWE ẽ21 = ẽ22 = 0, celerity λ̃2

does not have any impact on the cell averaging of the water depth in the subcritical case, reducing
the number of cases to study to three.

7.1. Positivity fix in a subcritical RP

In this case, with independence of the sign of λ̃2, the solution evolves in both sides of the (x, t)
plane solution as illustrated in Figures 8 and 9. In the subcritical case, the following results can be
derived:

• Positive values of h1,−
i ≥ 0 require the following limit over source term integral S̄2 (derived

expressing the approximate solution in terms of the source tem)

S̄2 ≤ S̄sub
2,max S̄sub

2,max = −2(h⋆c̃λ̃1)i+ 1

2

> 0 , (204)

with h⋆ > 0. In case that h1,−
i becomes negative, S̄2 can be replaced by S̄sub

2,max with the following
consequences
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h1,−
i = 0 h3,+

i+1 = h⋆
i+ 1

2

(
1− λ̃1

λ̃3

)

i+ 1

2

> 0 , (205)

as λ̃1 < 0 and λ̃3 > 0, ensuring positive values of water depth on the right side of the plane
solution. In case that the left side of the initial solution is dry, hi = 0, if setting S̄2 = S̄sub

2,max

the discharge across x = 0 becomes nil,

(hu)↓
i+ 1

2

= 0 (206)

and Û(x < 0, t) = Ui = 0, with independence of the sign of λ̃2. Therefore, the approximate
solution only varies on the right side of the (x, t) plane, and the modification of the source
strengths acts as the imposition of a reflecting or solid wall when hi = 0.

• Positive values of h3,+
i+1 lead to the following limit over S̄2

S̄2 ≥ S̄2,min S̄2,min = −2(h⋆c̃λ̃3)i+ 1

2

< 0 , (207)

provide that h⋆ > 0. In case that h3,+
i+1 becomes negative, S̄2 can be replaced by S̄sub

2,min with the
following consequences

h3,+
i+1 = 0 h1,−

i = h⋆
i+ 1

2

(
1− λ̃3

λ̃1

)

i+ 1

2

> 0 , (208)

ensuring positive values of water depth in both sides of the solution. In the particular case, with
the left side of the initial solution dry, hi+1 = 0, if enforcing S̄2 = S̄sub

2,min, we have

(hu)↓
i+ 1

2

= 0 (209)

and Û(x > 0, t) = Ui+1 = 0, with independence of the sign of λ̃2. The modification of the
source strengths acts as the imposition of a reflecting or solid wall in the wet/dry RP with
hi+1 = 0.

Therefore positive values of h1,−
i and h3,+

i+1 can be ensured if

S̄sub
2,min ≤ S̄2 ≤ S̄sub

2,max (210)

when h⋆ > 0. When integral approaches of the source terms are modified following condition in (210)
to ensure positivity in the water depth in one side of the RP, positive values of the space solution
ĥ(x, t) are ensured. When one side of the initial solution is dry, a reflexion boundary condition is
generated if limits in (210) are imposed.
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7.2. Positivity fix in a supercritical RP with λ̃2 > 0

In this case, the solution evolves exclusively on the right side of the RP, as depicted in Figure 10.
This makes possible to analyze the average approximate solution h̄+

i+1 between x = 0 and x = λ̃3∆t

or the inner states h1,+
i+1 and h3,+

i+1 separately.

• The average approximate solution h̄+
i+1 in the domain [0,∆t]× [0, λ̃3∆t] is

h̄+
i+1 =

h1,+
i+1λ̃

1
i+ 1

2

+ h2,+
i+1(λ̃

2 − λ̃1)i+ 1

2

+ h3,+
i+1(λ̃

3 − λ̃2)i+ 1

2

λ̃3
i+ 1

2

(211)

and can be expressed as

h̄+
i+1 = hi+1 −

(
δ(hu)

λ̃3

)

i+ 1

2

, (212)

that is, it is independent of the source term, as in the homogeneous case. Depending on the
initial conditions of the RP positive values of h̄+

i+1 may not be guaranteed. A positive cell
averaging of the solution in the control volume [0,∆t]× [0,∆x], given by

h̄+
i+1λ̃

3
i+ 1

2

∆t+ hi+1(∆x− λ̃3
i+ 1

2

∆t) ≥ 0 , (213)

can be enforced, leading to the following time step restriction

∆t ≤ hi+1∆x

|δ(hu)|i+ 1

2

, hi+1 > 0 . (214)

• If the updating contributions are analyzed separately, positive values of h3,+
i+1 lead to the following

limit over S̄2

S̄2 ≥ S̄sup+
2,min , S̄sup+

2,min = −2(h⋆c̃λ̃3)i+ 1

2

< 0 , (215)

with h⋆ > 0. In case that the solution h3,+
i+1 becomes negative, if S̄2 is replaced by S̄sup+

2,min,

h3,+
i+1 = 0 , h1,+

i+1 = hi + 2

(
c̃h⋆

λ̃1

)

i+ 1

2

> 0 , (216)

ensuring positive values of h1,+
i+1 > 0.

• Positive values of h1,+
i+1 require that

h1,+
i+1 = hi + 2

(
β̄1c̃

λ̃1λ̃3

)

i+ 1

2

≥ 0 , (217)

leading to the following limit over S̄2
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S̄2 ≤ S̄sup+
2,max , S̄sup+

2,max = hi(λ̃
1λ̃3)i+ 1

2

> 0 . (218)

In case that the solution h1,+
i+1 becomes negative, when S̄2 is replaced by S̄sup+

2,max the resulting
states are given by

h1,+
i+1 = 0 h3,+

i+1 = h⋆
i+ 1

2

+ hi

(
λ̃1

2c̃

)

i+ 1

2

, (219)

positive in all cases, provided that h⋆ > 0.

Summarizing, positive values of all inner states, h1,+
i+1 and h3,+

i+1, can be ensured if

S̄sup+
2,min ≤ S̄2 ≤ S̄sup+

2,max , (220)

when h⋆ > 0. In case that h⋆ becomes negative, condition over the time step in (214), derived from
the cell averaging procedure, has to be considered additionally to the time step Courant condition in
(114), to ensure positivity of the solution.

On the other hand, and contrary to the subcritical case, the modification of the source terms does
not generate changes in the value of the discharge across the RP edge at x = 0, (hu)↓i+1/2, being in

this particular case (hu)↓i+1/2 = (hu)i. Considering that the left side of the RP remains unchanged, a
reflexion condition would lead to the lost of the conservative character of the numerical scheme.

7.3. Positivity fix in a supercritical RP with λ̃2 < 0

In this case, the average of the approximate solution, h̄−
i in the domain [0,∆t] × [λ̃1∆t, 0] , or

inner states h1,−
i h3,−

i on the left side of the RP, can become negative.

• The average of the approximate solution, h̄−
i , on the left side of the RP is given by

h̄−
i =

−h3,−
i λ̃3

i+ 1

2

− h2,−
i (λ̃2 − λ̃3)i+ 1

2

− h1,−
i (λ̃1 − λ̃2)i+ 1

2

−λ̃1
i+ 1

2

(221)

and reduces to

h̄−
i = hi +

(
δ(hu)

λ̃1

)

i+ 1

2

. (222)

Positivity of averaging solution h̄−
i only depends on the initial conditions of the RP. A positive

cell averaging of the control volume given by [0,∆t]× [−∆x, 0] requires

h̄−
i (−λ̃1

i+1/2∆t) + hi(∆x+ λ̃1∆t) ≥ 0 , (223)

linked to the following time step restriction

∆t ≤ hi∆x

|δ(hu)|i+1/2

, hi > 0 . (224)
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• If focusing on positive values of h1,−
i , the following limit over S̄2 appears

S̄2 ≤ S̄sup−
2,max , S̄sup−

2,max = −2(h⋆c̃λ̃1)i+1/2 > 0 , (225)

with h⋆ > 0. In case that the solution h1,−
i becomes negative, if S̄2 is replaced by S̄sup−

2,max,
approximate states are given by

h1,−
i = 0 , h3,−

i = hi+1 − 2

(
h⋆c̃

λ̃3

)

i+1/2

> 0 , (226)

ensuring positivity.

• Positive values of h3,−
i lead to the following limit over S̄2

S̄2 ≥ S̄sup−
2,min , S̄sup−

2,min = −hi+1(λ̃
1λ̃3)i+ 1

2

< 0 , (227)

In case that the solution h3,−
i becomes negative, if setting S̄2 = S̄sup−

2,min the approximate solution
is given by

h3,−
i = 0 , h1,−

i = h⋆
i+ 1

2

− hi+1

(
λ̃3

2c̃

)

i+ 1

2

, (228)

ensuring positive values in all cases, if h⋆ > 0.

In general, positive values of h1,−
i and h3,−

i can only be obtained if

S̄sup−
2,min ≤ S̄2 ≤ S̄sup−

2,max , (229)

provide that intermediate value h⋆
i+1/2 is greater than zero. If h⋆ < 0, condition over the time step in

(224) has to be considered additionally to the Courant condition in (114). The flow being supercritical,
the value of the discharge across the RP edge remains constant (hu)↓i+1/2 = (hu)ni+1, not affected by
the presence or the possible modification of the source terms.

7.4. Positivity fix in the left transcritical rarefaction

If enforcing positivity in the solution, the average solution and the inner states can be analyzed.

• On the left hand side of the solution, positive values of ȟ−
i lead to the following limit over S̄2

S̄2 ≤ S̄e1
2,max , S̄e1

2,max = −2(h⋆c̃λ̌1)i+ 1

2

> 0 , (230)

in case that h⋆ > 0.
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• The positivity conditions over the problem are explored averaging the approximate solution on
the right region. Average value h̄+

i+1 is given by

h̄+
i+1 =

h̆+
i+1λ̆

1
i+ 1

2

+ h3,+
i+1(λ̃

3 − λ̆1)i+ 1

2

λ̃3
i+ 1

2

(231)

and leads to the following limit over S̄2

S̄2 ≥ S̄e1
2,min , S̄e1

2,min = 2(c̃λ̃3)i+ 1

2

(
α1 λ̆

1

λ̃3
− h⋆

)

i+ 1

2

, (232)

that depends on the initial conditions of the RP.

Therefore source terms must be limited by

S̄e1
2,min ≤ S̄2 ≤ S̄e1

2,max (233)

in cases where initial conditions ensure S̄e1
2,min ≤ S̄e1

2,max and h⋆ > 0. Otherwise it is necessary to
enforce a time step restriction to ensure a positive cell average value of water depth.

Unphysical approximate solutions of water depth, with h⋆ < 0, may appear in strong expansions
involving rarefaction waves [2]. When exercising the complete set of source terms involving bed
level variations, rarefaction waves linked to drying processes may lead to transcritical flows. In that
case, erroneous estimations of the source terms may be combined with negative predictions of h⋆.
Numerical practice shows how these cases are related with drying processes involving very thin layers
of water and high velocity. Considering that inner states may be grossly estimated in this situation,
the alternative strategy is to avoid the entropy correction when condition (233) fails, and handle the
RP as subcritical or a supercritical RP, depending on the initial conditions.

It is worth mentioning that when trying to reproduce the physics of thin layers, the effects of surface
tension must be considered, using for instance, the model of thin liquid films [30]. The physically
relevant scales considered in the SWE model are much larger, and the reproduction of the movement
of very thin layers of water only makes sense in theoretical problems. Therefore, when solving the
SWE in their application range, the strategy proposed does not affect to the quality of the numerical
results. Also, a clear and efficient selection of the time step is restored.

7.5. Positivity fix in a right transcritical rarefaction

The properties of the average solution and the inner states are analyzed.

• Positive values of water depth on the right side of the solution, h̆3,+
i+1, lead to the following limit

over S̄2

S̄2 ≥ S̄e3
2,min , S̄e3

2,min = −2(h⋆c̃λ̆3)i+ 1

2

≤ 0 , (234)

provide that h⋆ > 0.
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• Instead of enforcing positive values of both ȟ3,−
i and h1,−

i (as h2,−
i = ȟ3,−

i ), and considering that
the solution is cell averaged, it is sufficient to explore the average right solution h̄+

i+1 given by

h̄+
i+1 =

−ȟ3,−
i λ̌3

i+ 1

2

− h1,−
i (λ̃1 − λ̌3)i+ 1

2

−λ̃1
i+ 1

2

, (235)

leading to the following limit over S̄2

S̄2 ≤ S̄e3
2,max , S̄e3

2,max = −2(c̃λ̃1)i+ 1

2

(
α3 λ̌

3

λ̃1
+ h⋆

)

i+ 1

2

. (236)

As a conclusion, in cases with a right transcritical rarefaction, when initial conditions ensure S̄e
2,min ≤

S̄e
2,max and h⋆ > 0, source terms may be limited by

S̄e3
2,min ≤ S̄2 ≤ S̄e3

2,max , (237)

otherwise, the limits defined for the source term integral S̄2 in (237) lead to contradictory results. If
condition (237) can not be applied, positivity in the solution may be provided by a reduction of the
time step. As done for the left transcritical rarefaction, another possible strategy is to avoid entropy
correction and use the subcritical or supercritical approximate solutions.

8. Extension to multi-dimensions

The 2D extensions of the model is formulated as follows

∂W

∂t
+

∂F1(W)

∂x1

+
∂F2(W)

∂x2

= T , (238)

where

W =




h
hu1

hu2


 , F1 =




hu1

hu2
1 +

1
2
gh2

hu1u2


 , F2 =




hu2

hu2u1

hu2
2 +

1
2
gh2


 , (239)

with

T =
(
0, −gh ∂z

∂x1
− cfu1|u|, −gh ∂z

∂x2
− cfu2|u|

)T
, (240)

with (u1, u2) the depth averaged components of the velocity along the x1 and x2 coordinates respec-
tively and |u| =

√
u2
1 + u2

2.
The computational domain is divided in 2D cells, shaped by NE edges, where NE stands for

number of edges. Vector ni,k = (n1, n2) indicates the outward unit normal vector to the cell i at edge
k and lk is the corresponding edge length. To introduce the finite volume scheme, (238) is integrated
in a grid cell Ω using Gauss-Ostrogradsky’s theorem [57]

∂

∂t

∫

Ωi

WdΩ +
NE∑

k=1

(F1n1 + F2n2)klk =

∫

Ωi

TdΩ . (241)

46



The approximate solution of each RP is reduced at each k edge to a 1D Riemann problem projected
onto the direction n, defined along the reference coordinate, x, parallel to vector ni,k. Thus, the
following normal flux is defined

F1n1 + F2n2 , (242)

while bed and friction slope source terms are expressed in the normal direction as follows [14]

Tn =
(
0, Tnn1, Tnn2

)T
, (243)

with Tn = (−gh∂zx − cfun|u|).
The SWE’s satisfy the rotational invariance property [57],

F1n1 + F2n2 = R−1F1(RW) , (244)

where R is the rotation matrix

R =




1 0 0
0 n1 n2

0 −n2 n1


 , (245)

that provides the conserved variable U = RW and flux F = F1(U) = F1(RW), recovering the x-split
two-dimensional SWE’s in (115).

The normal velocity through the interface is given now by u = u1n1 + u2n2 and the tangential
velocity is v = −u1n2 + u2n1. If the rotation matrix is applied to the source term, the equivalent
source term vector appears [14]

S = RTn =
(
0, S2, 0

)T
. (246)

Thus, the 2D-SWE’s are written in a one-dimensional form and the numerical scheme is written
using the equivalent form of the corresponding intercell flux for the approximate first order Godunov
method in (38) as follows

Wn+1
i = Wn

i −
NE∑

k=1

R−1F−
i,k

∆t lk
Ai

, (247)

where the numerical flux F−
i,k can be computed using the solver presented previously, allowing to

express the numerical scheme in fluctuation form

Wn+1
i = Wn

i −
NE∑

k=1

R−1(δM−
i,k)

∆t lk
Ai

, (248)

as done for the 1D case in (91).
As in the 1D case, the updated value is defined by cell averaging the contributions of the local RPs

shaping the contour cell, and condition in (114) has to be modified. In the 2D framework, considering
unstructured meshes, the relevant distance equivalent to ∆x, will be referred to as χi in each cell i.
This distance considers the volume of the cell and the length of the shared k edges

χi =
Ai

maxk=1,NE lk
(249)
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Considering that each k RP is used to deliver information to a pair of neighboring cells of different
size, the distance min(Ai, Aj)/lk is relevant. The time step is limited by

∆t ≤ CFL ∆tλ̃ ∆tλ̃ =
min(χi, χj)

max(λ̃m
k )

(250)

with CFL=1/2, as the construction of finite volume schemes from direct application of one-dimensional
fluxes leads to reduced stability ranges [48]. Friction fixes and positivity constraints over the source
terms remain unaltered.

9. Applications.

9.1. Accelerating supercritical flow over a downward slope

The numerical techniques presented here ensure the positivity of the water depth while preserv-
ing energy when necessary, with independence of the grid size. Convergence to the exact solution
in unsteady RPs even in resonant cases, and in steady problems with sub/supercritical conditions
and hydraulic jumps as shown in previous works [20, 21] is provided when using the numerical im-
provements presented here and are not recalled for the sake of brevity. Also, the performance of the
approximate solver used here, was analyzed using a set of realistic 1D open channel flow test cases
with analytical solution very well suited to validate the numerical schemes involving bed variations
and bed friction [59]. Numerical solutions for frictional dominant problems was compared with exper-
imental data in [45]. As the purpose of this paper is to focus on 2D problems with transient wet/dry
boundaries those cases are not repeated here.

Although the well-balanced property is a particular case of the E-property, numerical schemes
based on hydrostatic reconstructions for quiescent equilibrium are still widely used. In order to
evidence the consequences in the choice of the type of solver selected, in this section, numerical
solutions for steady supercritical flow over an inclined plane with constant slope provided by an
augmented E-scheme are compared to the solutions provided by the popular finite volume scheme
of Audusse et al., based on the so-called hydrostatic reconstruction approach [7]. Such technique is
designed to ensure the well-balanced property, that is, to ensure quiescent equilibrium for water at
rest. Moreover, it satisfies other physical properties such as the positivity of the water depth and the
semidiscrete entropy inequality. Recently, Audusse et al. [60] showed that this scheme, when used
with the classical kinetic solver, also satisfies a fully discrete entropy inequality, with an error term,
which proves that the hydrostatic reconstruction should converge with mesh refinement. Numerical
schemes using the hydrostatic reconstruction are designed to provide accurate results when dealing
with near-hydrostatic situations and are easy to implement, for this reason, they have been widely
used. However, as reported in [61], first order schemes using the hydrostatic reconstruction are unable
to provide accurate results in some particular cases with moving water, such as steady flow over a
constant slope. On the other hand, it is worth pointing out that the accuracy of such schemes can be
importantly improved by increasing the order of the numerical scheme to second order.

In the test case proposed in this section, numerical fluxes for the scheme in [7] are computed by
means of the traditional Roe solver applied to the hydrostatic variables.The bed profile consists in an
inclined plane given by

z(x) = −0.01αx (251)

defined inside the domain [0, 10] m, where the coefficient α is a constant value that represents the
slope of the plane as a percentage. Inflow conditions are given by
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h(0, t) = 0.02m q(0, t) = 0.01m2/s (252)

and outflow conditions are not required as the flow remains supercritical along the whole domain.
The computational domain is discretized in 100 computational cells of ∆x = 0.1 m and CFL number
is set to 0.8. The solution is presented for α = 1.5%, 3%, 6%, 9%, 12%, 15% and 18% at time t = 600
s, which is sufficient time for the numerical schemes to reach the steady state. Numerical results for
water depth and discharge provided by the ARoe E-scheme and the well-balanced hydrostatic scheme
in [7] are presented in Figure 16, on left and right position respectively, and are compared with the
exact solution for the different combinations of slopes.

 0.003

 0.004

 0.005

 0.006

 0.007

 0.008

 0.009

 0.01

 0.011

 0.012

 0.013

 1  1.2  1.4  1.6  1.8  2

h(
m

)

x(m)

1.5%

3%

6%

9%

12%

15%

18%

 0.003

 0.004

 0.005

 0.006

 0.007

 0.008

 0.009

 0.01

 0.011

 0.012

 0.013

 1  1.2  1.4  1.6  1.8  2

h(
m

)

x(m)

1.5%

3%

6%

9%

12%

15%

18%

Figure 16: Section 9.1. Numerical solution for water depth setting α = 1.5%, 3%, 6%, 9%, 12%, 15% and 18% using
the ARoe E-scheme (left) and the well-balanced hydrostatic scheme in [7] (right), with ∆x = 0.1. Exact solutions are
represented by continuous lines.

Results in Figure 16 evidence that the scheme from [7] may work well when dealing with very low
slopes (< 1.5%) but it exhibits a significant lack of accuracy when increasing the slope, unlike the
ARoe E-scheme that provides the exact solution for any slope and with independence of the grid.
Figure 17 depicts the numerical solution provided by the scheme in [7] when setting α = 3% (left) and
12% (right) for different mesh sizes, namely ∆x = 0.1, 0.05, 0.025 and 0.0125 m. From this figure, we
notice first that the greater the slope, the less accurate the solution. It is also worth noticing that,
even with grid refinement, the numerical scheme is unable to converge to the exact solution in this
particular case. Numerical results for the second order version of this hydrostatic scheme are provided
in [61] for the same test case, showing a enhanced accuracy and convergence to the exact solution.
Moreover, theoretical results recently presented in [60] prove that the hydrostatic reconstruction, in
combination with the classical kinetic solver, should converge to the exact solution as it satisfies a
fully discrete entropy inequality with an error term.

9.2. Planar surface in a circular parabolic frictionless basin

The following test case has an exact solution and allows to compare the performance of the
numerical improvements presented here. The solution includes transient boundaries dominated by the
non-conservative terms and has a periodic solution that depending on the region involves subcritical
and supercritical conditions as well as sonic transitions. A frictionless parabolic topography is defined
by the depth function [62]
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Figure 17: Section 9.1. Numerical solution for water depth for α = 3% (left) and 12% (right) using the well-balanced
hydrostatic scheme in [7] and four different cell sizes ∆x = 0.1, 0.05, 0.025 and 0.0125 m.

z(x, y) = −z0

(
1− x2 + y2

a2

)
, (253)

together with the periodic analytical solution

h(x, y, t) = max
(
0, σz0

a2
(2x cos(ωt) + 2y sin(ωt)− σ)− z(x, y)

)
,

u(x, y, t) = σω sin(ωt) , v(x, y, t) = σω cos(ωt) ,
(254)

where u and v are the velocities in the x and y directions respectively and ω =
√
2gz0/a. This test

case is useful to explore the limits of the approximated Riemann solver in 2D problems where the
dry/wet boundaries are present and can be considered among the most difficult cases for a numerical
model [26]. Numerical results for this test case involving the proposed improvements are compared
with the numerical results provided by the initial solver presented in [32]. In [32], the influence of the
source terms in the positivity of the solution was considered only in subcritical RP problems as under
supercritical conditions the average solution for the water depth becomes unaltered by their presence.
Analysis of sonic transitions was omitted in this previous work. In this test case, sonic transitions
strongly affect the stability region in vacuum or drying RPs in wet/dry edges. The stability region in
[32] was recovered by imposing systematically solid walls conditions in wet/dry RPs with discontinuous
adverse slope. With the numerical strategies presented here, the stability region is recovered avoiding
extra solid walls conditions.

Following [14] constant parameters are a = 1000 m, σ = 300 m, g = 9.80665 ms−2 and z0 = 10 m.
Rotation period is T = 448.57 s. A squared domain 3000× 3000 m2 is divided in 2× 2002 triangular
cells built by drawing the diagonals on a quadrilateral grid and using Cartesian discretizations of the
domain. CFL is set equal to 0.8 in all simulations. Figure 18 shows 3D contour plots of the computed
water level surface at times (a) t = T/4, (b) t = T/2, (c) t = 3T/4 and (d) at t = T using the
numerical techniques described in the present work.

The level surface is kept planar throughout the computation as shown in Figure 18 and the
moving shoreline is correctly captured without oscillations. Numerical results for the water level
surface, h+ z, given by the present solver and solver in [32] are compared with the exact solution in
Figure 19. Numerical solutions are plotted along a section crossing the center of the domain keeping
constant the y coordinate. In Figure 20 and Figure 21, comparisons for both the u and v velocities
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Figure 18: Section 9.2. Water level surface at (a) t = T/4, (b) t = T/2, (c) t = 3T/4 and (d) at t = T , with a rotation
period T=448.57s.

are shown. Computational time step along the simulation for the present solver and solver in [32]
are compared in Figure 22. No significant differences are found between two solvers regarding the
selection of the time step. Considering that the initial velocity and water depth fields are displaced
following a rotation movement, the novel solver is able to retain an approximate constant value of
time step, as expected.

In the present solver solid wall conditions are neglected, but numerical simulation remains stable
and surface variation in time is accurately followed. No remarkable differences appear in the prediction
of the water level surface if compared with solver in [32]. On the other hand, velocity predictions are
better estimated by the present solver, being much closer to the exact solution as shown in Figures 20
and 21. The differences become easily observable if examining the resulting Froude number. Figure 23
shows a 2D contour plot of (a) the exact solution and computed solutions using (b) present solver and
(c) solver in [32], after a rotation period. Despite of the presence of extremely large variations of Froude
number in the vicinity of the shoreline, the present solver provides a much more accurate solution
than initial solver in [32]. Numerical solutions for the water depth evolution in time at different
locations (x=0, 150, 300, 450, 600, 750, 900, 1050, 1200, 1350 m and y = 0 m) are plotted in Figure
24 and compared with the exact solutions for four periods. Although after each period numerical
diffusion attenuates the water depth, the wet/dry transient boundary is accurately tracked in time.
This result confirms that the influence of the source terms in the inner states of the approximate
solution has to be analyzed in sonic and supercritical conditions. Supercritical conditions may lead to
misleading conclusions, as the average approximate solution for the water depth remains unaltered by
the presence of source terms in this particular case. Initial water volume is exactly conserved along
the whole simulation without requiring any threshold parameter.

9.3. Experimental spreading of granular mass over a fixed rough inclined plane

A dense granular flow over a rough inclined plane is considered here [63, 64]. The experiment was
carried out over a rough inclined plane and the initial condition was defined by a spherical surface
with a maximum depth of 3.1 cm. Granular material was composed of glass beads with 0.5 mm ±
0.04 in diameter. Shear stress is modeled here involving two components: an internal friction angle
equal to 23o and a turbulent dissipation factor provided by a Manning coefficient equal to n=0.03
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Figure 19: Section 9.2. Exact solution along the cross-section y = 0 (—–) and computed solution using present solver
(−◦−) and solver in [32] (−•−) for the water level surface at (a) t = T/4, (b) t = T/2, (c) t = 3T/4 and (d) at t = T ,
with a rotation period T=448.57s.
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Figure 20: Section 9.2. Exact solution along the cross-section y = 0 (—–) and computed solution using present solver
(− ◦ −) and solver in [32] (− • −) for velocity u at (a) t = T/4, (b) t = T/2, (c) t = 3T/4 and (d) at t = T , with a
rotation period T=448.57s.
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Figure 21: Section 9.2. Exact solution along the cross-section y = 0 (—–) and computed solution using present solver
(− ◦ −) and solver in [32] (− • −) for velocity v at (a) t = T/4, (b) t = T/2, (c) t = 3T/4 and (d) at t = T , with a
rotation period T=448.57s.
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Figure 22: Section 9.2. Time step using present solver (−◦−) and solver in [32] (−•−) in a rotation period T=448.57s.
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Figure 23: Section 9.2. Exact solution (a) and computed solution using present solver (b) and solver in [32] (c) for
Froude number at t = T , with a rotation period T=448.57s.

s2m−2/3. Numerical results are compared with the recorded temporal evolution of the free surface
level within a period of 6 s.

This numerical test case allows a complete exercise of all source terms. Numerical simulation
involves transient RPs ranging from subcritical to supercritical conditions. Correct modeling of
start/stop flow conditions is mandatory. An unstructured mesh, generated by triangular cells with
an area of 2 mm2, is used to discretize the numerical domain. The numerical scheme in [64] based
in [32] and the present solver will be used to predict the spreading of the granular flow influenced
by a longitudinal slope. The CFL is set equal to 0.8 in all cases. Figure 25 shows 3D contour plots
of the numerical results for the free surface level when using the present solver. Initially the mass is
put in motion and spreads over the longitudinal and transversal direction. Then, flow is oriented to
the steeper direction and the mass flow is stretched longitudinally. The tail of the flow keeps at rest
whereas the front of the flow propagates down the initial deposit.

Figure 26 shows the calculated free surface depth at different instants of time, with a slope angle
equal to 23o using present solver (−◦−) and solver in [64](−•−). Numerical results are in agreement
with the experimental data (−N−). Although both solvers provide almost identical results, important
differences between them arise. Previous solver in [64] does not involve all type of possible transitions
considered in the present solver, as only subcritical conditions were considered in [32]. Also, solver in
[64] required the use of limiting values of energy dissipation generated by frictional terms, provided
by the maximum kinetic energy allowable in each cell. Solid wall conditions were also supplied
when necessary to improve stability as in [32]. In the present solver, both conditions are omitted
without losing accuracy neither compromising numerical stability. The spreading of the granular flow
is accurately tracked in time by the present numerical scheme, allowing to provide good predictions of
the final thickness layer and of the maximum run out of the flow. Also, numerical solutions provide a
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correct tracking of the front celerity. Numerical results point out that the present solver can be used
to predict faithfully the overall behavior of complex phenomena.

10. Conclusions

In the present work the ARoe solver proposed in [32] is revisited, presenting significant improve-
ments for the complete description of this approximate Riemann solver.

With the ARoe solver, the solution is not only provided at cell interfaces, but the full wave
structure of the solution is defined, as it does participate in the updating step. The updating scheme
is presented in this work in both the intercell flux form and in the fluctuation form, including a proper
description of the approximate numerical flux based on the definition of RH conditions across each
wave and using the inner states.

It is shown that the use of well balanced numerical schemes limits the range of application of the
numerical solver when moving to realistic scenarios. Here it is proposed to use energy as entropy
function in the discretization of the bed level source, ensuring that the numerical scheme converges
to a physically based solution of reference with mesh refinement. As a result, an E-scheme is derived,
where the complete set of source terms is fully exercised under any flow condition involving high
slopes and arbitrary shear stress.

The present ARoe solver provides a convenient way to evaluate source term discretization in tran-
sient situations and now includes extra fix procedures that can be used not only to ensure positively
conservative solutions, but also to define friction fix techniques able to ensure an accurate viscous
dissipation rate. Positivity conditions are explored under a general framework and numerical simula-
tions can be accurately performed recovering an appropriate selection of the time step, allowed by a
detailed analysis of the approximate solver. The use of case-dependent threshold values is unnecessary
and exact mass conservation is preserved.

As a result of including the proposed improvements in the original ARoe solver, the novel solver
can be used as a verification tool for any case where a source term is involved. The present work
has focused on its application to shallow flows, showing clear improvements in the numerical results
when comparing with the original solver and a faithful performance in complex test cases that involve
subcritical and supercritical conditions as well as sonic transitions.
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[45] J. Murillo, P. Garćıa-Navarro, Wave Riemann description of friction terms in unsteady shallow
flows: application to water and mud/debris floods, J. Comput. Phys. 231 (2011) 1963–2001.

[46] C. Juez, D. Caviedes-Voullieme, J. Murillo, P. Garćıa-Navarro, 2D dry granular free-surface
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