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Abstract

Agent-based simulators (ABSs) have successfully allowed practitioners to estimate the outcomes of certain input circumstances in several domains. Although some techniques and processes provide hints about the construction of these systems, there are still some aspects that are not discussed in the literature. In this context, the current approach presents a technique for developing ABSs. This technique especially discusses the simulation of the decision-making processes of agents and the different ways of evolving their attributes in nondeterministic scenarios. The current approach includes a framework for developing ABSs as mobile apps and online tools. This work illustrates the current approach with a case study in the field of health and welfare. This case study has also been implemented with the most similar technique from the literature for comparing both techniques. The presented technique improved the simulated outcomes in terms of similarity with the real ones, as proved with several statistical tests. The obtained ABS is more efficient and reliable for large amounts of agents (e.g. 10,000 - 400,000 agents). The development time was also lower. Both the framework and the implementation of the case study are freely distributed as open-source to ensure the reproducibility of the experiments and to assist practitioners in applying the current approach.
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1. Introduction

Agent-based simulators (ABSs) are multi-agent systems (MASs) that are specifically aimed at simulating certain facets in particular problem domains. Thus, ABSs are especially useful for simulating the evolution of autonomous entities, which usually have social interactions among each other. ABSs have been successfully applied in different problem domains such as for example (a) the validation of marketing strategies in Twitter [26], (b) the evaluation
of social choice techniques [27], and (c) the evolution of sociograms according to the classification of students [10]. Thanks to these ABSs and others, specialists can obtain useful information that is estimated from what-if scenarios different from the known cases.

The literature reveals the interest of the research community in constructing ABSs. Some works adapt existing agent-oriented software engineering (AOSE) methodologies for being particularized to simulations. For instance, Gómez-Sanz et al. [14] introduce an adaptation of the Ingenias Agent Framework (IAF) using the Ingenias methodology for the model-driven development of ABSs. In addition, ELDAMeth [8] allows rapid prototyping of ABSs with a visual modeling language, and generates the programming code for JADE (the Java Agent DEvelopment framework). Nevertheless, to the best of authors’ knowledge, the existing works about development techniques for ABSs lack some aspects. First, these works do not analyze the different ways of evolving agent attributes and their repercussions. Second, none of these works explicitly provides a framework for developing ABSs as both mobile applications (also referred as apps) and online tools.

In this context, the current work presents a technique for developing ABSs that is especially aimed at covering the aforementioned gaps detected in the literature. In particular, the current work presents a Technique for developing Agent-Based Simulation Apps and Online tools with Nondeterministic Decisions (TABSAOND). It complements our previous proposal PEABS (a Process for developing Efficient ABSs) [9]. The main difference of the current work is that it now mainly focuses on the simulation model concerning aspects such as the different ways of simulating decisions and evolving agent attributes. In addition, ABSs are now developed as mobile apps and online tools, which can reach to a wider audience in a larger amount of circumstances (e.g. meditation courses in which practitioners do not bring a laptop).

The current technique has been compared with the most similar one from the literature by means of two different developments for obtaining the same ABS with the same specifications. This comparison takes into account similarity between simulated and real outcomes, response times and development time.

The remaining of the article is organized as follows. The next section introduces some related works, and highlights the gaps of the literature covered by the current approach. Section 3 indicates the main steps of TABSAOND, and describes its most relevant characteristics. It also discusses the alternatives of some of the steps, and presents the framework of the current approach. Section 4 evaluates the current approach by developing the same ABS with the current technique and the most similar one. Finally, section 5 mentions the conclusions and depicts future lines of research.

2. Related work

2.1. General techniques for developing ABSs

There are several general techniques for developing ABSs. For instance, Gómez-Sanz et al. [14] present an adaptation of the Ingenias Agent Framework (IAF) for the model-driven development of ABSs. This adapted framework can be used for graphically modeling the simulation goals, inputs and outputs. The simulation model is usually implemented with certain code components that are associated with tasks. These code components are associated with the corresponding programming code. It also provides elements for modeling the simulation environment and applications that can generate certain events.

Moreover, ELDAMeth [8] is a simulation-based methodology for the development of distributed agent systems. In particular, it supports rapid prototyping with visual programming. It also validates the model, and automatically generates the programming code for the JADE platform. This methodology was illustrated with an example in information retrieval. ELDAMeth is mainly focused on the graphical modeling language, the code generation, and its integration with other AOSE methodologies.

Furthermore, Molesini et al. [21] discuss the integration of simulation in the existing AOSE methodologies. More concretely, they use the SODA methodology for illustrating their approach. Their proposed process has five steps: modeling, pointwise simulation, exact verification, approximate verification and tuning. They use an activity diagram for indicating the order of these steps and the possible iterations. Basically, they focus on the development of ABSs and the comparison of their results with real ones. In case of failing the comparison, they propose either just tuning some internal variables or coming back to the beginning for modifying the model of the corresponding ABS. They also propose some improvements in the metamodel for enhancing the expressivity of the agent-based modeling languages for simulations.
Ronald et al. [24] propose a model for constructing ABSs based on both spatial and social information. For instance, they show the utility of modeling social aspects in the simulation of travels. Their approach is mainly aimed at integrating the information of social networks in physical space represented as a map. In this way, their approach can efficiently model simulations about face-to-face social activities. In addition, Hall and Kirsi [17] introduce a general development process for defining and implementing agent-based models. They mainly focus on the acquisition of domain-specific knowledge from experts who may not have any technological background. More concretely, they propose certain ways of expressing this knowledge with an intuitive use of some kinds of diagrams. Their approach takes spatial and social information into consideration. They exemplify their approach with an ABS about urban development including information such as houses with different types and parking places. Seven experts agreed that this approach facilitated the understanding of the agent-based model.

Bouanan et al. [2] present a general mechanism for modeling and simulating the spread of messages considering the interactions. Their approach considers the attributes of agents. They distinguish some of these as variables as these vary during the simulation. Examples of these are the opinions, satisfaction degrees and interests. In their simulations, these variables influence the way some messages are spread. Their approach use DEVS and Cell-DEVS tools. They illustrate their approach with a case study that simulates the influences on opinions. They provide a specific formula for evolving this variable attribute, but they do not discuss other alternatives for being applied generally.

Furthermore, Caballero et al. [3] introduce a general technique for developing ABSs with special emphasis in the cognitive processes of agents. For this purpose, they integrate the MASON and Jason environments. In this way, their approach simultaneously allows practitioners to (a) define the cognitive processes of agents with a specific language for behavioral rules, and to (b) use a graphical simulation environment for configuring and displaying simulations with a graphical interface. Their approach use both social interactions and spatial information. However, they do not discuss different ways of evolving agent attributes based on nondeterministic decisions.

Therefore, all these works tackle the same problem as the current approach, which is the development of ABSs in general. Nevertheless, none of these works provides guidelines about different alternatives for evolving the internal attributes of agents with nondeterministic decisions. In addition, none of these works supports the development of ABSs as apps or online tools.

2.2. Ad hoc techniques for constructing ABSs

Some works use ad hoc techniques for developing ABSs in specific problem domains. For instance, Auld et al. [1] present a modeling and software development kit for constructing ABSs in the context of simulating travel demands and network operations. This development kit is especially aimed at achieving a high execution performance. In particular, their approach has a repository of open-source transportation algorithms. They focus on an efficient simulation-oriented memory allocator, and introduce a parallel engine for discrete events. In addition, they define two primary agents respectively related with people and planning of activities. There are also different sub-agents of these agents. They define composed simulation models by means of some diagrams that relate data sources, models and results.

Moreover, Serrano and Iglesias [26] present a method for building ABSs for simulating and validating marketing strategies through Twitter. They review the existing ABSs for rumor spreading comparing their main features. They propose a novel spread model based on two different rumor datasets. They also propose new strategies to control malicious gossips. They introduce a free and open-source simulator constructed with their method. Their method uses UML activity diagrams to determine diffusion models. These diagrams use properties of agents in the conditional bifurcations, and the agents can communicate with their neighbors influencing their states. These neighbor agents are treated recursively with the same diffusion model.

Resta [23] presents an ABS driven by different self-organizing maps. She developed an environment where the nodes of these maps are managed by agents. These agents simulate economic systems and their evolution over the time. She implicitly indicates the process that she followed to obtain the ABS. More concretely, first she modeled the individual level, and then she modeled the aggregate level. Finally, she managed the relations between the individual and aggregate levels. She mainly applied the evolution of the simulations with two different types of neurons in the corresponding neural network.

On the whole, all these works are more aimed at solving specific problem domains rather than proposing general development techniques for ABSs. In particular, none of these works provides a general mechanism for conforming simulation models with different alternatives for evolving agent attributes.
2.3. Techniques for developing MASs for mobile devices

This section discusses several relevant techniques for developing MASs that can be executed from mobile devices. One of these techniques is general while the others are ad hoc for different domains.

To begin with, Zambonelli et al. [28] presented a general mechanism for modeling MASs that implement pervasive computing systems. Their approach is based on several nature-inspired coordination models. In fact, these models are taken from stigmergy, chemical coordination, physical coordination and biochemical coordination. Their approach is called SAPERE, and integrates an architecture with multiple users. It includes a middleware that supports the development of pervasive systems in mobile applications in devices such as smartphones and tablets. The coordination models are represented with eco-laws. Their approach is mainly aimed at developing MASs that coordinate several activities with some users through a distributed system that use several mobile devices. However, this approach is not aimed at performing simulations. Instead, this approach focuses on the problem of coordinating users. Thus, the scope of the systems developed with this approach is different from the ones developed with the current approach.

Moreover, Lin and Lin [20] developed a MAS that coordinates several users through an app. User can change their goals, by scheduling or re-scheduling their tasks. In particular, it solves the mobile user coordination problem. In addition, a model-driven approach was defined for developing ambient assisted-living MASs customized for Parkinson patients [12]. This approach implicitly defined the process, and introduced a language specifically designed for patients that suffer from Parkinson’s Disease (PD). The workproducts of this implicit process are apps. In this line of research, PHAT [4] framework creates virtual living labs that reproduce realistic conditions of an application inside certain hardware that can run the Android operative system. Their approach runs an ABS that determines the concrete situations with the SociAALML modeling language. This language has been tested in the context of PD patients. Thus, these works described ad hoc techniques, each of which was only intended for one specific domain. These works do not provide general guidelines for developing ABSs. In addition, none of these works discusses different ways of evolving internal attributes of agents.

2.4. Comparison with survey questions

In the spirit of the systematic review methods, the current work formulates several research questions for further analyzing the introduced related works. Some of these questions use the term MASs for covering more systems than strictly ABSs. These questions follow:

- Q1. Has this work used a technique for developing ABSs regardless whether the technique is ad hoc for a specific domain?
- Q2. Does this work explicitly define a general technique for developing different MASs?
- Q3. Is this work illustrated with at least an ABS?
- Q4. Does this work compare simulated and real results for an ABS as a case study?
- Q5. Does this work apply a statistical test for comparing real and simulated results?
- Q6. Does this work provide an open and free ABS as a case study?
- Q7. Does this work show the evolution of a metric in any simulation?
- Q8. Does this work discuss some different ways of evolving agent attributes?
- Q9. Has this work implemented a MAS as an app?
- Q10. Has this work implemented a MAS as an online tool?

Table 1 answers the questions for the most relevant related works. As one can observe, none of the analyzed works explicitly discusses several alternatives for evolving agent attributes. Thus, to the best of authors’ knowledge, the current work is the first one that analyzes different ways of evolving agent attributes when defining a technique for developing ABSs.
Moreover, considering only the works that explicitly define general techniques for developing different MASs, none of these contemplates providing a MAS as an online tool. In addition, most of these works neither implement their systems as apps. The only exception is the technique proposed by Zambonelli et al. [28], but it has not been specifically applied for constructing ABSs. Therefore, the current approach is the first general technique for specifically developing ABSs as apps and online tools.

Furthermore, most of these works about general development techniques neither compare real and simulated results for evaluating the technique nor apply a statistical test for this comparison. In particular, the only found exception is the general technique of Gómez et al. [14], which compared the results without applying a statistical test. In fact, this last technique has been considered as the most similar one to the current approach, so it has been used in the experimental comparison of the current work.

### 3. TABSAOND

**TABSAOND** allows practitioners to follow certain steps for modeling and constructing ABSs for particular problem domains. This technique mainly focuses on the decision-making process of agents specifically considering the nondeterministic decisions. In this context, it discusses different ways of evolving agent attributes. In addition, this technique is aimed at developing the simulators as mobile applications and online tools, so that these simulators can be available to a wider audience of users. The next subsection presents the main steps of this technique, and introduces the remaining subsections of this section.

#### 3.1. Main steps

The main steps of the current technique are presented in Figure 1. As one can observe, practitioners can come back from some steps, following an iterative approach. These main steps follow:

- **Definition of the agent types**: The agents of a system must be classified according to their internal and external behaviors. Agent types represent different agent roles. There can be one or several agents of each type.

- **Selection of the agent attributes**: Determine which features are relevant in each agent type as agent attributes. The current approach recommends that each agent attribute is represented with a real numeric value in a limited interval. In the simulators with spatial information, the locations of agents are also represented as agent attributes.

- **Modeling the social interactions**: In this step, the designer determines the social interactions indicating the agent types of the senders and the receivers. They also establish the influences of the interactions on the agent attributes. In particular, they indicate which information is transferred. In this step, the designer determines
whether the current design represents all the social interactions and transferred information. In some cases, the designer may need to change the organization of the ABS. In these cases, the designer comes back to the first step for redefining the agent types.

- **Indicating the progress factors**: This step simulates each ratio of agents that actually perform an action, simulate a repercussion or take a decision. This aspect is recommended to be simulated with a random number compared to the probability that represents the ratio, in a similar way to the next step.

- **Modeling the decisions**: The decisions are usually taken considering certain facts of the environments. In most cases, individuals do not decide always the same from the same input facts. This is advised to be simulated with probabilities. The decisions are modeled with the decision-making process presented in section 3.2. In addition, there are several ways of determining these probabilities, as it will be described later in section 3.3.

- **Selecting the way of changing attributes**: The agent attributes usually vary concerning certain events or actions. The designer must decide the proper mechanisms for simulating these variations, which can usually be either incremental or decremental. Section 3.4 discusses some alternatives for these variations. In the case of simulations with spatial information, these variations can be determined with a direction and a distance.

- **Development of the software**: The agents are recommended to be implemented with a particular framework. In this way, developers only need to implement the functioning of each agent type considering the update of its mental state (represented with attributes) and their social communications. The framework usually runs the whole simulation considering these implementations and certain numbers of instances for each agent type. This framework supports the current technique, and is presented in section 3.8. This framework is aimed at implementing ABSs as apps and/or online tools.

- **Calibration of the ABS**: The simulated results must be compared with real results. The developers normally need to tune certain parameters of the decisions or the variations, in order to achieve that the simulated outcomes are
similar to the real ones. If the developers cannot properly calibrate the ABS, they can change the decision-making process by coming back to the step about the progress factor. If this is not enough, they can also come back to the first step for redefining the agent types, their features and their social interactions.

The next subsection proposes a generic decision-making process for agents and the way for particularizing it for specific domains. Section 3.3 determines different ways of determining the probabilities for simulating the decisions. Section 3.4 proposes several ways of calculating the variations of agent attributes according to the decisions. Section 3.5 discusses several possible combinations of (a) mechanisms for obtaining probabilities and (b) formulas for calculating variations. Section 3.6 discusses certain aspects of social interactions, and section 3.7 provides some hints for simulations with spatial information. Finally, section 3.8 presents the framework that supports the development of ABSs with the current approach.

3.2. Decision-making process

Figure 2 shows the dataflow diagram with a general schema of the decision-making process of each agent in the current approach. In this approach, the decisions are taken in a nondeterministic way by means of probabilities. These probabilities condition all the decisions of a particular kind taken by a certain type of agents in different iterations.

One of the cornerstones of the current approach is the calculation of these probabilities, since these are used for simulating the decisions. The calculation of probabilities can receive input from agent attributes, their locations, the interval boundaries of agent attributes, the experience from previous iterations and other aspects from the environment. This calculation of probabilities can also be influenced by some information transferred from certain social interactions. Regarding the application domain, these calculations can be defined with UML dataflow diagrams (or activity diagrams) and/or mathematical formulas. The mathematical formulas can be combined with validated probability models [25]. Section 3.3 further discusses the calculation of these probabilities.

After selecting the probabilities, each decision is simulated by the generation of a random number, and its comparison with the accumulated values of these probabilities (see the explicit mechanism in section 3.3). In this manner, each choice has the corresponding probability of being taken. The choice of a decision can alter the environment or...
trigger one or several social interactions. Besides these effects, the selection of a choice usually influences the trend in an agent attribute or several ones. Each trend can be either positive, negative or neutral. In case of simulations with spatial information, the decision can also output a direction, expressed either with an angle $\alpha$ or with a vector of several dimensions.

Another cornerstone of the current approach is the calculation of the variation of each corresponding agent attribute from the trend or direction. The calculation of these variations can be defined as a combination of certain mathematical formulas as further discussed in section 3.4. These formulas can receive information from the constants transferred in social interactions, the agent attributes, their boundaries, the previous experience and the location.

Finally the agent attributes and/or the location are updated with the outputted variation (referred as “Delta”). The experience can also be recorded to be used in the decisions of later simulation iterations.

3.3. Probabilities of decisions

The decisions of agents can usually be simulated with certain probabilities. In particular, a decision of two options can be simulated by the generation of a random number $r$, and then comparing it with a certain probability $p$ assigned to the positive option. In this case, the decision $d$ can be simulated with the following equation:

$$d = \begin{cases} 
\text{yes}, & \text{if } r \leq p \\
\text{no}, & \text{otherwise}
\end{cases}$$

This can be generalized for a decision $d'$ with more than two options with the following equation:

$$d' = \begin{cases} 
o_1, & \text{if } r \leq p_1 \\
o_2, & \text{if } p_1 < r \leq p_2 \\
o_i, & \text{if } p_{i-1} < r \leq p_i \\
o_N, & \text{otherwise}
\end{cases}$$

where $p_1, p_2, \ldots, p_{N-1}$ are respectively the probabilities of options $o_1, o_2, \ldots, o_{N-1}$, and the probability of $o_N$ is one minus the sum of all the other probabilities.

The current approach proposes several mechanisms for calculating the probabilities. Each of these mechanisms can be configured in different ways regarding the adjustment of some of its internal constant values. These mechanisms follow:

- **Constant probability**: In this mechanism, the decisions of each kind are simulated with a fixed probability. This mechanism is mainly recommended to be used in the step about the progress factor. This mechanism can also be useful in the next step about modeling decisions. For instance, the constant value can be transferred from an interaction. In addition, in some cases, the decisions can be categorized by some types of events. In these cases, one can define a list of different probability constants for the different types. This mechanism can also be useful for combining it with the other proposed mechanism for calculating probabilities and/or some mechanisms for obtaining non-constant variations in agent attributes.

- **Consider the integration of a normal distribution**: In this case, the designer must properly establish the way of setting the mean and the standard deviation of the normal distribution. In each iteration, the probability is obtained from the integration of the normal distribution between the current attribute value and one of the attribute interval limits.

Regarding the second option, a normal distribution is defined with the following equation:

$$\Phi(x) = f(x|\mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$

where $\mu$ is the mean and $\sigma$ is the standard deviation (SD).

In this option, the probability is reduced when reaching unusual values of the agent attribute. In particular, for increasing trends, it calculates the integral of the normal distribution $\Phi(x)$ from the current value to the upper limit.
This probability is multiplied by a constant called $I_i$, which is recommended to be set to two or lower values. Oppo-
sitely, the current approach uses the integral of $\Phi(x)$ from the lower limit to the current agent attribute for decreasing
trends. This probability is multiplied by the $I_d$ constant which is recommended to have any positive value up to two. In particular for increasing trends, the probability is calculated in the following manner:

$$p_{iI} = \min \left(1, \ I_i \cdot \int_c^{l_{max}} \Phi(x) \, dx \right)$$  \hspace{1cm} (2)

where $c$ is the current agent attribute, and $l_{max}$ is its upper limit.

In addition, for decreasing trends, the probability is obtained with the following formula:

$$p_{iD} = \min \left(1, \ I_d \cdot \int_{l_{min}}^c \Phi(x) \, dx \right)$$  \hspace{1cm} (3)

where $l_{min}$ is the lower limit.

The way of establishing the mean $\mu$ and the SD $\sigma$ in the normal distribution $\Phi(x)$ influences the way the decision probabilities evolve. This $\mu$ value represents the common average in the corresponding domain. In particular, the current approach advises developers to automatically set $\mu$ to the average of the corresponding attribute of all the agents at the beginning of the simulation, because this value is usually a representative average in the domain. In this way, the simulation uses the previous experience as it is conditioned with an initial value of the simulation. The $\sigma$ value commonly influences in the final global variations of the whole system. Although some value can be initially assigned, $\sigma$ is usually adjusted after in the final calibration step of the present technique, in order to obtain similarity between simulated and real outcomes.

A simulation can combine both equations about the integral of a normal distribution for respectively increasing and decreasing trends. In this case, the current work recommends that the sum of the $I_i$ and $I_d$ constants does not surpasses two. In this manner, the system can simulate a decision with three options for respectively increasing, decreasing and neutral trends. The last option is selected when the others are not selected. The values of the $I_i$ and $I_d$ constants are also usually tuned in the final calibration step.

Sometimes, a task is performed after two or more decisions take place together. In these cases, the decisions can usually be combined as a product of the probabilities, which is supported by a validated probability model [25].

After the probabilities are simulated, the decision output can be represented as an integer value that represents the selected option. For example, a possible range of values can be $\{-1, 0, 1\}$ for respectively determining decreasing, neutral and increasing trends.

### 3.4. Calculation of the variations

In the calculation of the variations of agent properties, this technique advises practitioners to consider boundaries of the corresponding intervals. It is worth reminding that in general this work recommends establishing boundaries for the properties of all the agent types. There are two ways of considering boundaries in the current approach. First, developers can consider any function $f$ of evolving agent attributes, and then apply another function $f'$ that forces that any value outside the allowed limits is changed to nearest limit. The second way is to establish the function of attribute evolution considering the distances to the limits in order to avoid surpassing any limit. This section firstly introduces the first way of keeping agent attributes within some limits. Then, it presents some ways of evolving agent attributes. One of these considers the distance to the limits, so it can keep the attributes within the allowed intervals.

Regarding the first option about the attribute limits, if the variation of an attribute value makes this surpass any boundary, then this attribute is finally set to that boundary. This is represented with the following equation:

$$f'(x) = \begin{cases} 
l_{max}, & \text{if } f(x) \geq l_{max} \\
l_{min}, & \text{if } f(x) \leq l_{min} \\
f(x), & \text{otherwise}
\end{cases}$$

where $l_{min}$ and $l_{max}$ are respectively the minimum and maximum limits, and $f(x)$ represents the function that updates the $x$ value of a particular agent attribute considering any variation.
If the function $f$ is known to be monotonically increasing, $f'$ can be simplified with the following equation:

$$f'(x) = \min(f(x), l_{\text{max}})$$

Likewise if the function $f$ can be assumed to be monotonically decreasing, $f'$ can be simplified with the following equation.

$$f'(x) = \max(f(x), l_{\text{min}})$$

In general, all the formulas of evolving agent attributes must consider the aforementioned mechanism for not surpassing limits, except the formula that considers the distance to the limits.

This section now describes the different formulas for evolving agent attributes from scratch. To begin with, the evolution function $f(x)$ can be decomposed with the following equation that explicitly mentions the variation as $\Delta x$:

$$f(x) = x + \Delta x$$

One option is that $\Delta x$ is established to fixed values, depending certain surroundings facts of the environment. In order to illustrate the current approach, this paper uses the constants $D_i$ for increasing trends and $D_d$ for decreasing trends.

As another option, one can consider the boundaries in a function that calculates $\Delta x$. For instance, this can be achieved by calculating a $\Delta_k(x)$ variation as a portion of the distance to the approaching limit with the following equation:

$$\Delta_k(x) = \begin{cases} 
K_i \times (l_{\text{max}} - x), & \text{if } d > 0 \\
- K_d \times (x - l_{\text{min}}), & \text{if } d < 0 \\
0, & \text{otherwise}
\end{cases}$$

where $K_i$ and $K_d$ represents the ratio constants for respectively the increasing and decreasing trends, and $d$ is the decision.

Figure 3 shows the evolution of an agent attribute that always evolves with the variations calculated with this mechanism. The inferior and upper bounds are respectively set to -1 and 1 for this example and the remaining ones.

Another alternative for calculating the variation is to consider the position of the simulation iteration (i.e. a counter that increases in each iteration). This alternative is mainly aimed at reducing the fluctuations for reaching stability. Besides the constants $D_i$ and $D_d$, it also uses the constant $L_c$ referring for the long duration aspect and $L_e$ referring to the exponent of this aspect. From the $d$ decision, in this alternative the $\Delta_L(x)$ variation is calculated in the following way:

$$\Delta_L(x) = \begin{cases} 
D_i \times \min(1, L_c/|i|), & \text{if } d > 0 \\
- D_d \times \min(1, L_c/|i|), & \text{if } d < 0 \\
0, & \text{otherwise}
\end{cases}$$

where $i$ refers to the position of the iteration.

In particular, $L_e$ is recommended to be set considering the number of iterations that are expected to be necessary for reaching stability in the specific domain. In addition, $L_c$ is suggested to be set to one or two for smooth losses of fluctuations, and is recommended to be set to higher values for quicker losses of fluctuations.

In this approach, some of the aforementioned alternatives can be combined to calculate the variations in a more appropriate way according to the specific domain. For example, one can calculate two possible increments in different ways like $\Delta_1$ and $\Delta_2$, and obtain either the minimum, the maximum or the average of these two values, respectively with the following equations:

$$\Delta_x = \min(\Delta_1, \Delta_2)$$
$$\Delta'_x = \max(\Delta_1, \Delta_2)$$
$$\Delta''_x = (\Delta_1 + \Delta_2)/2$$

In addition, similar equations could be applied for the combinations of more than two formulas. The minimum combination is recommended to be used in increasing trends in which one of the formulas increases more steeply.
than appropriate in some iterations. Oppositely, the maximum combination is recommended to be applied in decreasing trends when one of the equations decreases more steeply than appropriate in some iterations. Notice that the maximum of several negative numbers is the one with the lowest absolute value. The average of several formulas is usually recommended for the designers that want to avoid inappropriate evolutions in the points that correspond to the intersection of the original formulas when using the minimum or maximum combinations.

3.5. Combination of decisions and calculations of variations

Normally, in the construction of ABSs, developers combine mechanisms for taking decisions with particular manners of calculating variations of agent attributes. The goal of this section is to illustrate some useful combinations, so that developers can know the implications of these combinations. In this manner, they can select the combination that better fits each particular domain.

To begin with, Figure 4 shows an example of combining a decision with a constant probability with a variation $\Delta_k(x)$ calculated as a portion of the distance to the approaching limit. This chart shows different evolutions considering several values of the probability of the decision.

Moreover, one can apply decisions with more than two options including not only increasing trends but also decreasing ones, and combines this with a $\Delta_k(x)$ as a portion of the distance to the approaching limit. Figure 5 shows an example of this case. This figure represents the evolutions of an agent attribute with different probabilities for the decisions. The probability of increasing is denoted as $p_i$, while the probability of decreasing is denoted as $p_d$. The remaining implicit probability determines when the agent attribute maintains the same value. This combination can achieve different relative stable values regarding the different pairs of values for respectively $p_i$ and $p_d$. In particular, this example is shown with a large number of iterations (i.e. 10000 iterations) to show that the results of this combination reach relative stable solutions without converging to any of the interval limits.

The stability is achieved because there is both increasing and decreasing decisions. For instance, the increasing variations are lower when approaching the upper limit, while at the same time decreasing variations are larger since the attribute value is getting far from the lower limit. In this case, although the probability of increasing $p_i$ is greater than the probability of decreasing $p_d$, this difference is compensated with the difference of variations at some positive
Figure 4: Evolution of an agent attribute combining a decision with a constant probability (referred as "p" in the chart) and a portion of the distance to the approaching limit. $K_d$ is set to 0.04 for all the evolutions of this chart.

Figure 5: Evolution of an agent attribute combining a decision of three options with a portion of the distance to the approaching limit. $K_d$ and $K_i$ are both set to 0.001 for all the evolutions of this chart.
value. In this way, the simulation usually reaches to an agent attribute value that tends to be the same, despite some slight fluctuations from the underlying nondeterministic random mechanism for simulating decisions.

Furthermore, another recommended combination is to use (a) the probabilities from the integration of a normal distribution for decisions and (b) fixed values $D_i$ and $D_d$ for the variations controlling that the limits are not surpassed. Figure 6 shows an example of this combination. In particular, Figure 6a uses the values $\mu = 0$, $\sigma = 0.3$ for the normal distribution and $D_i = 0.01$, $D_d = 0.01$ for the variations. The figure represents the results of different combinations of $I_i$ and $I_d$. This combination achieves relative stability, as one can observe in the evolution of 1000 iterations. This stability is reached because the probabilities of increasing and decreasing usually vary in opposite directions until these meet the same value. However, the fluctuations are high, because the variations are not reduced.

In addition, Figure 6b shows the same combination of decisions and variations. However, this chart uses different values of $\sigma$, the SD of the normal distribution used for the decisions, while the other values are fixed. In particular, this example uses the values $I_i = 1.9$ and $I_d = 0.1$. One can observe that the lower $\sigma$ is, the nearer to the mean of the normal distribution (in this example $\mu = 0$) the stability is reached.

The decisions from the integral of the normal distribution can be usefully combined with the variations $\Delta L(x)$ that are reduced when there are long durations. Figure 7 presents several examples for illustrating this combination. In particular, this figure represents simulations with the same values of $I_i$, $I_d$, $\mu$, $\sigma$, $D_i$, and $D_d$ as in the previous Figure 6a, but it now considers the variations $\Delta L(x)$ based on the long durations. Both subfigures of Figure 7 use $L_e = 300$. The difference is that Figure 7a has applied $L_e = 2$, while Figure 7b shows the results when $L_e = 4$. As one can observe, the former reduces the fluctuations with a smoother transition, while the latter reduces its fluctuations more rapidly.

Considering the analyzed combinations, the last one achieves the lowest fluctuations in simulations with long durations. Thus, this last combination is probably the most appropriate choice when the simulation is intended to achieve stability with very low fluctuations.

It is worth mentioning that another combination with low fluctuations was the one that used a distance portion to the approaching limit, when the attribute tends to be one of the attribute interval limits. However, the fluctuations are not so low when the stability is reached far from the limits. Hence, the current approach recommends using the variations based on long durations when the stability should be reached far from the limits. In particular, the higher the $L_e$ constant is, the quicker the fluctuations disappear.

3.6. Discussions about social interactions

The agents of ABSs usually communicate with each other conforming social interactions. Hence, in most ABSs these interactions may influence the evolution of the internal agent attributes. In the current technique, the social
interactions can be considered as inputs in the decisions. The decisions can also receive input from other aspects such as certain environmental information. Furthermore, the outputs of some decisions can imply that certain agents initiate some social interactions.

In social interactions, the influence of some agents on others can be modeled by the communication of certain constants of the previously introduced formulas. For instance, an agent $a_s$ sends a message to an agent $a_r$. Then, the receiver agent $a_r$ takes some decisions based on certain formulas for both (a) calculating the probabilities for simulating certain decisions and (b) obtaining the variations of some internal attributes. These formulas can use several constants $K_1, K_2, ..., K_N$. Some of these can be transferred in the communication from $a_s$ to $a_r$.

In social interactions, an important decision of each sender agent $a_s$ is the selection of the receiver agent $a_r$. Regarding the kind of communication, the receiver agent $a_r$ is usually selected from the existing ones of a specific type. There can be several agents of each type. An unbalanced selection mechanism can imply bias in the functioning of the whole system, especially when some agents are overloaded. This fact has been further discussed and proved in our previous work [15]. Thus, this technique recommends equiprobable distributions for selecting receiver agents from a particular type when possible.

Nevertheless, it is not always possible to select receiver agents with equiprobable choices for each type. In some cases, the agents are selected considering some of their properties. For example, the selection can consider the locations of agents. A common way is to select the nearest agent to the sender agent, only considering the agents of the corresponding type. This selection mechanism does not usually produce overloading patterns, for common heterogeneous location distributions of agents.

In other cases, agents are aimed at maximizing or minimizing some attribute of the receiver agent. If the selection mechanism is deterministic in all the sender agents (e.g. selecting the agent with the maximum or the minimum value in a particular attribute), then it will lead to an overloading pattern. The current technique recommends that this decision is selected with the equation for the decisions with more than two options introduced in section 3.3. The probabilities $p_1, p_2, ..., p_N$ can be established considering the values of the relevant attribute of the agent. In this way, although the agents with higher values of the attribute are more probable to be selected, the other agents can also be selected. The selection is still close to the reality, since the relevant attribute influences the distribution in comparison to the equiprobable decision. At the same time, it alleviates the possible negative effects of the overloading patterns.

Furthermore, the selection of the receiver agent could also be selected considering several agent attributes. In this case, the presented technique also recommends taking decisions based on probabilities considering the corresponding attributes. If possible, different sender agent types are recommended to use different weighted combinations of the relevant attributes, alleviating even more the negative effects of the overloading patterns [16].

Figure 7: Combination of decisions based on the integral and the variations considering the long durations, with $L_c = 300$. 

(a) $L_c = 2$

(b) $L_c = 4$
3.7. Discussions about spatial information

In ABSs, the spatial information is used in several domains such as ecosystems, land manager and traffic simulations. In the current approach, the locations are represented as agent attributes, although normally these are recommended to be treated in a different way.

Locations can be considered as inputs and/or outputs of the decisions. Considering the inputs, the location can determine different aspects. For instance, it can be the initial spot for a path finding problem. It can also be used to determine the distances or relative positions from certain environmental elements such as the limits of the allowed space, certain obstacles of the environment, other agents representing any kind of individuals and the ball in some sport simulations. Regarding the outputs, the decisions can influence on the location of the corresponding agent. For instance, some common decisions are to move in certain directions.

Locations are recommended to be decomposed in its dimensions for being represented as agent attributes, e.g. \( x \) and \( y \) for two dimensions (2D). Besides the location point, the agents can also represent their orientation with an angle \( \alpha \). In this manner, some of the presented formulas can be adapted for being used with a local polar coordinate system.

In each iteration, the decision can determine the agent orientation and whether the agent moves. In case of spaces with graphs, the direction of each agent usually follows a searched path. However, in ecosystem-like scenarios, the direction is not usually restricted to an edge of a given graph map, and directions are usually selected for getting to certain targets in the space and/or avoiding certain obstacles.

Considering the variation of the location, a variation distance \( \Delta d \) can be calculated with some of the formulas previously introduced in section 3.4. This distance is added to the coordinates of a specific agent considering its orientation. For example, in the case of 2D, the new coordinates can be calculated with the following equations:

\[
\begin{align*}
x &= x + \cos(\alpha) \cdot \Delta d \\
y &= y + \sin(\alpha) \cdot \Delta d
\end{align*}
\]

In a similar way, simulations can be modeled in three dimensions (3D), where the three coordinates will be updated with \( \Delta d \) and a direction in 3D. This direction could be represented either with two angles or a vector of three components. This vector should be normalized for letting the velocity be determined by \( \Delta d \).

Following the equations of the current technique, some agents may reach stable positions. For example, assume that an ABS simulates the mobility of the population of a continent. This system can simulate the fact that older people usually change their place of residence with shorter distances and less frequently. The simulator could use a similar function as the one previously introduced for long durations in section 3.4 for simulating the displacements. In particular, the distance \( \Delta d \) of the variations of locations can be calculated with the following equation:

\[
\Delta d = K_v \cdot \min(1, \frac{L_c}{a})^{\frac{1}{L_e}}
\]

where \( K_v \) is a constant with the maximum velocity per simulation iteration, and \( a \) is the age of each individual (similar to the iteration position but it can be different for each agent). \( L_c \) and \( L_e \) have similar meanings as before for the originally proposed equation for long durations.

In order to reduce the frequency of the changes in places of residence, a similar equation can be applied for calculating the probability in the decision with the following formula:

\[
p_c = \min(1, \frac{L_c}{a})^{\frac{1}{L_e}}
\]

This probability is normally combined with other probabilities that receive input from some environment circumstances and other agent attributes. The direction \( \alpha \) can be decided considering the objectives of each agent and other factors. The new location would be calculated from the previous one with the corresponding \( \alpha \) and \( \Delta d \) by means of equations 10 and 11.

3.8. Framework for agent-based simulation apps and online tools

The framework of TABSAOND contains a Matlab script with several functions and procedures for assisting practitioners in selecting the appropriate choices for the simulation models. This script contains all the agent decision mechanisms presented in the current article. It also includes all the necessary functions for calculating the variations.
of agent attributes as described in the current approach. It also has a high order function that allows developers to combine the different decision mechanisms with the different variation mechanisms. In this manner, they can rapidly design and test some simulation model excerpts before actually selecting one and implementing the complete ABS as an app and an online tool. This script also has some examples for plotting charts with several combinations of decision mechanisms and ways of calculating variations.

TABSAOND also has a software framework for developing ABSs constituting mobile apps and online tools. In particular, this framework has been developed with the JavaScript programming language. In this way, an app can be automatically generated with the Apache Cordova toolkit, as one can observe in other developments with this technology [7]. In addition, the ABSs developed with the current framework can also be deployed as online tools, which can be usually executed in the browsers of users, as JavaScript supports Web client programming. For this purpose, the browsers of users need to enable JavaScript with all its functionalities. Both the Matlab script and the reusable part of the JavaScript software framework are available from the TABSAOND website [13].

Figure 8 shows the main excerpt of the class diagram of the software framework of TABSAOND. The framework includes the “Simulation” class. The simulation can contain different types of agents represented with the hierarchy of the “Agent” class. All the agents have a “Live” method that is called periodically in all the iterations of the simulation. In this way, each agent type is represented as a subclass of Agent, and can determine its own behavior by overwriting the Live method. The concrete agent types depend on the specific domain of the ABS, and are defined by the developer. The current approach recommends having the “Observer Agent” besides all the necessary domain-specific agents. The observer agent records the average value of the relevant attribute in all the agents for each iteration. In this manner, it records the evolution of this average value in the whole simulation. At the end of the simulation, it also calculates the SD of the corresponding attribute.

In this framework, all the agents have access to the simulation, and consequently to all the other agents and to the blackboard. In this way, each agent can explicitly communicate with any other agent. In addition, agents can implicitly communicate with each other by changing some information in the “Blackboard”. Its concrete attributes depend on the specific domain.
The web-based interface of TABSAOND uses the “Main GUI” class for configuring the simulations with the parameters indicated by the user. The “Drawer” class shows a chart of the evolution of the average of the agent attribute collected by the observer agent. The interface is defined with a web page called “index.html”. This page uses JQuery Mobile so that its style can be properly observed from mobile devices. The charts are represented with the open-source “Chart.js” library.

The software framework of TABSAOND has some math utilities for performing some of the operations proposed in the current approach in an efficient way. For example, Figure 9 shows the class diagram of an excerpt of the framework for pre-calculating the integral of a normal distribution from any x value of the allowed agent attribute interval to the upper limit, considering a finite number of values separated with a certain distance. In this way, the integral is calculated only once from each x value to the upper limit. This framework saves execution time, since each integral value can be requested several times by different agents. In addition, this pre-calculation uses an accumulative numerical integration approach. The pre-calculation of the set of all the considered attribute values only has a global linear computational cost $O(n)$ considering the number of these values, since the integration of each x value is calculated with a constant cost from the integration result of the previous $x'$ value.

4. Evaluation

The current technique has been applied to develop an ABS as a case study. The same ABS has been developed with one of the most similar techniques, which was presented by Gómez et al. [14]. These versions of the ABS have been executed in a data set based on published works [19, 22]. The current evaluation compares the quality of the simulated outputs, the execution times and the development times. Section 4.1 presents the case study implemented with the current technique. Section 4.2 introduces the same ABS developed with the alternative technique, and section 4.3 compares all the aforementioned features between the two versions of the ABS.

4.1. Case study developed with TABSAOND

The current approach has been applied for developing an ABS in the context of heart rate variability (HRV). More concretely, this ABS simulates different mindfulness training programs, and evolves the HRV of some simulated meditators. It simulates the HRV that would be obtained during meditation. The development followed the steps of TABSAOND. The most relevant aspects are described below for each step:

1. **Definition of the agent types**: The developer decided to have two different agent types besides the recommended observer agent. First, the “Practitioner agents” simulate meditators of mindfulness with the corresponding repercussions in their HRV. Second, each “Instructor agent” simulates an instructor that determines a mindfulness program and guides meditators with this program. In particular, the generic instructor agent type is easily extensible with particular instructor agent subtypes. Each of these subtypes determines a specific mindfulness program by implementing the corresponding Live method.
2. **Selection of the agent attributes**: The main feature of practitioner agents is their HRV during meditation. Specifically, the current work has selected the Normalized High Frequency Power (HF n.u.) metric. Among other reasons, this metric has been selected because it is bounded to a specific interval, which is [0, 1]. Remind that agent attributes are recommended to be bounded in TABSAOND. The HF n.u. metric is presented with its percentage.

The main attributes of the instructor agent type relate to information about the different mindfulness exercises and their influences on HRV. The most relevant feature of each instructor agent subtype is its program for guiding a mindfulness course. It usually indicates which mindfulness exercises are practiced in each iteration by programming code. In this way, developers can combine programming structures such as multiple-selection statements, conditional statements and remainder operations to simplify the definition of mindfulness programs with repetitive schedules.

3. **Modeling the social interactions**: The instructor agent communicates with all the practitioner agents for guiding these in a particular mindfulness program. Specifically it guides each mindful activity of the program in the particular simulation iteration according to its schedule. In each social interaction, the instructor agent transfers a particular mindful activity with some constants that determine its common influence on HRV. These constants are used in both the simulated decisions of the practitioner agents and in the calculation of the agent attribute variations.

4. **Indicating the progress factors**: In this ABS, the progress factor determines whether each practitioner is focused enough to experience the influence of each mindfulness exercise. This is simulated with a constant probability.

5. **Modeling the decisions**: The decisions were modeled for determining the influence of each mindfulness exercise on the HRV of each practitioner agent. Specifically, each practitioner agent is only influenced if the results of two events are consecutively positive. The first one is the progress factor mentioned in the previous step. The second one is the decision that simulates the probability obtained from the integral of a normal distribution considering the current HRV of the practitioner agent by means of equation 2. This ABS uses the initial HRV average of all the practitioners as the mean \( \mu \) of the normal distribution as recommended in TABSAOND. Thus, the probability of the decision decreases when getting far from the initial average. In this way, the current ABS considers the experience of the previous influences from mindful exercises. The other constants were adjusted later in the calibration step.

6. **Selecting the way of changing attributes**: In the case of the positive results of both the progress factor and the decision described in the previous steps for a particular agent, the ABS calculates the variation of its HRV attribute. This system uses a fixed variation, in which the final attribute value is checked to avoid surpassing the limits. The combination of decisions based on the integral of a normal variation with fixed variations is one of the recommended options of TABSAOND (remind Figure 6 for instance). The practitioner agent receives the constant for the increasing fixed variation \( D_i \) from the transferred information of the social interaction from the instructor agent. In particular, the instructor agent sends a different increasing constant for each mindfulness exercise. Since all the influences have increasing trends, the restriction of limits is checked with the simplified equation 4 of the current approach.

7. **Development of the software**: This ABS was constructed using the JavaScript framework of TABSAOND using an object-oriented approach. This simulator is called ABS-MindHeart, and was developed as an app and as an online tool, both of which are available from the website of the current approach [13]. The app is also available from the Google Play store for Android.

8. **Calibration of the ABS**: This ABS was calibrated by implementing well-known mindfulness programs such as the Vipassana meditation and the Mindfulness Based Stress Reduction (MBSR), and comparing the simulated results with the real ones reported in the literature [19, 22]. This ABS was calibrated by tuning (a) the probability \( p \) of the progress factor, (b) the \( \sigma \) value in the used normal distribution of equation 1, and (c) the different \( D_i \) values for the corresponding mindful activities. Specifically, some of the adjusted values were \( p = 0.99 \) and \( \sigma = 0.04 \). In addition, the \( D_i \) constants were calibrated with the values presented in table 2 for the different mindful activities.

Figure 10 shows an example of execution of the ABS-MindHeart app. The developer defined each new subtype of the Instructor agent by extending the class representing this agent and implementing the Live method. In this context,
Table 2: The values of $D_i$ for the different mindful activities

<table>
<thead>
<tr>
<th>Activity</th>
<th>$D_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body Scan</td>
<td>0.80</td>
</tr>
<tr>
<td>Group Sitting</td>
<td>0.70</td>
</tr>
<tr>
<td>Instructor Discourse</td>
<td>0.00</td>
</tr>
<tr>
<td>Long Meditation</td>
<td>0.30</td>
</tr>
<tr>
<td>Mindful Breathing</td>
<td>0.75</td>
</tr>
<tr>
<td>Mindful Eating</td>
<td>0.40</td>
</tr>
<tr>
<td>Mindful Movement</td>
<td>3.30</td>
</tr>
<tr>
<td>Questions and Answers</td>
<td>0.00</td>
</tr>
<tr>
<td>Walking Meditation</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 10: ABS-MindHeart app

(a) Input of the ABS  (b) Results  (c) Evolution with a chart

Figure 11: Definition of the strategy of the Vipassana meditation program
Figure 11 shows an example of the implementation of a Live method. In particular, this example defines the strategy of the Vipassana meditation program [19].

4.2. ABS developed with the control mechanism

In order to compare the current approach with another similar one, the same ABS of the previous case study has been developed with the approach proposed by Gómez et al. [14]. In the current experimentation, this version of the ABS is also referred as the control version. The ABS was firstly modeled with the Ingenias modeling language considering the indications of that approach. In order to improve the performance of the simulations, the ABS was developed with the framework of PEABS. Our previous work showed that this framework improves the performance of the Ingenias auto-generated programming code in ABSs [9], so the current paper omits the explanation and proof of this fact for the sake of brevity. The ABS was trained with the same input data as in the previous case study. In particular, the ABS used the Deck random generators, since this kind of generators usually facilitates the training of the ABSs as shown in our previous work about ATABS (a technique for Automatically Training ABSs) [11]. As an example, Figure 12 shows the control version of ABS-MindHeart running the Vipassana meditation program.

4.3. Comparison

The current work compares both versions of ABS-MindHeart in two scenarios: the Vipassana meditation program and the MBSR program. In particular, this work uses a data set extracted from the published studies of respectively Krygier et al. [19] and Nijjar et al. [22].

The simulation inputs were established with the same values as the published data set, and the simulation outputs were compared with the real outcomes according to the data set. Table 3 shows the input circumstances and the outcomes in the real case and the two versions of the ABS. The input circumstances mainly are the number of practitioners and their average pre-program HRV, measured with the HF n.u. metric. In addition, the number of iterations represents the number of meditation hours of the mindfulness program. The main outcome of each simulation is the average post-program HF n.u. of participants.

Since this ABS is a nondeterministic system, the simulation was executed several times to reduce the possible bias because of the output fluctuations. In particular, each version of the ABS was executed 100 times for each mindfulness program in order to obtain an adequate statistical power [6].
Table 3: Input and outcomes of the real cases and the simulations of the two versions of ABS-MindHeart considering 100 simulations for each mindfulness program and ABS

<table>
<thead>
<tr>
<th>Program</th>
<th>Real or ABS</th>
<th>Practitioners</th>
<th>Iterations</th>
<th>Pre-Program HF n.u. (%)</th>
<th>Post-Program HF n.u. (%)</th>
<th>Mean difference from real</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vipassana</td>
<td>Real</td>
<td>36</td>
<td>100</td>
<td>36.00</td>
<td>44.00</td>
<td></td>
</tr>
<tr>
<td>TABSAOND ABS</td>
<td>36</td>
<td>100</td>
<td>36.00</td>
<td>44.03 (SD 0.15)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>36</td>
<td>100</td>
<td>36.00</td>
<td>45.60 (SD 0.04)</td>
<td>1.60</td>
<td></td>
</tr>
<tr>
<td>MBSR</td>
<td>Real</td>
<td>18</td>
<td>24</td>
<td>24.50</td>
<td>32.10</td>
<td></td>
</tr>
<tr>
<td>TABSAOND ABS</td>
<td>18</td>
<td>24</td>
<td>24.50</td>
<td>32.08 (SD 0.44)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Control ABS</td>
<td>18</td>
<td>24</td>
<td>24.50</td>
<td>30.99 (SD 0.09)</td>
<td>1.11</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Average errors considering 100 simulations for each program and ABS

<table>
<thead>
<tr>
<th>Program</th>
<th>TABSAOND error (%)</th>
<th>Control error (%)</th>
<th>TABSAOND error / Control error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vipassana</td>
<td>0.27 (SD 0.21)</td>
<td>3.63 (SD 0.08)</td>
<td>7.44</td>
</tr>
<tr>
<td>MBSR</td>
<td>1.09 (SD 0.81)</td>
<td>3.44 (SD 0.28)</td>
<td>31.71</td>
</tr>
</tbody>
</table>

Table 5: Results of the Shapiro-Wilk test of normality

<table>
<thead>
<tr>
<th>Program</th>
<th>TABSAOND</th>
<th>Control</th>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vipassana</td>
<td>TABSAOND</td>
<td>0.977</td>
<td>100</td>
<td>0.082</td>
<td>0.896</td>
<td>100</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.982</td>
<td>100</td>
<td>0.206</td>
<td>0.981</td>
<td>100</td>
<td>0.161</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBSR</td>
<td>TABSAOND</td>
<td>0.977</td>
<td>100</td>
<td>0.078</td>
<td>0.906</td>
<td>100</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.987</td>
<td>100</td>
<td>0.457</td>
<td>0.987</td>
<td>100</td>
<td>0.441</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This work statistically analyzes whether the differences between the outcomes of TABSAOND simulations and the control ones are significant by means of a parametric test, since these values follow a normal distribution. In particular, this work uses the Welch’s t-test. This test is an adaptation of the well-known Student’s t-test that is more reliable for populations with unequal variances. Table 6 shows the results of this test, and one can observe that the differences are significant with low p-values below not only the common significance level (α) of 0.05 but also a significance level of 0.01. This table also includes the effect sizes measured with the Cohen’s d and the Partial Eta Squared considering a significance level of 0.05, and in both scenarios the effect sizes were considered to be large according to the guidelines.
of Cohen [5]. In addition, the statistical power is high with a 1.00 value considering $\alpha = 0.05$, substantially surpassing the convention of 0.80 proposed by Cohen for general use [6].

In order to further determine whether the TABSAOND simulations actually outperform the control ones, the errors of the simulations have been compared with a statistical test. More concretely, this work uses the non-parametric Mann-Whitney U Test, since the distributions of errors do not follow a normal distribution. Table 7 shows the results of this test alongside the effect sizes and the statistical powers. One can observe that the ABS developed with TABSAOND obtains errors that are significant different from the ones obtained in the ABS developed with the control mechanism, with large effect sizes and adequate statistical powers in both scenarios according to the Cohen’s guidelines.

Moreover, this work has measured and compared the execution times of the ABSs developed with the two different approaches as shown in table 8. In small amounts of practitioner agents like the ones presented in the previous experiments, both ABSs were properly responsive, i.e. with response times below 0.2 s that are perceived as real-time [18]. In this analysis, we have also considered larger amounts of agents to determine whether the ABS developed with TABSAOND is more efficient and reliable than the control mechanism. More specifically, the number of practitioners were multiplied by powers of ten until $10^5$ in the presented scenarios, leaving all the other input parameters to the same values. One can observe that the ratio of response times between TABSAOND and the control mechanism decreases when the number of agents increments. In particular, this ratio reaches values between 2% and 8% for more than 10,000 agents. Furthermore, for simulations over 100,000 agents, TABSAOND provided the results in only 30 s or less, while the control mechanism lasted more than 18 min until the ABS started overloading the PC without providing any result in both scenarios and the user needed to stop the simulator with the task manager of the Windows operative system. This experimentation used the online version of TABSAOND so that both ABSs were able to be executed in the same hardware and operative system to obtain comparable results. More concretely, both ABSs were run in a PC with an Intel(R) Core(TM) i7 CPU 920 2.67 GHz processor with 8 cores, 6 GB RAM, and the Windows 7 Service Pack 1 (6.1.7601) 64 bit operative system. Therefore, this experimentation advocates that the current approach may

<table>
<thead>
<tr>
<th>Welch’s t-test</th>
<th>Effect Size</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>df1</td>
<td>df2</td>
</tr>
<tr>
<td>Vipassana</td>
<td>10616.640</td>
<td>1</td>
</tr>
<tr>
<td>MBSR</td>
<td>592.818</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6: Comparison of HF n.u. with Welch’s t-test, the effect size and the statistical power. The statistical power is computed using $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>Mann Whitney U Test</th>
<th>Effect Size</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sig. Decision</td>
<td>Cohen’s d</td>
<td>Partial Eta Squared</td>
</tr>
<tr>
<td>Vipassana</td>
<td>0.000</td>
<td>Reject the null hypothesis</td>
</tr>
<tr>
<td>MBSR</td>
<td>0.000</td>
<td>Reject the null hypothesis</td>
</tr>
</tbody>
</table>

Table 7: Comparison of errors of ABSs with the Mann-Whitney U Test, the effect size and the statistical power. The power is computed using $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>Participants TABSAOND (s)</th>
<th>Control (s)</th>
<th>TABSAOND / Control (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vipassana</td>
<td>36</td>
<td>0.044 0.046 95.65</td>
</tr>
<tr>
<td>360</td>
<td>0.058 0.139 41.73</td>
<td></td>
</tr>
<tr>
<td>3600</td>
<td>0.761 2.330 32.66</td>
<td></td>
</tr>
<tr>
<td>36000</td>
<td>3.182 132.088 2.41</td>
<td></td>
</tr>
<tr>
<td>3600000</td>
<td>30.304 NaN</td>
<td></td>
</tr>
<tr>
<td>MBSR</td>
<td>18</td>
<td>0.020 0.018 111.11</td>
</tr>
<tr>
<td>180</td>
<td>0.046 0.071 64.79</td>
<td></td>
</tr>
<tr>
<td>1800</td>
<td>0.491 0.959 51.20</td>
<td></td>
</tr>
<tr>
<td>18000</td>
<td>2.150 26.310 8.17</td>
<td></td>
</tr>
<tr>
<td>1800000</td>
<td>15.042 NaN</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Comparison of execution times. Not a Number (NaN) determines the simulations that did not finish properly.
allow developing ABSs that are more efficient for large amount of agents than the control mechanism. These ABSs may also be able to simulate higher amounts of agents without crashing or overloading the system than the control mechanism.

Furthermore, the development time has also been measured. The development of ABS-MindHeart took 42 h with TABSAOND, while it took 51 h in the case of the control mechanism. Both developments benefited from reusable components offered respectively by the underlying frameworks of the two techniques. TABSAOND reduced the development time according to these experiments. However, this time reduction is not conclusive since only one development has been conducted for each approach and the development time can have been influenced by the background experience of the developer.

5. Conclusions and future work

The current work has presented a technique for modeling and constructing ABSs in which agents take decisions in a nondeterministic way. One of its main novelties is the presentation and discussion about different alternatives for simulating the evolution of the internal agent attributes. In addition, the current approach is also the first general technique for developing specifically ABSs as both mobile apps and online tools.

In the current approach, the evolution of agent attributes considers nondeterministic scenarios where (a) agents take decisions based on certain inputs with some mechanisms, and (b) the attribute variations can be calculated with different formulas. The decision inputs can be the agent attributes, the information received from social interactions, the previous experience, some locations and the environment. In this approach, some probabilities are determined from these inputs, and then the corresponding decision is simulated considering these probabilities. Regarding the agent attribute variations, this work shows the repercussions of the proposed variation formulas in combination with the decision mechanisms. This technique is supported with a framework that allows developers to construct ABSs as both apps and online tools.

The current approach has been compared with the method proposed by Gómez et al. [14], which is one of the most similar ones in purpose. The experimentation shows that the current approach allows one to obtain ABSs that are more accurate in terms of similarity between simulated and real results. The final product is also more efficient and reliable for large amounts of agents. The results also advocate that development time is lower with TABSAOND than with the analyzed alternative.

The current approach is planned to be extended in several manners. The current approach will be experienced with more case studies to further determine the generality of the current approach in different domains and kinds of simulations. In particular, TABSAOND will be applied to develop ABSs with spatial information. In this manner, the current approach will include more details to overcome certain problems of this kind of simulations, especially in the ones with excessive numbers of individuals. For instance, some hints will be provided for preventing spatial simulations from getting into deadlocks. The current approach will also be compared with more alternative techniques. All this future experimentation will be used to further assess the current findings about the similarity between simulated and real outcomes, the execution times and the development time.
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