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RESUMEN

Este trabajo ofrece una vision general del funcionamiento de una red de Digital Signage actual y
de la problematica que ha de hacer frente. Se describen los aspectos de funcionamiento que mas
repercusion tienen en el sistema, agilidad del mismo y su fiabilidad. Se definen qué aspectos son mas
importantes en la calidad de servicio experimentada por el usuario final o por el gestor de la red y se
ofrecen propuestas para intentar mejorar estos aspectos desde el ambito de la telematica con la
tecnologia existente actualmente.

En primer lugar se aborda una breve descripcion de la red de Digital Signage que es objeto de
estudio y de los elementos involucrados en la misma. Se expone una descripcidn del cometido de cada
uno de los dispositivos y del esquema de funcionamiento general.

A continuacién se detectan algunos de los problemas mas relevantes existentes en dos dmbitos
fundamentales. El primero hace referencia a los aspectos que estan relacionados con la calidad de
servicio en las comunicaciones entre los dispositivos de Digital Signage (players), su servidor central y el
terminal del usuario o gestor de red. El segundo se centra en analizar exclusivamente el comportamiento
players en entornos wireless. En ambos ambitos se analizan las causas de los problemas detectados y se
proponen soluciones. Algunas de ellas se implementan y se valoran los resultados obtenidos.

Finalmente se plantean las conclusiones y se definen futuras lineas de accién.
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1. INTRODUCCION

Las redes Digital Signage (DS) estan formadas por elementos que reproducen contenidos
audiovisuales con capacidad opcional de interactividad dependiendo del escenario. Estos dispositivos
suelen estar gobernados por micro-computadores que coordinan la reproduccion de los contenidos
audiovisuales en pantallas, proyectores, etc. y que gestionan la interactividad. Se les denomina
comunmente players.

El tipo de red DS a tratar se despliega tomando Internet como red troncal y un bucle de abonado
compartido como punto de acceso. La conexion establecida con el punto de acceso es generalmente Wi-Fi
802.11. Todos los dispositivos se gestionan de forma centralizada por medio de uno o varios servidores
dedicados en Internet.

Dispositivos Digital Signage
con el pc embebido y
con cliente 802.11

- . )

Punto comercial

o) Médem router
BE=E L ADSL

.. Punto comercial =

Servidor

Terminal de gestién

Figura 1-1: Red DS en distintos puntos geograficos

1.1. DESCRIPCION DEL PROBLEMA

Este tipo de red se constituye con una topologia muy variada que siempre incluye a Internet como
red troncal. Ademas, la ubicaciéon geogréfica del servidor no esta predefinida. En este documento se
analiza una red DS real en la que el servidor central se encuentra en Montreal, Canada, mientras que la
totalidad de los players se encuentran en Espania.

Dado que el control y gestién se realizan de forma centralizada a través del servidor, ocurren
diversos problemas que influyen en la fluidez del funcionamiento de las aplicaciones de gestion y en los
contenidos audiovisuales. Este efecto implica una merma de la calidad de servicio percibido por el gestor
de la red o usuarios de la misma que se deben minimizar. Estos problemas tendran principalmente dos
causas. La primera es la congestion en las comunicaciones End-to-End (E2E) tuneladas con el servidor,
que introducen latencias elevadas. La segunda se centra en los escenarios en los que se emplean
entornos wireles masificados, como ferias, centros comerciales y hotspots en general. En estos casos el
cuello de botella suele estar en el enlace wireless del player con la red.
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1.2. OBJETIVOS

El primer objetivo de este estudio busca minimizar la latencia E2E en la red DS mediante
modificaciones y complementos a los algoritmos de comunicaciones y protocolos utilizados que consigan
minimizar la congestién y por tanto la latencia; un aspecto muy negativo en la interactividad tanto de los
contenidos audiovisuales como en la gestion de los dispositivos. Para ello se estudian todos los elementos
principales que intervienen en las comunicaciones entre el player y el servidor y se proponen posibles
soluciones. A lo largo de la memoria se proyecta implementar alguna de ellas y constatar la mejora
esperada con medidas experimentales.

En el ambito local wireless el objetivo consiste en aprovechar las prestaciones que esta tecnologia
puede ofrecer para el tréfico diferenciado. Se pretenden priorizar las comunicaciones de control y gestion
sobre el resto de trafico y para ello se analizan las alternativas posibles y se plantean soluciones que se
valoran en base a los resultados obtenidos de las medidas experimentales realizadas.

1.3. ESTRUCTURA DE LA MEMORIA

Este documento se divide en cuatro capitulos. El primero describe los problemas existentes y los
objetivos de trabajo planteados. El segundo capitulo consiste en una breve introduccién a la red Digital
Signage y a su modo de operacion. Se centra en la forma en la que se establecen las conexiones entre los
dispositivos para poder disponer de una perspectiva mas completa a la hora de abordar los problemas.

En el tercer capitulo se analizan los protocolos de comunicacion utilizados y la diferenciacion del
trafico empleado en estos sistemas. También se estudia la congestion y el efecto del trafico entre los flujos
diferenciados dentro de un mismo tinel. Se describen las herramientas usadas para medir latencias y se
proponen soluciones para cada problema planteado.

En el cuarto capitulo se aborda el entorno wireless local y se profundiza en la tecnologia de
calidad de servicio (QoS) de 802.11. Dado que los escenarios en los que se trabaja normalmente no
permiten configurar los Access Points (APs) y se desconoce qué tecnologias implementa cada modelo de
AP a priori, se centra el analisis en los procedimientos de gestion de acceso al medio definidos por
Enhanced Distributed Carrier Access (EDCA) y como se pueden utilizar para priorizar el trafico de control
y gestién de los players. Finalmente se analizan dos dispositivos 802.11 y se realizan medidas para
comprobar el funcionamiento de EDCA.

Finalmente, en la seccion 5 se presentan las conclusiones y lineas futuras de trabajo.
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2. ESTRUCTURA BASICA DE UNA RED DS Y SU
FUNCIONAMIENTO

La tecnologia Digital Signage no se encuentra estandarizada y cada fabricante de dispositivos
propone su propia solucién. Este hecho se debe en parte a que falta una definicién clara de las
funcionalidades que debe disponer una red de este tipo. En Ateire Tecnologia y Comunicacion, siendo
conscientes de este problema, hemos optado por desarrollar nuestra solucion basandonos en tecnologia
web principalmente. Este aspecto dota a nuestro sistema de la flexibilidad necesaria para ser capaz de
adaptarse a las necesidades de cada proyecto concreto. Ademas, al basarse en tecnologia abierta facilita
la integracion de la red DS en otros sistemas de informacién de terceros. En esta red encontramos dos
elementos fundamentales, los players y el servidor central.

Los players constituyen el elemento basico de una red de Digital Signage. Pueden ubicarse en
cualquier punto donde el propietario de los mismos desee realizar comunicacion audiovisual dirigida a
trabajadores, potenciales clientes, etc. Estos players muestran por una pantalla contenidos que se pueden
tener alojados local 6 remotamente. Los contenidos pueden estar basados en fotografia, video 0
aplicaciones web mas complejas que estén dotadas de cierto grado de interactividad y se conecten a
sistemas de informacion ajenos a la red DS. Un ejemplo de uso generalizado se encuentra en el ambito
publicitario con las plantillas del tipo “oferta de productos” que disponen de conexién a bases de datos de
donde obtienen la informacion de la oferta para generarla on-the-fly.

Radiografia y diagnéstico

F

Figura 2-1: Ejemplo de contenido auto-gestionable. Plantilla basada en flash que confecciona la oferta con una foto, un
texto, un precio y una descripcion.

El funcionamiento de estos dispositivos es autonomo una vez quedan programados. Incluso en
casos de falta de conectividad, continian funcionando reproduciendo Unicamente contenidos locales. La
figura del servidor central se reserva para operaciones de monitorizacion, control y distribucién de
contenidos para reproduccién en diferido.

El gestor de la red DS se conecta a este servidor por interfaz web facilitando asi su accesibilidad
desde la mayoria de dispositivos con navegadores web. En este portal, el gestor de la red puede listar
todos los players que conforman la misma y monitorizar su estado actual (conectado/desconectado, ultimo
sondeo realizado, parrilla de contenidos actual, contenido actualmente en reproduccion, instantaneas en
miniatura actualizadas del mismo, etc.). El gestor de la red también puede controlar cualquier player en
concreto. El sistema de gestion de los players se realiza también via interfaz web y el servidor es capaz de
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establecer conexion directa a los servidores web de los players para que el gestor de red pueda
controlarlos de forma directa si fuese necesario. Antes de exponer las restantes funciones del servidor
central conviene definir algunos conceptos:

e Canal de contenidos: Consiste en un conjunto de contenidos que tienen ciertas caracteristicas en
comun y que se agrupan en un canal para simplificar su distribucion.

e Grupo de players: Se define como una agregacion de estos dispositivos con alguna caracteristica
en comun: mismo cliente, misma area geogréfica, etc.

e Parrilla de contenidos: se define como la forma de organizar los contenidos de un grupo o de un
unico player para su reproduccion. Existen varios factores a determinar: los contenidos que van a
formar parte de la parrilla, el orden de los mismos y su duracion en caso de no tener la asignada
intrinsecamente; como ocurre con las fotos, aplicaciones web & las animaciones ciclicas. En el
caso de los videos no seria necesario.

El servidor central permite la creacion de grupos de players, canales de contenidos y la asignacion
de estos canales a los grupos creados. También gestiona el proceso de sincronizacion de los canales a
los grupos. Las comunicaciones entre los players y el servidor central se realizan mediante tineles SSH
(Secure SHell) para dotar a las comunicaciones de seguridad dado que se utiliza Internet como red
troncal.

s, Dispositive Digital
Servidor ’ ' Tl'lnel SSH
=l | [ : :
Internet — . '
—~—

Punto comercial

Figura 2-2: Comunicacion del player con el servidor de red

En base a los servicios definidos y la forma de conexion elegida se pueden exponer algunas
consideraciones generales sobre las caracteristicas de las comunicaciones entre servidor central, player y
gestor de red:

e Los contenidos que obtiene el player pueden proceder del servidor o de otro punto de Internet:
Una pagina web, video en streaming, rss feeds, etc. Los contenidos del servidor siempre son en
diferido y se precargan en el player, mientras que los que se pueden obtener por Internet pueden
ser en tiempo real.

e Por otro lado, el gestor de red puede acceder a los servicios que ofrece la red DS a través del
servidor central. Este supone un punto neuralgico de la red donde se concentra la informacion y el
estado de todos los players de la red. El servidor ofrece servicios de gestion de los contenidos y la
programacion de los players.

———|
|
1 Il
\ ————
1-._______'___#--4
Terminal de gestion

Servidor

Figura 2-3: Gestion de la red a través del servidor
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A su vez, el servidor puede compartir tuneles SHH con el gestor de red si éste requiere
comunicacion directa con el player. Las comunicaciones del gestor de red con el servidor son via
web en usando HTTP/HTTPS. Las comunicaciones de gestion sobre un player concreto de la red
circulan del terminal del gestor de red al player a través del servidor central por medio de un tinel
ssh que el servidor tiene reservado con ese cometido para cada player.

Tras esta breve explicacion, se pueden identificar 4 tipos de trafico que cursara esta red:

e Trafico de control: Generado por las tareas de control y monitorizaciéon entre el player y el
servidor.

o Trafico de gestion: Generado por las tareas que el administrador de la red realiza en el servidor
mediante su terminal de gestion.
o Trafico de contenidos: Puede ser de dos tipos:
o En tiempo real: Contenidos solicitados por player que se reproduciran en el momento de
su solicitud.
o En diferido: Contenidos que se descargan en el player y que se reproduciran
posteriormente segun la programacién efectuada.

2.1. COMUNICACION ENTRE EL SERVIDOR Y LOS
PLAYERS

211. Conectividad con Internet

La red DS expuesta en el apartado anterior esta disefiada para ser escalable y flexible. Los
players deben ser capaces de registrarse en la red DS de la manera mas transparente posible para
simplificar las tareas del gestor de red y del despliegue de los players. Para ello la red DS, cuando debe
registrar un nuevo player, opera segun el siguiente procedimiento:

El player toma la iniciativa de buscar acceso a Internet. Existen modelos de players con interfaz de
red Ethernet 802.3 y otros modelos con interfaz Wi-Fi 802.11 y 3G. En este ultimo caso, el dispositivo
puede contar con diversas Service Set IDentifier (SSID) de 802.11 en memoria y busca aquella que esté
disponible y cuyo AP sea detectado con mayor potencia. En caso de que la conexion Wi-Fi no sea posible
y no exista ninguna red memorizada disponible, procede a utilizar la red 3G preconfigurada como conexion
de backup 6 de fail-over. En caso de que al cabo de un tiempo predeterminado se detecte alguna de las
redes Wi-Fi configuradas y la conexion a la misma se establece con éxito, el dispositivo modifica el
enrutamiento de las comunicaciones hacia Internet por la interfaz Wi-Fi desconectando la conexion de
datos de la interfaz 3G.

Este comportamiento es comun en las tareas de configuracion remota de los dispositivos recién
adquiridos por un cliente. Los players con capacidades Wi-Fi/l3G se envian al lugar de instalacién y se
configuran remotamente a través de 3G. No obstante este sistema también se emplea en dispositivos
mdviles como vehiculos: la conectividad 3G es vital cuando el vehiculo se encuentra en movimiento y la
conectividad Wi-Fi se emplea cuando el vehiculo se encuentra estacionado para actualizar contenidos
pesados.
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2.1.2. Establecimiento de las conexiones tuneladas

Una vez que el player dispone de acceso a Internet, éste intenta registrarse en la red DS que tiene
como punto neurélgico el servidor central. Cuando un player se registra en la red DS establece una
primera conexion SSH con dicho servidor central. Para ello, los players vienen configurados de fabrica
para que dispongan de un par de llaves publico/privada unicas. De ese modo pueden realizar una
conexion al servidor central con la que sélo tienen derecho a solicitar una terna de valores que
corresponden con los puertos reservados en el servidor para las comunicaciones del trafico con ese player
determinado en ese momento concreto.

El servidor, en esa comunicacion, elige y reserva una terna de puertos de forma aleatoria entre
1024 y 65535 que estén disponibles: sin usar y sin reservar. Una vez que el player dispone de estos
puertos finaliza la conexién establecida y realiza una nueva en la que configura tineles reversos desde el
servidor central hacia si mismo tal y como se aprecia en la siguiente figura:

Dispositivos Digital Signage
con el pc embebido vy
con cliente 802.11 Modem router

ADSL .
Servidor

) S W

Conexién SSH via par de llaves publico/privada

Reserva de terna del puertos para el player en servidor central

Nueva conexién SSH y establecimiento de tuneles reversos

Modem router

x 4 —_— " ADSL
Dispositivos Digital Signage

con el pc embebido y \_J "
con cliente 802,11

Servidor

o b Tlaneles

Figura 2-4: Etapas en el establecimiento de los tiineles del player con el servidor
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Tabla 3-1: Descripcion de los tuneles empleados en cada player

Nu?ﬁg o Puerto destino en player Puerto origen en Servidor Funcién
1 29 X Traﬂcol del conlt’rol y
monitorizacion
2 80 y Trafico web de gestion
3 2222 z Trafico de contenidos

Los puertos origen en el servidor se han denominado x, y, z, por ser valores enteros variables
entre 1024 y 65535. Los tuneles formados se emplean para transmitir la informacién relativa a la
administraciéon del player via interfaz web, la monitorizacion del mismo por parte del servidor y la
transmision de contenidos diferidos. La asignacion de estos puertos se guarda en una base de datos del
servidor a la que tienen acceso las aplicaciones web de gestidn de la red, los scripts del servidor relativos
a la monitorizacién periddica de los players y las solicitudes de sincronizacion de contenidos por parte de
las aplicaciones web de gestion.

21.3. Servidor de Digital Signage: Gestiéon de conexiones

En las redes DS pueden existir numerosos gestores de red con acceso a la monitorizacion de los
parametros de los players. Es comln el utilizar consolas de monitorizacién de forma constante en
pantallas para visualizar el estado de la red. Esta cantidad de informacién puede suponer un uso no
despreciable del ancho de banda disponible para cada player y por tanto se ha optimizado su distribucion
a través del servidor.

Playf.t - |d player Puertos reversos Igl;ogrgr?ggoon
— | 1| @x)Ey)@2n) | . @
2| (22x) 80y2) (2222,2) | oo =
i 4
= _ —— _/ Terminal de
\ ! control
Modem ruut;-:r “5_.‘_;) ‘-
ADSL ; BEDD
Servidor

Figura 2-5: Comunicacion del terminal de control con un player concreto a través del servidor
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2.1.3.1. Monitorizacion de los players

Cada vez que un gestor de red se autentifica correctamente en el portal de gestion del servidor,
éste marca con unos flags las entradas de los players correspondientes a monitorizar en la base de datos.
De este modo, el servidor comienza a realizar sondeos periddicos a los players marcados y a registrar esa
informacidn en la base de datos de los players. La informacion de sondeo que se visualiza en el terminal
de control es la guardada en la base de datos por el servidor, consiguiendo que, independientemente del
numero de terminales de control existentes, solo se acceda una vez a cada player periédicamente.

Player Taneles

—i‘ 22 P x Terminales de monitorizacion
. 80 4 >y

—

- 22224 Pz 'I".ﬁll"_u.,_

= o-
) \_V____J BBDD
Modem router

ADSL Servido . y . — =
la informacion
se envia 4

veces

La informacion se envia
una vez

Figura 2-6: Ejemplo de monitorizacion de los parametros basicos del player de forma remota

2.1.3.2. Gestion de los players

El acceso remoto para la gestion individual de cada player a través del servidor se realiza
mediante la aplicacion web de gestion local de que dispone!. Esta aplicacién autentifica automaticamente

al gestor de red en cualquier dispositivo que esté bajo su control pudiendo acceder a la pagina de gestion
del aparato a través del tunel correspondiente.

El servidor busca en la base de datos el tunel asignado para gestion del player concreto y redirige
la solicitud web de gestion a través de ese tunel mostrando la web de gestion en un iframe de la web del
servidor. En caso de que el gestor de red no estuviese autentificado en el servidor e intentase acceder
directamente al puerto correspondiente al tinel de gestion del player, la web de gestién del player no
permitiria el acceso, pues el servidor no lo ha autentificado.

T Los players pueden tener un funcionamiento auténomo del resto de players y del servidor. Disponen de una pagina de gestion via interfaz web que se puede
localizar a través de protocolos Universal Plug and Play (UPnP) y Simple Service Discovery Protocol (SSDP) en la red local en la que esta ubicado.
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Figura 2-7: Ejemplo de gestion del player via interfaz web de forma remota

A dia de hoy se esta trabajando en reforzar la seguridad programando en el propio servidor un
firewall inteligente que permita el acceso a los puertos de un player en concreto segun restriccion de IPs y
de gestores de red autentificados en la web de gestion del servidor, ofreciendo mayor seguridad. Sin este
sistema, cualquier dispositivo puede acceder a la web de autentificaciéon y servidor SSH de cualquier
player por los puertos reversos.

La web de gestion del servidor se divide en dos areas: La seccién superior presenta el listado de
los players a los que el gestor de red tiene acceso. Muestra informacién actualizada cada 7s (de izquierda
a derecha) Id del player, alias, captura del contenido actualmente en pantalla, estatus del player, momento
del ultimo sondeo, lista de contenidos activa, contenido activo (nimero y url).
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Figura 2-8: Captura de la interfaz web del servidor y de la interfaz de gestion de un player concreto
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En la figura anterior, se ha seleccionado el player con id 26 para su gestion. En la parte inferior de
la pantalla aparece la web de gestion del player a la que se accede a través del tinel que el servidor tiene
preparado para ese player en concreto para tal efecto.

2.1.3.3. Distribucién de contenidos

Otro aspecto fundamental en el rendimiento de la red DS, es la forma en la que los contenidos
pesados son distribuidos por el gestor de red. Para aumentar la eficiencia de la red y facilitar la tarea de su
distribucion, el servidor central se puede encargar de la distribucion de los contenidos, su validacion y su
actualizacién en caso de modificaciones. Para ello, el gestor de red, puede cargar contenidos en el
servidor y luego asociarlos a players individualmente o a canales de contenidos para que posteriormente
el servidor los distribuya. El servidor se encarga de verificar el estado de los contenidos en cada player,
verificar la integridad de los mismos y preparar los paquetes de actualizacion para cada player con los
archivos necesarios en cada caso. El funcionamiento es similar al de un repositorio de desarrollo pero en
el que la iniciativa esta en el servidor siempre y no en el cliente como suele ser tradicional. El servidor
desarrolla la tarea de distribucion de contenidos en background y puede monitorizarse si se desea a través
de la interfaz web de administracién del servidor.
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Figura 2-9: Ejemplo de distribucién de contenidos de forma remota a través del servidor

Esta manera de distribuir contenidos permite al gestor de red reducir el tiempo necesario para
llevar a cabo las tareas requeridas y ademas lo eximen de la monitorizacidn del proceso de sincronizacion,
ya que esta queda automatizada y coordinada por el servidor. De este modo si algun player se encuentra
desconectado o recibe errdneamente la informacion relativa a los contenidos, el propio sistema lo tendra
en cuenta para solucionarlo autbnomamente y de forma transparente.
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3. QOS EN LA GESTION DE LA RED

La arquitectura planteada para esta red DS ha intentado reducir los errores potenciales derivados
del mal funcionamiento de la red, minimizar los problemas derivados de la configuracion de los routers de
acceso a Internet y simplificar la gestién de diversos players de forma simultanea. Con estas técnicas se
ha mejorado notablemente la calidad percibida por el gestor de red frente a redes DS que no implementan
estas medidas. Sin embargo existen aspectos intrinsecamente relacionados con el trafico de datos que
pueden mejorarse. A continuacién se procede a un andlisis de los factores que contribuyen a incrementar
la latencia de las comunicaciones y entorpecer la gestion y funcionamiento de los dispositivos.

3.1. ASPECTOS MEJORABLES EN LA RED

Entre los factores que contribuyen a incrementar la latencia en las transmisiones existen diversos
aspectos que han sido objeto de estudio y que, pese a no resultar determinantes, contribuyen a la
reduccion de las latencias experimentadas en las comunicaciones.

3.1.1. Minimizar el trafico de control

La iniciativa de conexion a la red DS reside en el player. Por ese motivo, las tareas de
monitorizacion y conexion a la red son realizadas por este dispositivo. Sin embargo, el gestor de red se
conecta al servidor de DSy, por consiguiente, el servidor debe disponer de la informacion de estado de los
players para poder ofrecérsela. Para ello el servidor realizara tareas de monitorizacién de los players con
la que estar actualizado pero Unicamente debe efectuar estos sondeos cuando el gestor de red se
encuentra conectado.

La gestidn local de la conexion recae en cada player. Cada elemento de la red, debe verificar la
integridad de los tuneles periddicamente para comprobar que los enlaces no se encuentran rotos y que la
comunicacion bidireccional es factible. Este sistema de verificacion se produce a intervalos regulares no
excesivamente seguidos para no sobrecargar en exceso el enlace, pero tampoco extremadamente
espaciados, pues se correria el riesgo de dejar incomunicado el player durante ese tiempo.

En entornos no amigables donde el ancho de banda se encuentra muy restringido (Sistemas
inalambricos 3G/2G con cobertura EDGE o GPRS) este problema se acentla pudiéndose presentar el
caso en el que al encontrarse copado el enlace, se producen escenarios de congestion que impiden al
algoritmo verificar el estado de los tuneles. En consecuencia el player desconecta los tuneles con el
servidor y abre unos nuevos, interrumpiendo las comunicaciones en curso; pues considera que los tineles
no funcionan cuando lo que realmente ocurre es un estado de congestion.

Para solucionar este problema, se incluyen una serie de comprobaciones pasivas sobre los
enlaces que permitan verificar el correcto funcionamiento de los tineles sin necesidad de inyectar trafico
extra:
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Figura 3-1: Diagrama de flujo para la comprobacion de los tuneles de comunicacion

Basicamente el algoritmo se reduce a verificar si hay trafico por los tineles mediante un sniffer
basado en tcpdump. Las comprobaciones se hacen cada 20 segundos, y si no se detecta trafico pasan a
ser cada segundo. Si transcurren 20 comprobaciones seguidas sin trafico se realiza un chequeo de
conectividad de los tuneles. De este modo solo cuando no hay tréfico se hacen estas verificaciones,
evitando sobrecargar los tuneles con informacion de control, ya que el hecho de que exista trafico por los
tuneles es indicativo de su correcto funcionamiento.

3.1.2. Sistema de distribucion de contenidos en diferido

La optimizacion del procedimiento de distribucion de contenidos supone otro aspecto fundamental
que favorece un mejor funcionamiento de la red DS, pues uno de sus principales cometidos es el
transporte de contenidos hacia los players.

El sistema de distribucién empleado tiene muchas semejanzas con los repositorios de contenidos
estandar (svn, git, etc). La diferencia con ellos radica en que el control de la operacion de sincronizacion
se realiza desde el servidor. Es el servidor el que toma la iniciativa y controla las etapas del proceso y
principalmente por ese motivo se desarrolld un sistema especifico para este escenario. El esquema de
funcionamiento en una sincronizacion podria ser el siguiente:
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Figura 3-2: Etapas en la actualizacion de los contenidos

La sincronizacion como tal se aplica a un canal de contenidos, es decir, un conjunto de carpetas y
ficheros. La actualizacion comienza con la puesta al dia del listado de ficheros y sus atributos que existen
en ese canal de contenidos en el servidor. Esa lista de ficheros contiene, por cada fichero, un md5 que
sirve para identificarlo.

Los players, a su vez, disponen de una lista de los ficheros existentes de ese canal en su
memoria. Aquellos que van a realizar la sincronizacidn actualizan también su listado de ficheros tal y como
hace el servidor.

Una vez que el player acaba su tarea, el servidor solicita su listado de ficheros y lo compara con el
que tiene. De ahi extrae la siguiente informacion:

e Archivos a empaquetar para mandar:
Ficheros nuevos, no existentes en el player o cuyo md5 haya cambiado.

¢ Archivos a copiar entre carpetas del player:
Fichero nuevo con resumen md5 idéntico a otro ya existente.

e Archivos a mover o Renombrar entre carpetas del player:
Fichero nuevo con md5 idéntico a otro anterior que ya no existe.

e Archivos a borrar:
Ficheros que ya no existen en el canal del servidor y todavia existen en el repositorio del playery
no se ha aplicado en ellos la operacion de mover o Renombrar.

El servidor empaqueta todos los ficheros necesarios y la lista de comandos a ejecutar a posteriori
y lo manda al player concreto para el que lo ha procesado. De ese modo, las comunicaciones entre el
servidor y cada player reducen dréasticamente su carga.

Este procedimiento de actualizacién, sin embargo, puede resultar pesado en términos
computacionales debido a las operaciones MD5 que involucran. Por ese motivo, existe la version
simplificada de sincronizacién en formato incremental en la que s6lo se empaquetan los archivos nuevos y
modificados prescindiendo de las comprobaciones MD5. Esto permite actualizaciones periddicas cada
poco tiempo (15 min) pero no garantiza la integridad de los ficheros de los canales en los players
totalmente. Si algun player se encuentra desconectado o tiene problemas en la actualizacion, perdera los
datos. Lo mismo ocurre si algun usuario de red modifica o borra accidentalmente ficheros que formen
parte del canal. Para evitar esto, siempre que se usan actualizaciones incrementales se programa al
menos una vez al dia una actualizacién integral que sincronice y valide todos los ficheros que forman parte
del canal de contenidos a sincronizar.
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3.1.3. Diferenciacioéon del trafico

Existen diversos problemas para mejorar el grado de QoS E2E en el escenario propuesto player-
servidor. La conexion del player con Internet se suele realizar a través de una red local en la que se
encadenan distintos enlaces:

Router/AP
Narrow link Tight link

Player

Figura 3-3: Problematica tipica en enlaces encadenados tras los que ofrecer QoS E2E

‘Narrow link” representa el enlace que fijara el limite maximo de ancho de banda disponible,
mientras que “Tight link’, fijara la méxima tasa binaria posible. En un escenario real, “Narrow link” puede
estar representado por el enlace ADSL, mientras que “Tight link’ puede representar el enlace WI-FI.
Teniendo esta estructura en cuenta, podemos deducir que el ancho de banda maximo disponible para el
enlace vendra limitado por el ADSL. Podria ocurrir que el ancho de banda del servidor central con Internet
fuera insuficiente, en cuyo caso, la suposicion anterior no seria valida. Sin embargo, al ser un servidor
dedicado y disponer de un Service Level Agreement (SLA) con la empresa concesionaria del mismo, se
puede asegurar la disponibilidad de ancho de banda en ese extremo y tener monitorizado su consumo.

Para poder ofrecer QoS E2E en este ambito deberia existir, por tanto, algun tipo de ingenieria de
trafico en el router ADSL que realizase reserva de ancho de banda o traffic shapping sobre el tréfico
cursado por el “Narrow Link’, y esta posibilidad no resulta viable en general ya que sélo se dispone de
acceso al player de Digital Signage. Sin embargo, si es factible en redes planificadas de Digital Signage a
desplegar en las que se pueda efectuar una planificacion previa.

Por otro lado, se ha planteado la posibilidad de gestionar el trafico cursado por el player desde el
propio player con técnicas de planificacion de trafico. Sin embargo, para que funcionasen de forma
efectiva, habria que calcular periédicamente el ancho de banda disponible E2E, pues en todas ellas se usa
como parametro. Obtener ese dato es complicado dado que el “Narrow link” no conecta directamente con
el player, existiendo elementos intermedios de red con buffers de entrada de paquetes que dificultan la
tarea de medir el ancho de banda extremo a extremo con un minimo overhead [1]. Por consiguiente, en
este escenario, resulta muy dificil de medir el ancho de banda E2E con cierta precision, rapidez y
manteniendo la fiabilidad frente a cambios en la red quedando esta alternativa descartada.
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3.1.4. Optimizacion del protocolo SSH en comunicaciones
tuneladas

El sistema de conexidn de los players con el servidor que se ha planteado usa un sistema de
tuneles que utiliza TCP sobre TCP. Esta forma de tunelado tiene un comportamiento aceptable
Unicamente mientras exista suficiente ancho de banda en exceso en el conjunto de redes por las que
circula el tanel. De no ser asi, los temporizadores TCP pueden explicar y el rendimiento disminuye
notablemente debido a las retransmisiones produciéndose lo que se conoce como “tcp meltdown problem’

2]

Para solucionar este problema, se propone la implementacion de una versiéon modificada ya
existente de OpenSSH en la que la tunelacion se realizaréd mediante el protocolo UDP [3].
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Figura 3-4: Modificaciones propuestas a OpenSSH para gestionar los tuneles mediante sockets UDP

De este modo, una estructura de tuneles TCP sobre UDP evita las ineficiencias derivadas de las
pérdidas de Acknoledgements (ACKs) al usar TCP sobre TCP
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Figura 3-5: Resultado tras emular pérdidas de paquetes ACKs [3]
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La implementacion de esta versién modificada de OpenSSH no se aplicara inmediatamente, ya
que pese a estar desarrollada en la actualidad, es necesario someterla a una bateria de pruebas que
certifiquen su correcto funcionamiento en los escenarios mas comunes para intentar no comprometer el
funcionamiento de la red DS. Por ello se propone ademas no prescindir de la implementacién actual de
OpenSSH y afiadir esta nueva version permitiendo utilizar una u ofra segun convenga.



3.2. MEJORA DE LA LATENCIA MEDIANTE EL CONTROL
DE CONGESTION

Todos los aspectos expuestos en el apartado anterior tratan por separado de minimizar la
congestion en la red de diversas maneras, pero ninguna resulta suficiente. Para solucionar los problemas
derivados de la congestion se debe gestionar la congestion de forma mas global desde los protocolos de
comunicacion.

Para regular el tréfico generado por el player y evitar que los flujos de datos de menor relevancia
dificulten las operaciones de control y/o gestion, se profundiza en la forma que SSH gestiona la
transmision de informacion. Para ello, hay que tener en cuenta que SSH versién 2 multiplexa los canales
de cada conexion de la sesion [4] evitando enviar mas datos relativos a un canal concreto hasta que no se
indica explicitamente un mensaje de ventana disponible para ese canal. Con esta medida, se evita, por
ejemplo, que una transmisién SFTP se aduefie del ancho de banda disponible en uno de los sentidos de
las comunicaciones y permite a las aplicaciones de gestion y control competir por el acceso al ancho de
banda.

Modem router

Dispositivos Digital Sigrnage ALEL
con E_I pc embebido y \I 2 :
con cliente 802,11 .‘*n;_'______-—;’A g = Sarvidor

PR . Multiplexacion de los tineles

Figura 3-6: Establecimiento tradicional de los tres tuneles en sesion Ginica mediante multiplexacion. Se plantea cambiar este
esquema por sesiones independientes.

Esta forma de gestionar las comunicaciones en las sesiones SSH, beneficia al conjunto de las
restantes transmisiones del dispositivo pero pueden afectar al resto de conexiones multiplexadas en esa
misma sesion SSH. Por ello, parece recomendable establecer cada tunel en una sesion SSH
independiente. De este modo, al utilizar tres sesiones SSH diferentes, se aplica el control de congestion de
cada una de ellas reduciendo el efecto del trafico pesado sobre el trafico de control y gestion.

Para validar la efectividad de esta medida se propone medir el Round-Trip delay Time (RTT) de los tuneles
en ambos escenarios: Compartiendo sesiéon y estando multiplexado con una transmision SFTP y
encontrandose en sesiones SSH independientes. ElI RTT supone un indicador del grado de latencia
experimentada en las aplicaciones web de control y gestion de la red DS.

3.2.1. Herramientas para medir el Round-Trip delay Time (RTT)

El RTT representa el tiempo que tarda un paquete de datos en viajar desde el emisor hasta el
receptor y volver su ACK al emisor. Esta medida sirve para analizar determinados aspectos de la red
permitiendo extraer conclusiones relativas al rendimiento de la red y su funcionamiento si se tiene en
cuenta correctamente las condiciones en las que se realizan estas medidas.
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Existen numerosas herramientas disponibles, pero sélo deben emplearse aquellas que resulten
adecuadas para evaluar el RTT de una conexion tunelada. A continuacion se exponen algunas de las
herramientas analizadas.

3.2.1.1. Dtrace

Esta herramienta se define como un pseudo lenguaje de programacion que se utiliza para
monitorizar el estado del funcionamiento de los procesos internos del sistema operativo, permitiendo
realizar modificaciones en ellos y facilitar la busqueda de problemas. Dtrace hereda la sintaxis de C,
complementandola con funciones y variables especificas para facilitar la depuracion.

Dtrace dispone de un médulo que se carga con el kernel y con el que se comunica un comando
que puede ejecutar Scripts dtrace. Esta herramienta permite modificar dinamicamente los procesos del
kernel del sistema para obtener informacion adicional de interés llamadas probes. Una probe consiste en
una direccién de memoria o actividad del sistema a la que dtrace puede incorporarse para efectuar una
serie de acciones, como obtener un volcado de stack, una marca de tiempo o un argumento de funcion.
Las probes pueden entenderse como sensores que disparan sucesos que se encargan de recopilar la
informacidn de interés. Estas funciones se programan en los scripts y se relacionan a una probe especifica
para dispararlos. Los scripts son compilados en el momento de su ejecucidn y cargados cuando se dispara
alguna de las probes

__— Dprogram
- source files

I [ intrstat (1M) ) (plockstat (1) )
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( dtrace (1M) ) (lackstatiltu]]) v ™

DTrace
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DTrace
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(srsinf“) [ vminfo ) [fasttrapj "F
(oyscatr ) (protize ) (e ) ( sae ) ...

Figura 3-7: Arquitectura general de Dtrace [5]

Esta herramienta podria utilizarse para realizar mediciones de parametros relacionados con el
funcionamiento de TCP e IP en las comunicaciones entre el player y el servidor. Sin embargo, la versién
de dtrace para Linux todavia solo ofrece funcionalidad limitada. La herramienta es originaria de Solaris y
para conseguir hacerla funcionar en Linux se deben seguir instrucciones especificas para generar su
maodulo del kernel [5][6]
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Tras reiterados intentos no pudo instalarse en el player, ya que dfrace parece ser muy
dependiente de la version de kernel empleada. Una posible alternativa consistiria en instalar una maquina
virtual Solaris y usar su dtrace, pero realizar eso en el player es complejo y por consiguiente esta
herramienta se descarta para este proposito.

3.2.1.2. Hping3

Otra herramienta utilizada para medir el RTT es Hping3[7], pero tampoco resulta util para este
caso en concreto en el que se tiene que medir la latencia E2E de un tinel. La aplicacion dispone de
opciones para hacer ping a puertos utilizando los flags de TCP como el Sync para forzar una respuesta.
Esta filosofia funciona para medir el RTT cuando se realiza de maquina a maquina, pero al invocar el
comando contra el puerto de un tinel SSH, Hping se comunica con el socket que SSH prepara localmente
para ese tunel de ese mismo extremo y por tanto no se mide el RTT, puesto que eso deberia efectuarse
en el socket del otro extremo del tunel y no es posible.

3.2.1.3. Tcpdump y tcptrace

Combinando fcpdump y tcptrace[8] se pueden utilizar para efectuar volcados de trafico y analizar
las trazas para interpretar los paquetes enviados y recibidos y obtener datos estadisticos de las latencias.
Sin embargo, dado que las comunicaciones por el tinel se encuentran encriptadas, no resulta inmediata la
medicion del trafico cursado por los tuneles, teniendo que recurrir a interfaces loop-back puente que
también deben monitorizarse. Wireshark puede obtener datos similares pero experimenta el mismo
problema.

3.2.1.4. Medida directa del RTT sobre mensajes echo tunelados

Para realizar una medicién RTT sobre los tuneles se propone realizar las medidas de RTT sobre
mensajes mandados a través del tinel al puerto echo del servidor destino.

Cliente Echo Servidor Echo
TCP/IP TCP/IP
SSH s o W SSH
TCP/IP ‘ omunicacioneas a nive ere ’ TCP/'P

Plavet_ _,“ Servidor

L ‘—-- .

Figura 3-8: Escenario de funcionamiento cliente/servidor echo para medir RTTs a través de tiineles SSH
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Esta medida registra el RTT percibido por el sistema de gestiéon o el administrador de forma més
realista, pues se lleva a cabo a nivel de aplicacién. Para ello se emplea un cliente echo que se pueda
tunelar por TCP:

#!/usr/bin/env python

import socket

host ='127.0.0.1'

port = 7777

size = 1024

s = socket.socket(socket.AF_INET, socket. SOCK_STREAM)
s.connect((host,port))

s.send('Hola, mundo")

data = s.recv(size)

s.close()

print 'Recibido:', data

Las medidas de RTT se pueden obtener a partir del comando time ejecutado sobre el cliente echo
generando un archivo de resultados tal y como se efectta en el apartado 3.2.2.3 de esta memoria.

3.2.2. Impacto en la latencia del trafico debido a los tuneles
que comparten sesion por multiplexacion.

El objetivo de estas medidas es el de cuantificar el efecto en la latencia del tréfico de gestion y
control que tiene en esta red el establecimiento de tineles multiplexados en una misma sesién en la que
existe un tunel con trafico pesado de datos. Todas las comunicaciones entre cada player y el servidor
central se establecen en tuneles que comparten una Unica sesidén por player. Sin embargo, segun lo
expuesto en el apartado 3.2, puede mejorarse la latencia usando tlneles con sesiones independientes
debido a que el control de congestion que aplica SSH se efectla por sesiones y no por tuneles. Para
validar este hecho se realizan algunas medidas que contrastan datos de latencia de tineles SSH cuya
sesion se comparte con una transferencia masiva SFTP frente a otro tunel que, simultaneamente se
monitoriza y cuya sesion SSH es independiente de la anterior.

3.2.2.1. Metodologia

El procedimiento a seguir para poder cuantificar la latencia extra experimentada por un tinel SSH
multiplexado con otro con trafico SFTP pesado frente a un tinel sin multiplexar en sesion SSH
independiente consiste en evaluar el RTT del tunel independiente frente al RTT del tinel multiplexado con
la transferencia SFTP. Los tuneles se establecen desde un player de la red hasta el servidor DS en
Montreal tal y como se expone en la siguiente tabla:
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Tabla 3-1: Configuracion de los tuneles empleados en las pruebas experimentales
Puerto origen en player Puerto destino en Servidor Funcién COIETED EERIEND
para sondear
777 ; Medicion de RTT a través de Cliente echo:
un tdnel independiente echo_tunel_simple.py
Medicion de RTT a través de Cliente echo:
7778 7 un tanel multiplexado con ,
otro con tréfico pesado echo_tunel_multiple.py
2222 22 Tunel con trafico pesado SFTP

La unica diferencia entre los dos clientes echo es el puerto al que lanzan sus peticiones de eco.

Player

-

Tunel independiente

77774

b7

\'?

77784

22229C

Tuneles Multiplexados

Servidor

Figura 3-9: Escenario de pruebas propuesto para el anélisis del impacto de trafico pesado en tiineles SSH

Se establecen tres comunicaciones tuneladas. Por dos de ellas se establece una comunicacion
SSH con el servidor y por la tercera un tinel SFTP. El tunel con comunicacion SFTP comparte sesion SSH
con una de las otras comunicaciones para poder estudiar el impacto del trafico SFTP masivo en el tunel
que comparte sesion frente al tinel de sesién independiente.

Una vez establecidos los tineles se ejecutaran de forma sincronizada sondeos echo a través del
tunel independiente y del tinel multiplexado en varios escenarios: En primer lugar, se aplicaran estos
sondeos en el tinel SSH independiente sin enviar datos por la conexion SFTP. De este modo se obtienen
los valores de RTT de referencia en el mejor escenario posible: S6lo una comunicacion SSH y la
comunicaciéon SFTP inactiva.

Posteriormente, se procede a realizar medidas de RTT con la comunicacion SFTP a plena carga.
Para ello se efectuan sondeos simultaneamente en ambos tuneles SSH y se representan los valores RTT
obtenidos en un grafico donde se podran comparar las diferencias de latencia.
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Finalmente se modifican ciertos pardmetros de las comunicaciones para controlar la congestién y
reducir la latencia. Se realizan sondeos en este escenario y se valoran los resultados obtenidos para
exponer unas conclusiones.

3.2.2.2. Creacién de los tuneles

Para establecer los tineles se ejecutan los siguientes comandos:

ssh -L7777:127.0.0.1:7 ateire.com
ssh -L.2222:127.0.0.1:22 -L7778:127.0.0.1:7 ateire.com

En la primera linea se crea un tunel simple, con puerto local en el player 7777 que conduce al
puerto remoto echo (7) del servidor central. En la segunda se establece una sesion con dos tineles, el que
tiene puerto local 2222 se usara para transmitir via SFTP datos constantemente al servidor central e
intentar ocupar todo el ancho de banda E2E disponible. El puerto 7778 local también se comunica con el
puerto echo del servidor central.

3.2.2.3. Ejecucién de los clientes echo para obtener RTTs

Las pruebas siguientes se realizan para comprobar si se perjudica la latencia del trafico en un
tunel que comparte sesion SSH OpenSSH v2 con otro que requiere un uso intensivo del ancho de banda.
Para ello se habilita sobre el tunel de datos (2222) una sesién SFTP a través de la cual se transmite una
rafaga de datos constantemente a la velocidad que permite el escenario propuesto.

sftp -oPort=2222 127.0.0.1

Posteriormente se ejecutan dos clientes echo: Uno contra el puerto local 7777
(echo_tunel_simple.py) y otro contra el puerto local 7778 (echo_tunel_multiple.py) mediante un script sh
que se encarga de ejecutarlos de forma sincronizada recursivamente y apuntando en un log los tiempos
necesitados por cada cliente echo para ejecutarse. De este modo, el script sh genera las llamadas a los
scripts python sincronamente y obteniendo medidas de tiempo que pueden compararse para poder
deducir el tiempo extra del RTT segun el tinel empleado.
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sondeos_echo.sh

#l/bin/sh

ahora="date +%s%N | cut -b1-13’
echo ™ >echo_tunel_simple.log
echo " >echo_tunel_multiple.log

function sondeo()
{
tipo=$1
momento="date +%s%N | cut -b1-13’
salida="(time $tipo".py") 2>&1°
rtt="echo $salida | grep real | cut -f2 -d'm" | cut-f1-d's"
transcurrido=$(($momento-$ahora))
t="awk 'BEGIN{printf("%0.3f", '$transcurrido' / '1000" )}"
echo $t $rtt >>$tipo".log"

}

for ((i=0; i < 250; i++))
do

sondeo echo_tunel_simple&
pid_sondeo_tunel_simple=$!

sondeo echo_tunel_multiple&
pid_sondeo_tunel_multiple=$!

wait $pid_sondeo_tunel_simple
wait $pid_sondeo_tunel_multiple
done

Este script genera dos logs: “echo_tunel_simple.log” y “echo_tunel_multiple.log” con dos columnas
de cifras. La primera indica el tiempo en milisegundos transcurrido desde que comienza la prueba y la
segunda indica el RTT en milisegundos de cada peticién. Los datos obtenidos son representados con
Gnuplot. La ubicacion geografica del cliente y del servidor en estas pruebas es importante. El servidor esta
en Montreal, Canada y el cliente en Zaragoza. Ademéas debe tenerse en cuenta que los valores RTT
obtenidos no representan exclusivamente la latencia del tunel, ya que la ejecucion de los scripts también
contribuye:

Tabla 3-2: Valores de referencia de latencias obtenidos como promedio de 16 medidas espaciadas a lo largo de las pruebas
experimentales.

RTT Ping desde Zaragoza hasta Montreal 125 ms en promedio

Ejecucion del cliente y su medicion del tiempo

. 260 ms en promedio
empleado en una conexion no tunelada

Ejecucion del cliente conectandose a servidor echo

105 ms en promedio
en local
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3.2.2.4. Comparativa del RTT entre un tunel de sesién unica y otro
multiplexado con una conexion SFTP

En primer lugar se obtiene la medida de RTT en ausencia de trafico en otros tineles.
Comandos GNUPIot:

set encoding iso_8859_1

set title "Comparativa en los RTT's de SSH"

set ylabel "RTT en segundos"

set xlabel "{(s)"

set xrange [0:90]

plot "echo_tunel_simple_sin_carga.log" with lines title "RTT del tunel sin carga”

Comparativa en los RTT's de SSH

RTT del tunel sin carga

0.8 B

06 B

RTT en segundos

05 B

04 B

0.3 B

0.2
0 10 20 30 40 50 60 70 80 30

33.5205. 0.931842 t(s)
Figura 3-10: RTTs de un tinel SSH sin trafico extra en otros tuneles que comparten sesion

Tabla 3-3: Datos estadisticos de RTT de un tinel SSH en ausencia de carga en la conexion SFTP

RTT Medio (ms) Desviacion estandar (ms)

tnel de sesion Unica 324 54

Si observamos la Tabla 3-2 se observa una sobrecarga de 64 ms debido a las conexiones
tuneladas. Esta sobrecarga aumentara en caso de pérdida de paquetes debido a la apilacion TCP/IP
sobre TCP/IP que tiene lugar en el tunel y que se pone de manifiesto en el segundo 54 donde ocurre un
incremento de latencia notable.

Los datos referentes al escenario en el que el segundo tunel comparte sesién con una
transferencia SFTP se representan del siguiente modo:
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Comandos GNUPIot:

set encoding iso_8859_1

set title "Comparativa en los RTT's de SSH"

set ylabel "RTT en segundos”
set xlabel "{(s)"

set xrange [0:150]

set yrange [0:2]

plot "echo_tunel_simple.log" with lines title "RTT en tunel de sesi\363n \372nica", \
"echo_tunel_multiple.log" with lines title "RTT en tunel de sesi\363n compartida"

Comparativa en los RTT's de S5SH

25 r

RTT en segundos
&

05 -

RTT en tunel de sesidn Gnica
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0
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Figura 3-11: Comparativa de RTT’s entre tuneles SSH de sesidn tnica y con sesiéon compartida.

Tabla 3-4: Datos estadisticos de RTT en tiineles SSH con trafico en tiineles que comparten sesion

RTT Medio (ms) Desviacion estandar (ms)
tunel de sesion compartida 1909 330
tunel de sesion unica 1041 295

En este escenario, la tasa de transferencia de SFTP es constante y alrededor de los 600 kbytesls.

De los resultados anteriores se deduce que la latencia en el tinel de sesion compartida es
consecuencia de un estado de congestion de los buffers intermedios. La sesion SSH frena las peticiones
de eco del tunel que comparte sesion con el de datos SFTP y sufre una latencia mayor respecto al tunel
con sesion independiente debido a que la sesion SSH aplica control de congestion sobre todos los canales
abiertos. Por ese motivo, el tinel SSH que va independiente dispone de mas facilidad para transmitir y
sufre latencias menores ya que no tiene que soportar el buffer del otro tunel de la transferencia SFTP y lo
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evita. En este escenario queda por tanto patente que resulta conveniente el uso de sesiones individuales
para cada tunel.

3.2.2.5. Ajuste fino del tamarno de buffer de SFTP

Para reducir el efecto de la latencia al maximo se propone controlar la congestion. Para ello, se
puede reducir el tamafio del buffer SFTP y en consecuencia su ventana de congestion evitando
sobrecargar los buffers intermedios en el enlace con el servidor. El tamafio por defecto del buffer son
16384 kbytes y en esta prueba se reduce a 3072 kbytes.

Comando ejecutado:
sftp -oPort=2222 -B 3072 127.0.0.1

Comparativa en los RTT's de SSH

RTT en tunel de sesidn dnica
RTT en tunel de sesién compartida
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Figura 3-12: Comparativa de RTT entre tineles SSH con de sesi6n Uinica y compartida, ambos con el tamaiio de buffer ajustado.

Tabla 3-5: Datos estadisticos de RTT en tiineles SSH con tréfico en tiineles que comparten sesién con el tamafo del buffer SFTP

ajustado

RTT Medio (ms) Desviacion estandar (ms)
tunel de sesion compartida 755 10
tunel de sesion unica 706 11

En este escenario, pese a reducir el tamafio del buffer a 3072, la tasa se transferencia SFTP se
mantiene alrededor de los 600 kbytes/s, por lo que el ajuste del buffer no repercute negativamente en el
throughput de la transferencia SFTP. Sin embargo, los resultados de latencia mejoran notablemente
especialmente en el canal que comparte sesion con dicha transferencia SFTP.
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El tamafio de buffer elegido tiene una justificacién. Empiricamente se han realizado pruebas para
controlar el ancho de ventana usado por SFTP y la latencia experimentada. La reduccion del buffer hasta
el valor propuesto unicamente ha conllevado reduccion de latencia al evitar saturacion en los buffers
intermedios. Reducirlo mas incurriria en un desaprovechamiento de ancho de banda. Al realizar un ajuste
fino sobre la cantidad de informacion capaz de absorber por el enlace se evitan situaciones de congestion
que conlleven descartes de paquetes, retransmisiones y retardos innecesarios. Se aprovecha mejor el
ancho de banda y se puede disminuir la latencia.

Este comportamiento justificaria la implementacion de un sistema que mantenga controlado el
RTT regulando el flujo de datos. Para ello se podria utilizar el ancho de ventana de congestion y el RTT
para calcular el ancho de banda esperado y compararlo con el obtenido. Segun fuese el resultado se
puede deducir si se estd en congestion o no. Esta idea de control de congestion no es nueva y ya ha sido
desarrollada por TCP Vegas, que propone entre otras cosas un algoritmo diferente al sistema reactivo de
control de congestion RENO que clasicamente implementa TCP.

3.2.2.6. Control de congestién con TCP Vegas
Las principales diferencias de TCP Vegas frente a Reno son:

e La mejora del algoritmo de retrasmisién haciéndolo més efectivo. Incrementa ligeramente el ancho
de banda.

e Un mecanismo de prevencion de congestion mejorado: Reno es reactivo, pues han de perderse
datagramas para que TCP considere que existe congestion. Vegas, propone usar los RTTs como
indicador de la capacidad E2E del enlace. Mientras los tiempos RTT no aumenten, se incrementa
el ancho de ventana. Ademas, Vegas intenta optimizar la cantidad de informacion excedente que
se puede colocar en los buffers intermedios del enlace. Dejarlos vacios implica una pérdida de
efectividad frente a posibles aumentos del ancho de banda disponible mientras que llenarlos
demasiado puede conducir a situaciones de congestién que generan pérdidas de paquetes;
aspecto que se intentan evitar.[9]

e La modificacion del algoritmo de slow-start: Sélo se aplica en uno de cada dos RTTs. La ventana
de congestion se mantiene estable para medir el ancho de banda esperado a partir del tamarfio de
la ventana y del RTT y determinar de ese modo si se esta en congestion o no. Cuando el ancho de
banda esperado cae por debajo del conseguido, Vegas cambia del modo slow-start al modo lineal
basado en el incremento y reduccion del ancho de ventana del algoritmo de prevencion de
congestion. Este método evita las pérdidas iniciales en el establecimiento de una conexion con
RENO, y aunque aun en estas circunstancias pueden ocurrir situaciones de congestion, son de
menor calado y se converge antes hacia el ancho de banda disponible.

Sin embargo, TCP Vegas sufre serios problemas en entornos que practiquen rerouting a los
paquetes TCP para realizar, por ejemplo, balanceado de carga en el servidor. En estos escenarios, Vegas
no funciona correctamente porque calcula de forma errénea los anchos de banda disponibles, pudiendo
llegar a trabajar en constante congestion sin percatarse de ello [10]. Sin embargo, en el escenario que
planteamos para nuestra red DS, este supuesto no se presenta y por consiguiente este defecto no se
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producird nunca haciendo altamente recomendable la implementacién de TCP Vegas tanto en los players
como en el servidor.

El player dispone de un Linux embebido en el que se puede activar el sistema de control de
congestion propuesto. Para ello se reconfigura el Kernel 'y se compila de nuevo con dicha opcion
seleccionada:

TCP: advanced congestion control
Arrow keys mnavigate the menu. <Enter?> selects submenus ——->.
Highlighted letters are hotkeys. Pressing <Y> includes, <N> excludes,
<M>» modularize=s features. Press <Esc»<Esc> to exit, <?» for Help, </ >
for Search. Legend: [*] built-in [ ] excluded <M> module < >

——— TCP: advanced congestion control

> Binary Increase Congestion (BIC) control
CUBIC TICP

TCP Westwood+

H-TCP

High Speed TCP

TCP-Hybla congestion control algorithm

Scalable TCP
TCP Low Priority

A AEEA A A A A A

Figura 3-13: Modificacion del kernel del player para dar soporte a TCP Vegas

En el servidor central resulta mas sencillo; pues al estar basado en Linux Centos Server, el kernel
dispone de una gran variedad de mddulos precompilados que sdlo requieren de su activacién en caso de
necesitarse:

Activacion temporal de TCP Vegas de forma temporal
echo Vegas > /proc/sys/net/ipv4/tcp_congestion_control

Para efectuar este cambio de forma permanente se puede proceder de dos maneras:

e Editando /etc/sysctl.conf para modificar net.ipvé4.tcp_congestion_control=Vegas
e Ejecutando el siguiente comando:

Isbin/sysctl -w net.ipv4.tcp_congestion_control=Vegas
Una vez realizados estos cambios se procede a realizar la medicién de RTTs con los mismos

parametros que en el apartado anterior para comparar los resultados entre una comunicacion tunelada de
sesidn unica y una compartida.
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Comparativa en los RTT's de SSH

RTT en tunel de sesidn dnica
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Figura 3-14: Comparativa de RTTs de tuneles SSH con sesi6n tnica y con sesion compartida funcionando con TCP Vegas

Tabla 3-6: Datos estadisticos de RTT en tiineles SSH SSH con sesidn tlinica y con sesion compartida funcionando con TCP Vegas

RTT Medio (ms) Desviacion estandar (ms)
tunel de sesion compartida 408 35
tunel de sesion Unica 411 35

La tasa de transferencia SFTP se incremento ligeramente para alcanzar los 620 Kbytes/s y los
RTTs se redujeron a valores muy proximos al escenario en el que no se transmite nada por SFTP. La
desviacion estandar incluso se mejora, por lo que se puede concluir que el control de congestion
efectuado por TCP Vegas se realiza satisfactoriamente y la latencia se mantiene controlada incluso en
escenarios con transmisiones de datos masivas. Otro aspecto a destacar es la irrelevancia del status del
tunel, ya que al quedar controlada la congestion el control de congestion inherente a SSH nunca se
efectia y por consiguiente el resultado es equivalente en tuneles de sesion unica y tuneles de sesion SSH
compartida con transmisiones SFTP masivas. Por ese motivo, se concluye que el control de congestion
por TCP Vegas implementado tanto en el servidor como en los players, soluciona definitivamente todos los
problemas derivados de la congestion.
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4. QOS CON ENLACES 802.11

La influencia del tipo de acceso a Internet que dispone el player es muy elevada dependiendo de
la tecnologia empleada. Concretamente, en entornos wireless 802.11 existen algunas herramientas que
permiten gestionar el trafico en escenarios con congestién en la red local para mejorar la QoS percibida.
Para ello, la problematica a tratar en este apartado consiste en cdmo abordar la planificacién y marcaje del
trafico de salida del dispositivo para intentar favorecer el correcto funcionamiento del player
independientemente del estado de congestion de la red local. S6lo se contempla trabajar en el tréafico
upload, puesto que por norma general se desconoce el tipo de punto de acceso 802.11 presente (b/g/n,
fabricante, si es compatible con Wireless MultiMedia (WMM), etc).

4.1. DESCRIPCION DE WIRELESS MULTIMEDIA (WMM)

La tecnologia WMM representa una mejora de la subcapa MAC para afiadir prestaciones de
calidad de servicio a las redes Wi-Fi. WMM recoge partes del estandar 802.11e y supone una extension
del sistema de coordinacion distribuida (DCF) para acceder al medio inalambrico. Este sistema intenta
ofrecer a todos los dispositivos la misma prioridad y oportunidad de acceder al medio basandose en el
algoritmo “listen-before-talk’. En este escenario, cada cliente espera un tiempo aleatorio de backoff y
entonces se transmite sélo si no hay otro dispositivo transmitiendo en ese momento. Esta forma de evitar
colisiones da a los dispositivos la oportunidad de transmitir pero bajo determinadas circunstancias de alta
carga de trafico se ve afectado el rendimiento de este sistema y su ecuanimidad con los diversos clientes
Wi-Fi.

Tabla 4-1: Listado de las categorias de acceso en WMM y su correspondencia con las prioridades 802.1d de Ethernet [11]

Categoria de acceso (AC) Descripcion 802.1d tags

La prioridad més alta.

Prioridad de voz WMM Permite multiples llamadas de voz sobre 7,6
IP (VolIP) con baja latencia.

Prioriza el trafico de video sobre otros
Prioridad de video WMM datos de trafico. 54

Trafico de dispositivos que carecen de
prestaciones QoS 06 trafico menos
Prioridad “Best Effort” WMM sensible a latencia pero al que le afectan 0,3
retardos elevados como la navegacion
por Internet.

Trafico de baja prioridad como descargas
de ficheros y trabajos de impresién que
no tienen requisitos estrictos de latencia y
ancho de banda.

Prioridad Background WMM 2,1
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4.2. WMM Y EDCA: CLASIFICACION DE LAS COLAS

WMM introduce capacidad de priorizacion de trafico basado en las cuatro clases de trafico ya
listadas en la Tabla 4-1. Las categorias de acceso reciben mas prioridad para transmitir cuanto mayor sea
su nivel de clasificacion. Esta forma de abordar la gestién del tréfico solventa la falta de diferenciacion de
los flujos y hace posible la priorizacidn del acceso al medio de unos frente a otros. Ademas, la planificacién
del sistema WMM permite la coexistencia de dispositivos compatibles con WMM con aquellos que no lo
son. Esta planificacion llamada denominada EDCA se puede efectuar de modo distribuido sin intervencion
del APy se incorpora del estandar 802.1e

Immediate access for the first ATFS[3] |
Frame when medmm 1s ] »
free ==DIFS/ATFS[1] _ ATFS[2]
and backoff timer has been zero | .

ATFS[1] Low priority

=DIFS

AHESIARES FES Medtin priority SIFS  SIFs STFS
—> SIFS ¥ - e
[
Busy medium High priority AC RTS Data
Backoff CTs ACK
Carrier sense for 1dle medinm Next frame

Figura 4-1: Relaciones existentes en el espacio entre trama (IFS)[12]

La priorizacion de WMM funciona tal y como se muestra en la Figura 4-2 y en la Figura 4-3. Las
aplicaciones asignan cada paquete de datos a una clase de acceso concreto (AC). Los paquetes, se
afiaden posteriormente a cada una de las cuatro colas de transmisién independientes en el cliente (una
por cada AC: voz, video, best effort y background).

Voice

] - WMM Default Parameters

.......................... - Backoff values shown are for

Background 7 slots | 0
P Minimum R Random Backoff o
Wait (AIFSN) Wait

Figura 4-2: Temporizaciones en WMM [13]

El cliente dispone de un sistema para resolver colisiones internas en las contiendas por acceder al
medio que se resolveran de forma similar a como se actua posteriormente entre estaciones. Para ello se
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establece un algoritmo distribuido que determina qué cliente dispondra de la oportunidad para transmitir
(TXOP)

Map frames Application data

to AC

Voice Video Best Background
Data Data Efforts

Assign
frames
to transmit
gqueue

Y v
Resolve I I I I
internal
collision A/
“Alr’

Figura 4-3: Colas de transmision en un cliente WMM [13]

Y

El algoritmo de resolucién de colisiones responsable de la priorizacion de tréfico es de caracter
probabilistico y depende de dos parametros que varian para cada clase de acceso (AC):

e Eltiempo minimo entre tramas o el Arbitrary Inter-Frame Space Number (AIFSN).
e Eltamarfio de la ventana de contencidn, a veces referido como tiempo aleatorio de backoff.

Estos dos valores son pequefios para tréficos de alta prioridad y mayores segun disminuya la
prioridad. Para cada AC, se calcula un tiempo de backoff como la suma del AIFSN y un valor aleatorio
comprendido entre el 0 y el valor de la ventana de contencién (CW) que varia a lo largo del tiempo.
Inicialmente el CW se inicializa a un valor que depende del AC, pero tras cada colision, el CW se dobla
hasta que se alcanza el valor maximo (también dependiente del AC). Tras una transmisién exitosa el valor
del CW se reinicia a su estado inicial dependiente del AC.

El AC con el backoff menor obtiene el TXOP. Las tramas con AC superiores disminuyen
progresivamente su backoff para incrementar la probabilidad de acceder al medio (un TXOP)

Tabla 4-2: Parametros por defecto de EDCA para 802.11 y WMM [11]

CWmin CWmax AIFSN

OFDM| CCK |oFDM| CCK
AC_BK 15 |31 1023 /
AC_BE 15 |31 1023 3
AC_VI 7 |15 1531 2or1(AP
AC_VO 317 7115 2or1(AP

WMM recoge en sus especificaciones el sistema EDCA y opcionalmente otras prestaciones de
802.11e como WMM Scheduled Access (WMM-SA), Direct Link Setup (DLS) block acknowledgment (B-
ACK), y técnicas de ahorro energético. Resulta conveniente, por tanto, averiguar el grado de
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aprovechamiento de WMM por un cliente compatible con esta tecnologia que accede a una red 802.11
que no da soporte. En ese escenario se empleara EDCA.

4.3. MAPEADO QOS EN WMM

Para poder emplear EDCA en el player, se ha de indicar al dispositivo 802.11 cual es la prioridad
de la informacion que en cada momento debe transmitir. Para ello, se puede realizar un marcado en el
nivel de enlace, el nivel de funcionamiento de WMM, o en el nivel de red, pues el estandar especifica que
WMM también ha de ser capaz de interpretar niveles de prioridad IP del campo TOS [13]

4.3.1. Mapeado QoS desde el nivel de enlace

Para conseguir que el tréfico que generamos en los players se clasifique en un tipo de AC o en
otro, se puede marcar a nivel 2 el tréfico para que, posteriormente y segun 802.1p, el driver Wi-Fi del
player pueda clasificarlo en el AC correspondiente. Este marcaje va en una etiqueta opcional de Ethernet,
la 802.1Q, y al incluirla, se recalcula el codigo de redundancia ciclica de trama (CRC).

Preambulo gD et MA.C MAC Tipo/Long. Datos CRC L2l @il
trama destino origen tramas
7Bytes | 1Byt 6Byte | 6Byte | 2Byte Hag;‘tgfoo 4 Bytes | 12 Bytes

Ll

iCi Etiqueta
Preambulo Tifele 62 MA.C MAC Tipo/Long. | Datos CRC CEPEE
trama destino | origen 802.1Q tramas
Hasta
7 Bytes 1 Byte 6 Byte 6 Byte 2 Byte | 4 Bytes 1500 4 Bytes | 12 Bytes
Bytes

Figura 4-4: Modificacion en la trama Ethernet para incluir el marcaje 802.1Q

Sin embargo, en Linux, la posibilidad de marcar directamente tréfico a nivel 2 esta muy restringida.
La forma mas directa de hacerlo es utilizando VLANs y valiéndonos de 802.1Q. Para ello, se crearian
interfaces virtuales por las que se redirigir el trafico que considerasemos oportuno. Este trafico quedara
marcado con las tags 802.1Q.

Marcar directamente 802.1p tedricamente es posible con un nuevo filtro de iptables [21] segun el
cual se pueden poner etiquetas 802.1p si el driver lo permite. En primer lugar indicamos a Eth0 como
interfaz con VLANS configuradas de prioridad 2 y 3

veonfig set_egress_map eth0 3 3
veonfig set_egress_map eth0 2 2
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Luego usamos la capacidad de editar los buffers de socket del kernel de Linux:

T,

86 3.0.0 Eernel Configuration

Qo5 and/or fair gqueueing
Arrow keys navigate the menu. <Enter> selects submenus —-->>.
Highlighted letters are hotkey=. Bressing <Y> includes, <N> excludes,
<M> modularizes features. Fress <Esc»<Esc» to exit, <7?» for Help, </>
for Search. Legend: [*] built-in [ ] excluded <M> module < >

<E Generic actions
<] Erobability support
<E Eedirecting and Mirroring
<k IPtables targets
<k Stateless MAT
<k Packet Editing

Simple Example (Debug)

5FB Editing

Checksum Updating

Incoming dewvice classification

Figura 4-5: Activacion de SKB editing en Networking support -> Networking options -> QoS and/or fair queuing

# ej de filtrado por ToS [22] y marcado a nivel skb (Linux Socket Buffers) [23]:

tc qdisc add dev eth0 root handle 1: sfq

tc filter add dev ethO parent 1: protocol ip u32 match ip tos 0x48 Oxff action skbedit priority 2
tc filter add dev eth0O parent 1: protocol ip u32 match ip tos 0x68 0xff action skbedit priority 3
tc filter add dev eth0O parent 1: protocol ip u32 match ip tos 0x00 Oxff action skbedit priority O

Para validar el marcado, habria que capturar ese trafico realizando las conexiones a un hub en el
que conectemos el terminal en modo promiscuo, ya que un router convencional que no implemente VLANSs
suprime dichas tags. Por otro lado, la validacion del marcaje a nivel 802.1p o q en la maquina origen o
destinataria tampoco es posible. Segun [24] No se tienen garantias de poder capturar el trafico 802.1q en
el terminal que manda el tréfico ya que el driver de la tarjeta puede quitar la etiqueta antes de que
podamos obtenerla con wireshark o tcpdump.

La alternativa podria ser trabajar en un switch que permita monitorizacién de trafico de puertos.
Para ello, se puede utilizar el software DD-WRT corriendo en alguno de los dispositivos compatibles [25] y
duplicar y redirigir el tréfico objeto del anélisis al terminal con wireshark [26]. Sin embargo, dado que no se
dispone en este momento del material necesario para proceder con las medidas empiricas, se procede a
realizar las pruebas de marcaje a nivel 3.

4.3.2. Mapeado QoS desde el nivel de red

Para poder clasificar los traficos en los 4 ACs de WMM tenemos otra alternativa. Aunque el nivel
dos de capa OSI no deberia poder examinar los niveles superiores para averiguar su calidad de servicio,
es una practica que se emplea de facto y por consiguiente marcando adecuadamente el campo TOS de IP
se puede conseguir clasificacién de QoS a nivel inferior.
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Una vez mapeado la QoS a nivel 2, WMM lo interpreta clasificando el trafico en colas segun la
Tabla 4-4.

En IPv4 el campo de Type of Service (ToS) se emplea para definir el campo Differenciated
Services Code Point (DSCP) [14] y el Explicit Congestion Notification (ECN) [15]

B 32 Bits -
8 B8 8 i 8
Version IHL Type of Service Total Length
Idenfification lags Fragment Offset
Time to Live / Protocol \ Header Checksum

Source Addrass \

/ Destination Addrass \
/ Options \
/ Data \

< Drop Probability —h-l

Reliability Reserved
IP Precadence Delay |Throughpul {Unused) (Unused)
3 Bits 1 Bit 1 Bit 1 Bit =]
DSCP

Figura 4-6: Ubicacion del campo ToS en IPV4 y sus partes principales.

Tabla 4-3: Nomenclatura de los bits del campo ToS en IPv4[16]

S5 S4 S3

(P2) (P1) (PO) S2 S1 S0 CN CN

Los campos P2, P1, PO se dedican para definir el nivel de prioridad del trafico. Los bits S2, S1'y
S0 caracterizan el trafico con requisitos de retraso (s2) y ancho de banda (s1). SO no se usa y siempre
estd a cero. A su vez, CN1 y CNO que se plantearon como sefializacién de congestion [15] han quedado
obsoletos y tampoco se emplean. Por norma general van a 0.

En base a los bits de prioridad, se pueden definir los siguientes niveles:
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Tabla 4-4: Correspondencia de los niveles de prioridad DSCP con los tags 802.1D y los AC de 802.1e y WMM[13]

P2 P1P0 802.1D AC

000 0 BE
001 1 BK
010 2 BK
011 3 BE
100 4 Vi
101 5 Vi
110 6 VO
111 7 VO

En la Tabla 4-4, se muestra la relacién entre los distintos niveles de prioridad a nivel 3, 2 y 802.11

cuando se emplea 802.11e/WMM

(PHB).

=

Respecto los bits S, se define el comportamiento de los paquetes por salto 6 Per Hop Behavior

Default PHB: DSCP: "00000000". Este es el ToS que recibe el trafico por defecto, recibiendo un
comportamiento de Best Effort.

Expedited Forwarding (EF) PHB[17]: Este tipo de marcaje se reserva para trafico con altos
requisitos de prioridad, y condiciones de ancho de banda y retardo estrictas. Este tipo de
informacidn sirve a los routers que realizan gestion del ToS para darlos prioridad o descartarlos si
son incapaces de cursar el trafico con las prestaciones requeridas por el flujo de datos. Al marcar
un flujo de datos con caracteristicas rigidas en términos de ancho de banda o retardo se da a
entender al router que si no se consigue tramitar dicho trafico con esos requisitos no servira y se
procede a descartarlo.

Assured Forwarding (AF) PHB [18]: El marcaje AF se utiliza en tréfico al que se desea priorizar
frente al trafico con prioridad estandar. Existen en total nueve tipos distintos de trafico AF
dependiendo de su nivel de prioridad y su caracterizacion en los bits S.

Segun [19], sblo determinados codepoints (valores del TOS) seran aceptados como tal en los

routers, tratando el resto de combinaciones como trafico por defecto bien convirtiendo el TOS a 0x00 6
simplemente ignorandolo. Todas las clases de trafico vistas hasta el momento se pueden clasificar en la
siguiente tabla:
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Tabla 4-5: Valores del ToS reconocidos por DiffServy su correspondencia con DSCP codepoints y PHB’s

DSCP DSCP  TOS Bits TOS

Prioridad DSCP Class (Per Hop Behavior) Decimal Codepoints (Hex)

P's S CN

7 - 56 0x38 0xEO 111 000 00
6 - 48 0x30 0xC0 110 000 00
5 Expedited Forwarding (EF) 46 0Ox2E  0xB8 101 110 00
AF41 34 0x22 0x88 100 010 00

4 Assured Forwarding (AF4) AF42 36 0x24 0x90 100 100 00
AF43 38 0x26 0x98 100 110 00

AF31 26 Ox1A 0x68 011 010 00

3 Assured Forwarding (AF3) AF32 28 0x1C 0x70 011 100 00
AF33 30 Ox1E 0x78 011 110 00

AF21 18 0x12 0x48 010 010 00

2 Assured Forwarding (AF2) AF22 20 0x14 0x50 010 100 00
AF23 22 0x16 0x58 010 110 00

AF11 10 0x0A 0x28 001 010 00

1 Assured Forwarding (AF1) AF12 12 0x0C 0x30 001 100 00
AF13 14 Ox0E 0x38 001 110 00

0 Default 0 0x00 0x00 000 000 00

La informacidn proporcionada en la Tabla 4-4 y en la Tabla 4-5 no aclara perfectamente cémo se
corresponden los campos DSCP a niveles inferiores y viceversa, ya que los niveles de prioridad 6 y 7 no
estan definidos como PHB’s y segun [19] un router que implemente DiffServ puede tratar de forma
impredecible estos tipos de trafico. En estos casos, algunos fabricantes toman iniciativas propias al
respecto, como Cisco propone en sus dispositivos:

Tabla 4-6: Correspondencias QoS en los AP’s de Cisco[20]

AVVID 802.1 UP-Based Traffic Type AVVID IP DSCP | AVVID 802.1p UP | IEEE 802.11e UP

Network control - 7

Inter-network control (LWAPP control, 48 6 7
802,11 management

Voice 46 (EF) 5 6
Video 34 (AF41) 4 5
Voice Control 26 (AF31) 3 4
Background (gold) 18 (AF21) 2 2
Background (gold) 20 (AF22) 2 2
Background (gold) 22 (AF23) 2 2
Background (silver) 10 (AF11) 1 1
Background (silver) 12 (AF12) 1 1
Background (silver) 14 (AF13) 1 1
Best Effort 0 (BE) 0 0,3
Background 2 0 1
Background 4 0 1
Background 6 0 1
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Por consiguiente, independientemente de que funcione correctamente las correspondencias de
Tabla 4-4 en la que se expone la equivalencia QoS de los valores de prioridad de TOS con 802.1e/WMM,
en un escenario real en el que haya un router intermedio el marcado de prioridades 6 y 7 puede perderse y
por tanto no es recomendable usarlos. En el caso en que el propio player disponga de tarjeta Wi-Fi
incorporada si pueden usarse esos dos valores de prioridad, puesto que los paquetes pasarian
directamente del nivel 2 al driver de la tarjeta Wi-Fi y éste realizaria la gestién adecuada de colas.

4.4. MEDIDAS EXPERIMENTALES

Se plantean dos escenarios de pruebas para verificar y cuantificar el efecto del trafico diferenciado
en los flujos de datos. En el primer caso se busca averiguar si el efecto de los flujos de trafico pesado del
propio dispositivo sobre los flujos de control se puede mitigar en la interfaz 802.11 con el uso de las
prestaciones EDCA. Para ello se trabaja con un sélo player transmitiendo dos flujos de datos
simultaneamente a los que se le aplica DiffServ empleando el sistema de colas de transmisién mostrado
en la figura 4-3. En el segundo escenario se busca comprobar la efectividad de EDCA a la hora de
priorizar trafico entre dos interfaces 802.11 diferentes. Un player transmitira informacién con prioridad alta
frente a las transmisiones de prioridad estandar de un ordenador convencional que comparte red Wi-Fi con
el player.

En ambos escenarios el player utiliza un kernel estandar con algoritmo de control de congestién
TCP Reno para centrarse en la diferenciacion de flujos y su tratamiento en la interfaz inalémbrica. Las
pruebas realizadas se efectuaron con un dispositivo USB 802.11 conectado directamente al player. En
particular se empled un D-Link DWL-G122 con chipset rt73 de Ralink.

441. Primer escenario

En este primer escenario se pretende verificar si el driver Wi-Fi junto con el hardware del chip
interpreta adecuadamente el marcado de los paquetes para hacer uso de las colas especificas de cada
clase de trafico. Esto permitira dar mas prioridad a unos flujos concretos del player frente a otros del
mismo player. Este chip implementa las cuatro clases de trafico de WMM. Otros fabricantes y modelos
implementan sélo tres o dos de ellas, como Realtek en sus chips RTL8192CE/CU.

Player Digital Signage
con &l pc embebido y

con cliente 802.11

Trafico prioritario Servidor local con Ubuntu 12,1

e - — -
e ——
[ Y L—-___ —nRouter 802.11 i

e F g [ g

= ."-']
802,11 con EDCA |
aplicandose a los flujos e

Trafice no prioritario

—

Figura 4-7: Escenario de pruebas para comprobar el funcionamiento de EDCA en caso de flujos de trafico multiples en el propio
dispositivo

Se comienza verificando la inicializacién correcta del chip en el player mediante los mensajes
debug lanzados por el driver a través del kernel.
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7.464815] phy0 -> rt73usb_validate_eeprom: EEPROM recovery - NIC: Oxffef

7.464824] phy0 -> rt73usb_validate_eeprom: EEPROM recovery - Led: 0xe000

7.464830] phy0 -> rt73usb_validate_eeprom: EEPROM recovery - RSSI OFFSET A: 0x0000

7.465052] phy0 -> rt2x00_set_chip: Info - Chipset detected - rt: 2573, rf: 0002, rev: 000a.

7.502244] ieee80211 phy0: Selected rate control algorithm 'minstrel_ht'

7.525370] Registered led device: rt73usb-phy0::radio

7.525434] Registered led device: rt73usb-phy0::assoc

7.525518] Registered led device: rt73usb-phy0::quality

20.812606] phy0 -> rt2x00lib_request_firmware: Info - Loading firmware file 'rt73.bin".

20.868563] phy0 -> rt2x00lib_request_firmware: Info - Firmware detected - version: 1.7.

20.938551] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 0 - CWmin: 3, CWmax: 4, Aifs: 2, TXop: 102.
20.940543] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 1 - CWmin: 4, CWmax: 5, Aifs: 2, TXop: 188.
20.942545] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 2 - CWmin: 5, CWmax: 10, Aifs: 3, TXop: 0.
20.944543] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 3 - CWmin: 5, CWmax: 10, Aifs: 7, TXop: 0.
22.994454] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 2 - CWmin: 4, CWmax: 10, Aifs: 3, TXop: 0.
22.996427] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 3 - CWmin: 4, CWmax: 10, Aifs: 7, TXop: 0.
22.998424] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 1 - CWmin: 3, CWmax: 4, Aifs: 2, TXop: 94.
23.000423] phy0 -> rt2x00mac_conf_tx: Info - Configured TX queue 0 - CWmin: 2, CWmax: 3, Aifs: 2, TXop: 47.

Figura 4-8: Mensajes debug enviados por el médulo Ralink WI-FI del Kernel captados con dmesg

Para realizar las medidas se genera trafico en el player con destino el servidor de la red local. El
trafico es UDP unidireccional. El uso del medio inaldémbrico se reserva en este escenario al enlace entre el
playery el router Wi-Fi. El router se conecta al servidor local por Ethernet cableado.

ra0 IEEE 802.11bg ESSID:"Ateire"
Mode:Managed Frequency:2.412 GHz Access Point: 2C:B0:5D:D9:DB:37
Bit Rate=54 Mb/s Tx-Power=20 dBm
Retry long limit:7 RTS thr:off Fragment thr:off
Encryption key:off
Power Management:on
Link Quality=66/70 Signal level=-44 dBm
Rx invalid nwid:0 Rx invalid crypt:0 Rx invalid frag:0
Tx excessive retries:0 Invalid misc:64 Missed beacon:0

Figura 4-9: Estado del dispositivo USB 802.11 utilizado durante las pruebas.

La transferencia de datos se realiza en diversos flujos con la intencion de sobrepasar en conjunto
la capacidad del canal y de ese modo forzar el reparto de ancho de banda en base a la clase de trafico.
Debe tenerse en cuenta que los paquetes UDP se generan con tamafio de datos reducido (200 bytes)
para favorecer el efecto de la sobrecarga de 802.11 y facilitar la lectura grafica de los resultados. Ademas,
para comprobar el comportamiento del scheduler de WMM, los traficos diferenciados se inician en distintos
momentos temporales para comprobar que la politica aplicada en cada cola se adapte a la situaciéon de
trafico en cada momento:
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e | a medida experimental comienza con trafico de tipo AF41 (Prioridad 4) hacia el puerto 5003
e Posteriormente, a los 10s se transmite:

o Tréfico con DSCP 56, hacia el puerto 5000 (Prioridad 6) y trafico con DSCP 48 hacia el
puerto 5001 (Prioridad 7). Ambos marcajes son ignorados por el driver y tratados como
trafico Best Effort por lo que se expuso en el apartado anterior.

o También se transmite trafico AF31, AF21, AF11 y Best Effort hacia los puertos 5004,
5005, 5006 y 5007 respectivamente con prioridades 3,2,1y 0.

o Parafinalizar, también se transmite trafico sin marcar al puerto 5008.

e Finalmente a los 20s, se comienza a transmitir trafico EF y AF31 hacia los puertos 5002 y 5004
con prioridades 5 y 3 respectivamente.

Todos los flujos generados tienen una duracién de 40s, permitiendo que, al empezar unos antes que otros
finalicen en momentos diferentes, pudiendo analizar las medidas tomadas por el scheduler WMM para
repartir el ancho de banda libre en cada momento.

Generacion de los flujos de datos UDP:

sleep 10 && iperf -c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5000 &
sleep 10 && iperf -¢c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5001 &
sleep 20 && iperf -¢c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5002 &
sleep 0 && iperf -c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5003 &

sleep 20 && iperf -¢c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5004 &
sleep 10 && iperf -c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5005 &
sleep 10 && iperf -c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5006 &
sleep 10 && iperf -¢c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5007 &
sleep 10 && iperf -c 192.168.1.108 -u -b 5m -t 40 -1 200 -p 5008 &

El marcaje de los paquetes se realiza utilizando iptables:

iptables -t mangle -A OUTPUT -p udp --dport 5000 -j DSCP --set-dscp 56
iptables -t mangle -A OUTPUT -p udp --dport 5001 -j DSCP --set-dscp 48
iptables -t mangle -A OUTPUT -p udp --dport 5002 -j DSCP --set-dscp 46
iptables -t mangle -A OUTPUT -p udp --dport 5003 -j DSCP --set-dscp 34
iptables -t mangle -A OUTPUT -p udp --dport 5004 -j DSCP --set-dscp 26
iptables -t mangle -A OUTPUT -p udp --dport 5005 -j DSCP --set-dscp 18
iptables -t mangle -A OUTPUT -p udp --dport 5006 -j DSCP --set-dscp 10
iptables -t mangle -A OUTPUT -p udp --dport 5007 -j DSCP --set-dscp 0
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El resultado de la simulacion puede analizarse en el grafico siguiente:

Kbytes

—_— — Trafico enviado al puerto 5000 con campo DSCP 56 L 750
—— Tréfico enviado al puerto 5001 con campo DSCP 48
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1 1afic0 enviado al puerto 5003 con campo DSCP 34
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Figura 4-10: Resultados de las medidas del primer escenario: Flujos con diversas clasificaciones ToS modelados automaticamente
por EDCA

Tabla 4-7: Correspondencias empiricas entre Class of Service (CoS) y Differenciated Services Code Point (DSCP) en el primer
escenario

PRIO 1 PRIO 2 PRIO 3 PRIO 4
AC_VO AC_VI AC_BE AC_BK
DSCP CoS Puerto
dst.
56 5000 X
48 5001 X
46 EF 5002 X
34 AF41 5003 X
26 AF31 5004 X
18 AF21 5005 X
10 AF11 5006 X
0 0 5007 X

De la informacion obtenida se deduce que el dispositivo utiliza cuatro colas de trafico en total,
como se preveia. Las clases de prioridad mas altas (DSCP 56 y 48) son tratadas como trafico por defecto
y solo los tréficos con clase de servicio Expedited Forwarding (EF) y Assured Forwarding 4 y 3 (AF4* y AF
3%) son diferenciados realmente. La grafica anterior omite el trafico de los puertos 5005, 5006, 5007 por
ser muy similares al 5000 y 5001 ya representados clasificados de facto como en la cola Best Effort
(AC_BE).

Un dato relevante se deduce del comportamiento del trafico con CoS EF, aparentemente no
tratado como corresponderia, pues recibe menos recursos que el trafico Best Effort. La causa a esto
puede deberse a una implementacion especial de la cola de trafico AC_BE, pues parece ser ajena al
WMM Scheduler del dispositivo. Los parametros de modelado de la cola parecen adecuados (CW_MIN,
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CW_MAX, TXOP), pero no se ajustan en base a la ocupacion en el resto de colas. Por lo tanto, el tréfico
AC_BE no es modelado, pudiendo llegar a recibir mejor trato que traficos con mayor prioridad como es el
caso del experimento. Debe notarse que este efecto sélo es perceptible en el caso en que existan
numerosos flujos de datos de tipo AC_BE y puede que represente un bug del firmware o del driver. En
todo caso, se comprueba que la implementacion de la Tabla 4-4 en la que se muestra la correspondencia
ente los valores de 802.1d y los niveles de prioridad DSCP no se produce en absoluto.

4.4.1.1. Uso de clientes 802.11

El comportamiento con dispositivos 802.11 alternativos varia enormemente en base al chipset
empleado y el tipo de driver usado. Se plantearon experimentos similares con un router/AP 802.11 TP-
LINK TL-MR3220 que se utilizaba como cliente 802.11. El player se conect6 con este dispositivo mediante
Ethernet cableado y el router/ap servia de cliente WI-FI a la red objetivo. El router/ap funcionaba en modo
Wireless Distribution System (WDS) para poder cumplir este objetivo.

Servidor local
Player 1 con Ubuntu 12,1

i L L . . —
L\-_:‘ e } | Vo Ethernet cableado J -
g )] e _

T TT— Router-ap 802,11 ) -

Ethernet cableado  &n modo WDS Router 802.11 |y

Player 2 |"__-;~—”__1
cmitiendo k; o
directamente O =

por wifi

Figura 4-11: Alternativa al uso de hardware USB 802.11: Cliente Wi-Fi.

El player 1 genera trafico UDP marcado con prioridad alta con destino el servidor de red local y el player 2
genera trafico UDP sin marcar con el mismo destino

El trafico UDP generado por ambos players tiene las siguientes caracteristicas

e Ancho de banda objetivo a 100 Mbps con el propésito de intentar saturar la red para forzar
reparto de recursos.

e Duracién 30 segundos en los dos flujos.

e Longitud de payload 200 bytes por paquete

Los comandos ejecutados para establecer el segundo escenario son los que siguen:
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Comandos lanzados en player 1

#Limpieza total de reglas iptables
iptables -F

iptables -t nat -F

iptables -t mangle -F

iptables -X

#Trafico prioritario nivel 4 AF43 en DS
iptables -t mangle -A OUTPUT -p udp --dport 5002 -j DSCP --set-dscp 34

#Generacion de trafico desde DS
iperf -¢ 192.168.1.108 -u -b 100m -t 30 -1 200 -p 5002

Comandos lanzados en el player 2

#Limpieza total de reglas iptables
iptables -F

iptables -t nat -F

iptables -t mangle -F

iptables -X

#Trafico sin marcar
iptables -t mangle -A OUTPUT -p udp --dport 5002 -j DSCP --set-dscp 0

#Generacion de trafico desde el ordenador
iperf -¢ 192.168.1.100 -u -b 100m -t 30 - 200 -p 5001

El comportamiento del trafico capturado se muestra en la siguiente figura:
Kbytes

— 200

| A L Y O L O L B B 0

Os 10s 20s 30s 40s 50s

Trafico total capturado en el canal 11, utilizado por la red Wi-Fi.

Trafico UDP sin marcar generado desde el ordenador
Trafico UDP marcado AF43 generado desde el player 1

Figura 4-12: Medidas tomadas con un portatil en modo monitor a nivel 802.11
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En la Figura 4-13, se observa como domina el canal el trafico UDP del player 1 marcado como
trafico de alta prioridad frente al trafico sin marcar del ordenador. Es apreciable que cuando se produce un
desvanecimiento en el cliente 802.11 usado por el player 1 para radiar se aprovecha por el ordenador para
transmitir.

Sin embargo, medidas que se realizaron posteriormente reflejan que en el cliente Wi-Fi del player
el trafico cursado siempre se esta procesando como trafico de alta prioridad. El cliente Wi-Fi usado por el
player 1 se conecta a la red como “router en extension de la red”, usando prestaciones de red distribuida
WDS. En el estandar 802.11 se define que la comunicacion entre puntos de acceso de la misma red en
modo WDS deberia hacerse por cable. No obstante, el dispositivo empleado en el caso analizado permite
realizar este enlace por Wi-Fi, caracteristica que lo convertia a efectos practicos en un cliente Wi-Fi para
cualquier dispositivo que use Ethernet cableado (player 1). Sin embargo, como esta prestacion extra no se
encuentra incluida en el estandar, el fabricante la implementd de modo que las comunicaciones entre APs
de la misma red se produzcan siempre con la méxima prioridad a nivel 802.11, ignorando en todo
momento el marcaje aplicado por el player 1. Esto resulta comprensible, puesto que al funcionar un
router/ap en modo WDS, las comunicaciones con el router de la red deberian gozar de la mayor prioridad
posible; puesto que se entiende que aglutina comunicaciones de otros usuarios hacia el router de la red.

Existen otros dispositivos que funcionan como auténticos clientes Wi-Fi que se estan analizando
como alternativa. Un potencial candidato es el Pepwave surf on-the-go descrito brevemente en el Anexo.

442 Segundo escenario

En el segundo escenario, se plantea analizar el grado de funcionamiento de EDCA a la hora de
priorizar los flujos de datos del player frente a otros flujos de la red 802.11 de otros dispositivos. Se busca
verificar que el marcado propuesto consigue que el sistema EDCA trate de forma diferente a los flujos de
datos, dando mayor prioridad a los del player. Para ello se establecen transferencias de datos UDP desde
el player y el ordenador hacia un servidor local de red con el fin de analizarlas y verificar que las
transferencias del player con alta prioridad son capaces de conseguir mayor ancho de banda que las del
ordenador.

Servidor local con Ubuntuw 12,1
Player Trafico prioritario

- ) " (e

Router 802.11 — ==
802.11 con EDCA -

aplicandose al flujo g
prioritario

Ordenador - <
1) - Tratico no priortario

i”

- __-_:]_ 802.11 con trafico sin marcar

. e
e P

Figura 4-13: Escenario de pruebas para comprobar el funcionamiento de EDCA en caso de que exista trafico de fondo sustancial de
otro dispositivo de la red.
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La transferencia de datos desde el player se realiza en diversos flujos que sobrepasan la
capacidad del canal. Debe tenerse en cuenta que los paquetes UDP se generan con tamafio de datos
reducido (200 bytes) para favorecer el efecto de la sobrecarga de 802.11 y facilitar la lectura grafica de los
resultados.

sleep 10 && iperf -¢c 192.168.1.108 -u -b 5m -t 60 -1 200 -p 5002 &
sleep 20 && iperf -¢c 192.168.1.108 -u -b 5m -t 50 - 200 -p 5003 &
sleep 0 && iperf -¢ 192.168.1.108 -u -b 5m -t 70 -1 200 -p 5004 &

El marcaje de los paquetes se realiza utilizando iptables del player.

iptables -t mangle -A OUTPUT -p udp --dport 5002 -j DSCP --set-dscp 46
iptables -t mangle -A OUTPUT -p udp --dport 5003 -j DSCP --set-dscp 34
iptables -t mangle -A OUTPUT -p udp --dport 5004 -j DSCP --set-dscp 26

Desde el ordenador se establece un unico flujo de datos

sleep 30 && iperf -c 192.168.1.108 -u -b 5m -t 20 -1 200 -p 5005 &

La configuracion de la tarjeta de red del ordenador durante las pruebas es la siguiente

wlan0 |EEE 802.11bgn ESSID:"Ateire"
Mode:Managed Frequency:2.412 GHz Access Point: 2C:B0:5D:D9:DB:37
Bit Rate=150 Mb/s Tx-Power=17 dBm
Retry long limit:7 RTS thr:off Fragment thr:off
Encryption key:off
Power Management:on
Link Quality=51/70 Signal level=-59 dBm
Rx invalid nwid:0 Rx invalid crypt:0 Rx invalid frag:0
Tx excessive retries:26 Invalid misc:424 Missed beacon:0

Figura 4-14: Estado de la interfaz de red 802.11 del ordenador utilizado durante las pruebas
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Los resultados de las pruebas pueden apreciarse en la siguiente figura:
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Figura 4-15: Resultados de las medidas del segundo escenario: Trafico del player con distintas prioridades compaginado con trafico
de un ordenador de la misma red sin ningun tipo de prioridad.

Tabla 4-8: Correspondencias empiricas entre CoS y DSCP en el segundo escenario

PRIO 1 PRIO 2 PRIO 3 PRIO 4
AC_VO AC_VI AC_BE AC_BK

DSCP CoS Disp. Puerto
origen dst.
46 EF Player 1 5002 X
34 AF41 Player 1 5003 X
26 AF31 Player 1 5004 X
0 0 Ordenador | 5005 X

Existen varios aspectos a destacar de este escenario. En primer lugar, el trafico EF no se trata
localmente igual que en el ejemplo anterior y por lo tanto no se gestiona adecuadamente por la politica de
colas de este driver. En primer lugar cabe destacar el cambio de comportamiento del trafico EF frente al
trafico AF31 y el tréfico Best Effort existente en la red. Esto puede deberse a un bug en el planificador
WMM del driver. Por otro lado, confirmar que el tréfico AF41 sigue siendo el de mayor prioridad del player,
pues en pequenios desvanecimientos del canal, este trafico persiste en detrimento de AF31.

El ordenador sélo transmite trafico background frente al player que transmite flujos con niveles de
prioridad superiores. De la grafica se deduce que el ancho de banda empleado por los flujos es similar en
AF41, AF31 y BE, por lo que pese a todo, se concluye que el player dispone de mayor canal disponible
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que el ordenador, pues aunque los flujos de datos estan parejos (salvo el espurio inicial) la transferencia
neta de informacion del player en total es mayor que la del ordenador. Por otro lado, el ordenador dispone
de una tasa méxima de transferencia de 155 Mbps negociada con el AP mientras que el player solo una
tasa de 54 Mbps, y pese a ello el player ha sido capaz de transmitir mayor cantidad de informacién por lo
que EDCA ha funcionado consiguiendo diferenciar el trafico del player frente al del ordenador sin
necesidad de configurar nada en el router. Sin embargo esa diferenciacién en las distintas clases de tréfico
del player no se produce tal y como se especifica en el estandar y debe tenerse en cuenta a la hora de
efectuar el marcaje si se elije este chip WI-FI para trabajar con los players.
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5. CONCLUSIONES

En este documento se ha expuesto el funcionamiento de una red profesional de Digital Signage en
la que tanto el player como el server se han disefiado para trabajar conjuntamente con ese cometido para
ofrecer flexibilidad y escalabilidad. Esto permite reducir los problemas derivados del establecimiento
manual de las conexiones y la conectividad en movilidad. Sin embargo, el sistema de conexiones
empleado se encuentra con problemas de latencia debidos fundamentalmente a dos aspectos: La
congestion en las comunicaciones tuneladas y los problemas derivados del acceso a Internet a través de
hotspots o puntos de acceso Wi-Fi saturados.

Para abordar la latencia de las comunicaciones tuneladas, se ha expuesto el funcionamiento de
las conexiones entre el player y el servidor y se han propuesto medidas que mejoran puntualmente la
latencia como minimizar el trafico de control, emplear un sistema de distribucidn de contenidos en diferido,
diferenciar el tréfico en la red local y emplear una version modificada de OpenSSH que use UDP en las
comunicaciones tuneladas.

No obstante, la causa fundamental de la latencia elevada es la congestién que determinados
flujos de datos del player (transferencias SFTP) causan en el resto de comunicaciones simultaneas entre
el playery el servidor. Para evitar esto Ultimo se plantea el separar las sesiones SSH de las transferencias
SFTP del resto de comunicaciones. De este modo se facilita el acceso al ancho de banda del resto de
flujos aprovechando que cada sesion de SSH realiza control de congestion. Por otro lado, se observa que
la congestion se puede llegar a evitar sin perjudicar el throughput regulando el buffer del cliente SFTP que
manda la informaciéon. Este efecto se consigue de forma transparente sustituyendo el algoritmo Reno de
control de congestion de TCP por Vegas. Este algoritmo limita la tasa de transferencia de cada flujo
ajustando el ancho de ventana de contencién TCP en base a la capacidad del canal estimada con los RTT
de los ACK. La validez de TCP Vegas se pone de manifiesto en pruebas experimentales en las que se
monitoriza el RTT de peticiones de echo tuneladas en un escenario en el que el player esta transmitiendo
datos via SFTP. TCP Vegas evita que se produzca la congestion permitiendo que siempre exista ancho de
banda disponible y la latencia se mantenga controlada.

La latencia también puede depender en algunos casos del estado de la red Wi-Fi local,
especialmente en lugares publicos donde el acceso se comparte como en hotspots, comercios, ferias, etc.
En estas circunstancias se plantea la posibilidad de mejorar la conectividad de dispositivos DS mediante el
empleo de EDCA, disponible en dispositivos 802.11 con capacidades WMM. Se ha propuesto utilizar un
dispositivo USB que implemente estas funcionalidades y se han valorado en dos escenarios. En primer
lugar se verifica la capacidad de priorizar entre varios flujos del mismo dispositivo y en segundo lugar se
comprueba si es capaz de priorizar trafico del dispositivo DS frente al existente en la red.

Los resultados obtenidos indican que el desarrollo del driver y el hardware concreto pueden ser
un problema, pues el comportamiento del mismo varia dependiendo del chip y fabricante y ademas
pueden existir bugs de driver por resolver. Para evitar esto ultimo se propone la utilizacion de clientes WIFI
802.11 con hardware y driver propietario incluido en el firmware que permitan a un player con interfaz
Ethernet 802.3 conectarse por cable a este dispositivo y de forma transparente acceder a una red 802.11.
Este cliente Wi-Fi, al tener capacidades WMM puede recibir paquetes marcados a nivel ToS y mapear su
QoS a 802.11.
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6. ANEXO: DISPOSITIVOS HARDWARE

6.1. PEPWAVE SURF ON-THE-GO

Este dispositivo se plantea como posible cliente Wi-Fi a utilizar para gestionar el trafico
diferenciado y aplicar EDCA.

.........

Alimentacion a 12v

Conector coaxial RP-
SMA para la antena

802.11 Pueto  USB  para

Conector RJ-45 para la conectar el mbdem
conexion con el player 3g/4q

Figura 6-1: Unidad PEPWAVE Surf on-the-go para integracion

El dispositivo, posee una web de control que se monta mediante un proxy en el servidor web del
player pudiendo gestionarlo todo desde la web del propio player. Este aparato sirve de puente entre los
niveles de red del playery del punto de acceso volviendo transparente el enlace 802.11.
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Conexién Gateway preferida

Currently connected to: /
==, Profile 03
? Ateire ™~ | . l
Wi-F 192 168.1.104 -54dbm .,
3 Backup link is disconnected / Conexion Gateway backup
=ulll

. movistar
www.Gt€Ire.com

Standby state is disconnected
TECNOLOGIA y COMUNICACION
Switch WAN Mode

Cellular

-~ | = H Settings

Wi-Fi Cellular Wired

Descargas de contenido en
Network Data Usage tiempo real: Contenidos
Wi-Fi Receive & Wi-Fi Send basados en web

Datos transmitidos y recibidos de control de los tuneles

Figura 6-2: Interfaz grafica de control del Pepwave Surf on-the-Go dando cobertura a un player DS en funcionamiento

6.2. ESD2: DIGITAL SIGNAGE PLAYER

El Esd2 V2.0 es el player de Digital Signage que se ha empleado en este documento. En su
version estandar esta compuesto por un chasis de aluminio que disipa directamente los 8w del bus
N10/ICH7 y GPU 945GME de Intel (7w) junto con el procesador Intel Atom n270 (1w) siendo por tanto
totalmente fanless. Dispone de aceleracién por hardware via PCI-E Broadcom BCM70015 [27] compatible
con la reproduccion de videos mp4 (h264) de hasta 1920x1080 y perfil 4 de compresidn. Este dispositivo
incluye también su componente flash 10.3 para dar soporte a los contenidos basados en esta tecnologia
de Adobe®. También ofrece compatibilidad con contenidos web html5 y dispone de un motor PHP 5.1 local
para ejecutar scripts web en el propio dispositivo.

Esdz wariin T0

I

3
LY

Figura 6-3: Esd2: Player de Digital Signage desarrollado en Ateire Tecnologia y Comunicacion
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El disco duro alberga una particiéon encriptada para el sistema operativo. La llave de encriptacién
es diferente para cada dispositivo y se genera durante el arranque del initrd de Linux. De ese modo se
garantiza cierto grado de inviolabilidad en el sistema estadistico de pases de publicidad y del resto del
S.0. La otra particion del disco duro se dedica a los datos de contenidos exclusivamente. Ambas
particiones funcionan bajo Reiser FS 3.6.21 que favorece la integridad del sistema de archivos en caso de
fallos eléctricos. Ademas, esta plataforma cuenta con watchdog que vigila que el sistema responda cada
60 segundos para que, en caso de no hacerlo, se reinicie eléctricamente.

También dispone de puerto RS-232 para regular aspectos de la pantalla como
encendido/apagado, sefial de entrada, etc. Dispone de conectividad Ethernet via rj-45 1Gbps y 802.11
b/g/n via RTL8191SEVA de Realtek.
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Figura 6-4: Esd2: Interior del dispositivo
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6.3. RASPBERRY PI COMO DIGITAL SIGNAGE PLAYER

Esta plataforma basada en SoC (System On a Chip) BCM2835 [28] que consiste en un dispositivo
de muy bajo consumo basado en tecnologia ARM11. El tamafio de la placa es similar al de una tarjeta de
crédito y su precio cercano a los 30€. Integra una GPU VideoCore IV, 256/512 MB de RAM vy el
procesador ARM1176JZF-S a 700Mhz. Este dispositivo complementa al Esd2 y se emplea actualmente
como interfaz GPIO (General Purpose Input Output) programable mediante llamadas HTTP. Este
dispositivo es considerado también como una futura alternativa de bajo costo al player actual y solo
necesita tener operativo el driver grafico que esta actualmente en desarrollo.

3 Raspberry P1
: ccp)z@ug
i@
giin
+ Z
‘ |
'g[ﬂl]

.
®{1C12 4. <
EbiriRi2
1R13
«

Media
Application

ARM

Kernel driver

T Open Closed . Binary
~ Source Source Blob

Figura 6-6: Arquitectura interna de Raspberry PI
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Debian dispone de un repositorio especifico para Raspberry llamado Raspbian que esta
desarrollando y optimizando un sistema totalmente abierto para esta plataforma. Sin embargo, y pese a
recientes avances en la optimizacion de la Unidad de Punto Flotante integrada (FPU)[29], la utilizacion de
la Unidad de Procesamiento Grafico (GPU) desde entornos X de forma integral esta aun por llegar. Sin
embargo, existen desarrolladas aplicaciones stand-alone que permiten reproducir video directamente
sobre el framebuffer sin necesidad del entorno X usando las prestaciones decodificadoras h.264 de la
GPU. En concreto, omxplayer se ha testeado con éxito y reproduce via GPU videos mp4 de 1080p [30]

Sin embargo, el desarrollo de esta plataforma como player potencial se encuentra en espera
debido a la excesiva demanda de dispositivos y su escasa produccion [31]. No obstante, desde finales de
2012 la oferta y la demanda de los dispositivos se ha estabilizado y Famell, una de sus comercializadoras,
ha anunciado que ya es capaz de dar respuesta a los pedidos en plazos de tres semanas.
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7. ACRONIMOS

Acrénimo Término
AC Access Category
AC_BE Access Category Best Effort
AC_BK Access Category Background
AC_VI Access Category Video
AC VO Access Category Voice
ACK Acknoledgement
ADSL Asymmetric Digital Subscriber Line
AF Assured Forwarding
AIFS Arbitration Inter-Frame Space
AIFSN AIFS-Number
AP Access Point
B-ACK Block-ACKnowledgement
BD Base de Datos
BW BandWidth
CCK Complementary Code Keying
CTS Clear To Send
cw Contention Window
DCF Distributed Coordination Function
DIFS DCF Inter-Frame Space
DLS Direct Link Setup
DS Digital Signage
DSCP Differenciated Services Code Point
E2E End to end
ECN Explicit Congestion Notification
EDCA Enhanced Distributed Channel Access
EDGE Enhanced Data Rates for GSM Evolution
EF Expedited Forwarding
FPU Floating-Point Unit
Gbps Gigabits per second
GPIO General Purpose Input Output
GPRS General Packet Radio Service
GPU Graphics Processing Unit
HCCA HCF Controlled Channel Access
HCF Hybrid Coordination Function
HTTP HyperText Transfer Protocol
HTTPS HyperText Transfer Protocol Secure
IP Internet Protocol
LAN Local Area Network
MAC Media Access Control
Mbps MegaBits per second
OFDM Orthogonal Frequency Division Multiplexing
PCF Point Coordination Function
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PHB Per Hop Behaviour

PIFS DCF Inter-Frame Space

QoS Quality of Service

RTS Request To Send

RTT Round-Trip delay Time

SFTP Secure File Transfer Protocol
SIFS Short Inter-frame Space

SLA Service Level Agreement
SoC System on Chip

SSDP Simple Service Discovery Protocol
SSH Secure SHell

SSID Service Set IDentifier

TCP Transmission Control Protocol
TXOP Transmission Opportunity
ubDP User Datagram Protocol
UPnP Universal Plug and Play

usB Universal Serial Bus

VLAN Virtual LAN

VolP Voice over Internet Protocol
WDS Wireless Distribution System
Wi-Fi Wireless Fidelity

WMM Wi-Fi MultiMedia

WMM-SA WMM Scheduled Access
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