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Hypothesis: The injection of air into the sample cell of an isothermal titration calorimeter containing a
liquid provides a rich-in-information signal, with a periodic contribution arising from the creation, grow-
ing and release of bubbles. The identification and analysis of such contributions allow the accurate deter-
mination of the surface tension of the target liquid.
Experiments: Air is introduced at a constant rate into the sample cell of the calorimeter containing either
a pure liquid or a solution. The resulting calorimetric signal is analyzed by a new algorithm, which is
implemented into a computational code.
Findings: The thermal power generated by our experiments is often noisy, thus hiding the periodic signal
arising from the bubbles’ formation and release. The new algorithm was tested with a range of different
types of calorimetric raw data, some of them apparently being just noise. In all cases, the contribution of
the bubbles to the signal was isolated and the corresponding period was successfully determined in an
automated way. It is also shown that two reference measurements suffice to calibrate the instrument
at a given temperature, regardless the injection rate, allowing the direct determination of surface tension
values for the liquid contained in the sample cell.
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1. Introduction

Molecular self-organization in the bulk of a liquid solution is
intimately connected to the adsorption at the corresponding
liquid-air interface. The surface tension is a property that
depends directly on the composition of such interface. Thus,
for a solution where the solute molecules do not adsorb , the
corresponding surface tension should be undistinguishable from
that of the pure solvent. However, the experimental evidence
shows that the concentration of a given solute at the border
region between a liquid and air can be several orders of magni-
tude larger than that in the bulk of the denser phase [1]. So, the
surface tension can be considered as a highly efficient concentra-
tion sensor of a liquid solution. This becomes evident when dis-
solving hydrophobic or amphiphilic molecules in water as these
solutes prefer the air-water interface to the bulk solution, thus
leading to a significant decrease of the surface tension until
the interface is saturated. At higher concentrations the surface
tension becomes practically constant. The onset of this region
is known as critical micelle concentration (cmc) or critical aggre-
gation concentration (cac), because micelles of different size and
shape, vesicles or other types of aggregates are spontaneously
formed in the bulk solution beyond it. The kinetics of these pro-
cesses plays an important role in how they can be characterized.
Small molecules, like typical surfactants, diffuse very quickly and
their adsorption can be considered as instantaneous for the
observer, while the adsorption of large molecules such as pro-
teins can take several hours [2]. A battery of different methods
are available to determine the surface tension of liquid solutions:
drop volume, drop profile, capillary rise, maximum bubble pres-
sure or du Noiiy ring, among others [3,4], since this is consid-
ered a basic property of amphiphilic molecules, with a large
number of applications in many industries [5-11].

We have recently proposed a new method to determine surface
tension values from Isothermal Titration Calorimetry (ITC) [12]
that exhibits clear advantages with respect to other classical alter-
natives: very low sample consumption, easy automation of the
experiments, a rich kinetic signal with meaningful physical infor-
mation, usefulness for a large range of different solute and solvent
molecules, and the possibility of performing experiments for the
same system both in the bulk solution and at the interface. This
method is based on the injection of air at a constant rate into the
sample cell of an ITC instrument, and it can be considered as the
first direct application of bubble calorimetry.

The eventual appearance of bubbles in calorimetric cells has
traditionally been avoided since they typically introduce signifi-
cant noise in the measurements. Thus, liquid solutions are often
subjected to treatments aimed to remove traces of dissolved air
that might perturb the experiments. Here we take advantage of
the high sensitivity of modern ITC instruments to register the ther-
mal power resulting from the creation, growing and delivery of rel-
atively small bubbles in different solutions when air is injected in
the liquid bulk at a constant rate. The obtained signals have a clear
periodic contribution since the size of the bubbles is limited by the
surface tension of the liquid contained in the measurement cell.
This contribution is often hidden by other significant and more-
difficult-to-predict sources of heat such as the coalescence of pre-
viously released bubbles in the bulk of the liquid solution, the
interaction with the cell walls, temperature fluctuation of the envi-
ronment, baseline drift due to change of composition in the sample
cell, etc. For the experiments using pure water the raw data is
extremely clean. The periodic contribution to the signal associated
to the formation and delivery of bubbles into the solution, is easy
to identify. Additional heat contributions due to the condensa-
tion/evaporation of solvent molecules and to the change in heat
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capacity of the sample cell due liquid displacement upon air injec-
tion can also be easily identified in these experiments.

It has been demonstrated that there is a linear correlation
between the period of the signal obtained in bubble calorimetry
experiments and the surface tension of the liquid contained in
the sample cell of the instrument [12]. Thus, upon a suitable cali-
bration, the period can be directly used for surface tension deter-
minations by ITC. For solvents with significant vapor pressure
and also for liquid solutions with relatively low surface tension,
the signal is especially noisy, and often it is not even possible to
identify by eye the periodic contribution arising from the bubbles.
This represented a strong barrier for the wide use of this new
method. The aim of the present work is to address this issue by
developing a protocol able to identify the contribution of the bub-
bles to the ITC signal for a variety of solvent conditions, as well as
to effectively determine the corresponding period in a fully auto-
mated way, from which the surface tension can be obtained. Our
algorithm was implemented into a computational code and tested
using a large variety of thermal power profiles corresponding to
measurements of three surfactants in aqueous solution at different
concentrations and temperatures, as well as measurements for
pure water, ethanol and cyclohexane at the same temperatures.
Complementarily, we have optimized our previous protocol for
the calibration of the instrument, which is required to provide
accurate surface tension values. As a result, it is demonstrated that
two single reference measurements suffice to get a transformation
factor from the period of the calorimetric bubble signal to the sur-
face tension, regardless the injection rate.

2. Materials and methods
2.1. Materials and sample preparation

Ultrapure water (conductivity of 18.2 MQ-m, Elix 3 purification
system, Milipore Corp.), ethanol (99.8% min. purity from Panreac)
and cyclohexane (99.7 % min. purity from Honeywell) were used
in the experiments. Octyl--p-maltopyranoside (CgG,), decyl-S-p-
maltopyranoside (C;0G,) were purchased from Anatrace, and
cetyltrimethylammonium bromide (CTAB) from Sigma-Aldrich.
These compounds were used as received, without further purifica-
tion. All the solutions were degassed trough vacuum prior the ITC
measurements. Ethanol, C;0G, and CTAB solutions were prepared
directly at their final concentrations. The same process was per-
formed for CgG, except for concentrations below 6 mM, which
were prepared by diluting a stock solution at 7.20 mM.

2.2. Surface tension measurements

The surface tension of pure ethanol and C;oG, aqueous solu-
tions at 298 + 0.1 K, as well as that of water, cyclohexane and
CsG, aqueous solutions at 283 + 0.1 K, 298 + 0.1 K, 310 = 0.1 K
and 323 £ 0.1 K were measured by using a Lauda drop volume ten-
siometer (TVT 2 model, Germany) with the measurement cell con-
nected to an external temperature bath. A capillary with inner
radius of 1.70 mm and a 2.5 mL syringe were employed in all cases.
The measurements were performed using the standard mode as
programmed in the LAUDA software. In this operation mode, the
injection rate is sequentially halved 4 times, registering the maxi-
mum volume of the drop when it detaches from the capillary. The
initial rates were 0.81 pL/s for water and for the surfactant solu-
tions, and 0.40 uL/s for ethanol and cyclohexane.

2.3. Calorimetric experiments

Three different VP-ITC instruments from MicroCal were
employed: ITC-A (version 06.05.673), ITC-B (version 08.01.255)
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and ITC-C (version 11.10.994). ITCs A and C are located in the same
room while ITC B is in a different laboratory. The experimental pro-
cedure was described in our previous work [12]. The employed
injection rates (v) range from 0.111 puL/s to 0.022 puL/s and the tem-
perature of both laboratories was 296 + 2 K. No modifications were
applied in any of the ITC commercial instruments. The measure-
ments employed in our previous article on Fluid Interface
Calorimetry [12] (ethanol and C;0G;, in water solution, both at
298 K and at different injection rates) were recycled here. The rest
of the measurements were specifically carried out for the present
work.

3. ITC data analysis

Because the raw data corresponding to the injection of air at a
constant rate into the sample cell of an ITC instrument is often very
noisy, a robust protocol able to effectively analyze a large variety of
signals is required. In the present work, air injection measurements
were collected for three surfactants in aqueous solution at different
concentrations and temperatures, as well as for pure water, etha-
nol and cyclohexane at the same temperatures. As explained in
our previous work, the surface tension of a liquid can be obtained
from the period of the signal corresponding to the creation, grow-
ing and spontaneous release of bubbles during the air injection
experiments [12]. This signal represents one contribution to the
thermal power profile in our experiments, but other significant
contributions are also present, including the drift in the baseline
caused by the change in heat capacity of the sample cell, electrical,
mechanical or thermal noise, thermal power caused by the coales-
cence of bubbles in the sample cell, heat exchange with the envi-
ronment due to the difference of temperature, amongst other
unexpected and/or difficult-to-control phenomena. A selection of
raw calorimetric profiles corresponding to different air-injection
measurements will be employed to illustrate the different steps
of our algorithm. These include a non-trivial but reasonably well-
behaved experiment with water (Fig. 1-a, black line), a less ideal
experiment with a C;0G; solution (Fig. 1-b, black line), a noisy
power profile for a different concentration of the same solution
(Fig. 1-c, black line), and a very dirty signal obtained for ethanol
(Fig. 1-d, black line). At this point we will ignore the specific
sources of the radically different behaviors. The algorithm pro-
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posed to get the period of the bubble contribution from the ther-
mal power profile consists in several steps that will be described
in detail.

3.1. Baseline correction

There are different methods to obtain characteristic frequencies
from a time dependent function with different periodic contribu-
tions. The most typical is the application of a Fourier transform.
This mapping from the time to the frequency space can be auto-
mated in a fully unsupervised way. However, all our measure-
ments contain a drift in the baseline caused by the change in
composition of the sample cell upon injection of air into a liquid
solution. Approaching this drift, ideally linear, by a series of sinu-
soidal functions introduces artificial peaks in the resulting Fourier
transform. To avoid this problem, a baseline correction is applied to
the experimental raw data. A general correction that will be able to
address a variety of different behaviors should not be limited to a
single function or type of functions. In our case, a series of four
sequential filters will be applied to the original signal to get a rea-
sonable baseline. It should be stressed that we are not looking for
an accurate baseline that would be required to integrate quantita-
tively signal perturbations, but for a smooth baseline that prevents
the appearance of artificial contributions to the Fourier transform
in a subsequent analysis. The filters applied to the raw thermal
power profile to reach this aim are: (i) a resolution downgrade;
(ii) a Savitzky-Golay filtering protocol; (iii) a moving average;
and (iv) an additional Savitzky-Golay filtering for low frequency
noise. Finally, the resulting baseline is subtracted from the original
data for further analysis.

3.1.1. Resolution downgrade (RD)

The peaks corresponding to the bubble release represent the
largest contribution to the periodic signal that we aim to character-
ize, but they should be ignored for the identification of the base-
line. Thus, as a first approach towards this goal, the whole profile
is replaced by the average values determined over windows of
V10N length, where N is the total number of data points consid-
ered. This means that a hypothetical signal described by 1000
points would be distributed in 100 windows, and the whole profile
would be replaced by the average of each of these trajectory seg-
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214 n 1 1
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Fig. 1. Black lines: Calorimetric raw data measurements corresponding to four different types of air-injection profiles. In all the cases, air with no specific treatment was
injected into the corresponded liquid. The liquid and injection rate of each thermal power profile is indicated in each plot. The inset in the plot corresponding to the ethanol
contains a close-up of the signal in the region where the contribution of the bubbles is clearer. Red lines: estimated baselines after the RD followed by SG filtering protocol.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 2. Same data as in Fig. 1 after baseline subtraction.

ments. The length of the windows was chosen after several trials,
considering an adequate result for this filter and taking as a refer-
ence the typical criteria used to set the number of bins in his-
tograms. The resulting profile is closer to an ideal baseline than
the original raw data, even for the signals with sharp perturbations
(Figs. S1 and S2 in the SM).

3.1.2. Savitzky-Golay (SG) filtering

The output of the resolution downgrade is smoothed by apply-
ing a SG filtering protocol [13-15] with a second degree fitting
polynomial. Due to the heterogeneity of the ITC profiles, we
decided to apply four different SG filters using as a window size
10%, 20%, 30% and 40% the length of the downgraded signal in each
of them. The average trend obtained from those filters is then filled
with the same number of points as the original signal by cubic
splines interpolation (Fig. 1).

3.1.3. Moving average (MA)

In order to smooth the high-frequency fluctuations that eventu-
ally remain after the previous SG protocol, a moving average was
performed, using 10% of the trajectory length as a window size.
The impact of this filter is often not significant, but it leads to a less
artificial baseline in some cases.

3.1.4. Savitzky-Golay (SG) filter for low frequencies

A single SG filter is finally applied again with a second-degree
fitting polynomial and using 50% of the trajectory as a window size.
The aim of this filter is to correct low frequency fluctuations. The
result of this last filter is only accepted when the difference
between the resulting signal and the original data is significantly
reduced. An F-test was applied to decide whether or not this filter
is applied.

3.1.5. Baseline subtraction

Once the baseline is obtained following the above-described
protocol, it is subtracted from the raw data for further analysis
(Fig. 2). As it will be shown later, this treatment suffices to prevent
the appearance of artificial contributions to the Fast Fourier trans-
form (FFT) caused by the baseline drift.

3.2. Fourier analysis

After removal of the baseline, a Fast Fourier transform (FFT) is
applied to get the characteristic frequencies of the signal. The
loss of resolution associated to the use of FFT was amended by
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adding zeros at the end of the trajectory, thus increasing the
length of the data array by a factor of 10. This method has been
described in detail by Comisarow and Melka [16]. As expected,
the application of FFT to the raw data does not provide useful
information (Fig. 3, top row). In contrast, the result of the FFT
on the baseline-corrected data provides a clear peak that can
be associated to the period of the main contribution to the total
signal coming from the bubbles, at least for the experiments
with less noise and less perturbations in the thermal power pro-
file. This result illustrates the need for the baseline correction on
the raw data. However, the application of this filter to the less
ideal measurements still shows many peaks, corresponding to
artificial contributions of different period (Fig. 3, second row).
Thus, we decided to perform a moving FFT (MFFT), similar to a
wavelet analysis [17], on the baseline-corrected data in order
to isolate the impact of strong perturbations that only affect
specific regions of the thermal power profile (Fig. 3, third row).
Using this methodology with a window size of 20% of the whole
data array, the appearance of local noise along the experiment
can be clearly identified. Further to this, an increase in the per-
iod for the beginning of the titration experiment is appreciated.
However, in some signals the noise or the size of the perturba-
tions is too high and still masks the useful information (Fig. 3,
third row). This is due to the different size of the peaks obtained
by the FFT in the different regions of the thermal power profile.
A local normalization of the area of the spectra obtained from
the MFFT was performed to overcome this problem. This strat-
egy clearly improves the signal because the distribution of the
spectrum over many peaks, at least for the noisy regions upon
normalization of the corresponding area, significantly reduces
the height of each peak compared to regions where a single peak
results from the local MFFT (Fig. 3, fourth row). This method
provides a period that slightly changes along the titration exper-
iment. The final spectrum from which the periods can be directly
determined, is obtained from the average of the normalized
MFFT (Fig. 3, last row). The whole process, from raw data to final
spectrum, is shown in the Supplementary Material (Figs. S1-S10)
for 40 different bubble injection experiments.

3.3. Estimation of the period uncertainty

The resolution of the FFT and the uncertainty in the determina-
tion of the period are considered the major sources of error. The
contribution to the uncertainty coming from the resolution of the
FFT, s(T), is given by the following equation:
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Fig. 3. Illustration of the sequential FFT analyses performed on the thermal power profile obtained from the air titration experiments in the systems indicated on the top of
each column. They include: the FFT applied on the raw data (first row), the FFT applied on the baseline-corrected data (second row), the MFFT applied on the baseline-
corrected data (third row), the normalized MFFT applied also on the baseline corrected data (fourth row), and the average of the previous normalized MFFT (fifth row). The x-
axis is shared for all the plots. The y-axis depends on the plot: for the first, second and fifth rows, it represents the FFT density normalized by the highest peak; for the third
and fourth rows, the normalized FFT density is shown with a color gradient (dark blue for lowest values and dark red for highest) and the initial time for each MFFT is
represented in the y-axis. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Fitting of the averaged normalized MFFT spectra corresponding to the same experiments of Fig. 1 to a series of Gaussian functions (red lines) together with the
individual Gaussian contributions (blue dashed lines). The green line corresponds to the main peak while the overlapped area is highlighted in grey. For each plot, an inset
with a zoom around the overlapping area is shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

aT\? SN 1
(&) =0 -\ - W
where fis the frequency, s(f) its uncertainty, Afis the frequency res-
olution in the transformed space, and T is the period. Eq. (1) is
obtained from the standard application of the propagation of uncer-
tainties, considering a square distribution for the frequencies.

The second contribution to the uncertainty comes from the
determination of the peak corresponding to the period. The final
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spectrum, obtained from the average of the normalized MFFT func-
tions, still contains several contributions that were fitted to a series
of normal distributions. Gaussian functions were selected for these
fittings since they provide a suitable description of the different
peaks. The peaks were detected by using the Peakutils Python
package [18]. One Gaussian function per peak was employed for
the fitting of the spectrum and two additional functions were taken
to fit the background. The value of the period can be directly deter-
mined from these fittings and the corresponding uncertainty is
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Fig. 5. a: Period obtained from air injection titration experiments by ITC using the protocol described above for different injection rates (see legends), as a function of the
experimental surface tension obtained from the literature [19]. b: Bubble volume obtained as the product of the period by the injection rate, as a function of the surface
tension for the same systems represented in a. The red lines in both plots represent the linear fittings of the experimental points restrained to share a common point at
Y =7Yo0=-349 mM/m and T = 0 s. The common value of p = v dT/dy for all lines is 0.0444 (s(p) = 0.0015). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 1

Summary of the experiments performed in the present work, where the employed ITC instruments, injection rates and temperatures are shown.

System ITC Injection rate (pl/s) Temperature (K)
A B 0.022 0.028 0.037 0.056 0.111 283 298 310 323
Ethanol-water (1) X X X X X X
Ethanol-water (2) X X X X X X X
C10G2 X X X X
CgG, X X X X X X
CTAB X X X X X
*Ethanol-water solutions were independently prepared and tested twice.
ITC-B, 298 K
Strey et al., 1999 O Streyetal, 1999 |
v =0.022 pul/s . ® =002/
v =0.028 pl/s A v=008pu/s A
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Fig. 6. Comparison between experimental surface tension values of ethanol in water solutions taken from the literature (empty circles) and those obtained following our ITC
protocol. Both isotherms have been determined using the same ITC (ITC-B) at the same temperature (298 K). The solutions used for the determination of the isotherms in both
plots were independently prepared. Black and grey solid symbols represent the surface tension values obtained from bubble-periods at different concentrations, and
calibrations using just pure water and ethanol, at each injection rate. Red symbols represent the surface tension values obtained from the average of all the periods for
different injection rates, at each concentration, and using the linear fitting of bubble volume vs surface tension for pure water and ethanol, regardless the injection rate, for the
calibration (equivalent to the master line in Fig. 5-b). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

obtained from the covariance matrix. For noisy spectra, where
more than one curve can be overlapped, the period is obtained
from the mean value of all the peaks, weighted by the overlapped
area with the main peak, normalized by its own area. This means
that the weight for the main peak is 1. The value of the final period

dare:

A

(T), its contribution to the uncertainty coming from the fitting and

1828

T > TiAi

i

peak overlapping (s¢(T)), and the combined total uncertainty (sc(T))

(2)
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Fig. 7. Comparison between experimental surface tension values of non-ionic surfactant (C;0G;) or ionic surfactant (CTAB) aqueous solutions taken from the literature
(empty circles) and those obtained following our ITC protocol. For each system, the solutions were prepared once and measured in two different ITCs (ITC-A and ITC-C) at
298 K. Grey solid symbols represent the surface tension values obtained from bubble-periods at different concentrations, and calibrations using just pure water and
cyclohexane, at each injection rate. Red symbols represent the surface tension values obtained from the average of all the periods for different injection rates, at each
concentration, and using the linear fitting of bubble volume vs surface tension for pure water and cyclohexane, regardless the injection rate, for the calibration (equivalent to
the master line in Fig. 5-b). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

52(T))A?
sHT) = % 3)
se(T) = \/s3(T) +s7(T) (4)

where 7; the time value of each fitted peak, s(t;) its uncertainty and
A; the overlapped area normalized with the main peak. The whole
process is illustrated in Fig. 4.

3.4. Calibration of the ITC instrument

The volume of a liquid drop pending from a capillary or the
maximum pressure of an air bubble injected into a liquid are the
observable magnitudes from which the surface tension is typically
determined. Quantitative results require a calibration of the corre-
sponding instruments throughout a correlation curve between the
measurement and the target property. In our previous work we
have observed a linear correlation between the period obtained
from air titration experiments and the surface tension of the liquid
sample contained in the calorimetric cell. Thus, two different refer-
ence compounds suffice to get a calibration curve for a given
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instrument at each injection rate. Interestingly, we observed that,
in all conditions, the extrapolation of the linear correlations
between the period and the surface tension at different injection
rates converge to a common point with coordinates (yo, T = 0)
(Fig. 5 and Figs. S11-S12 in the SM). Another observation is that
the product p = v dT/dy is constant whatever the value of v within
a given experiment, thus leading to a master line in a representa-
tion of the bubble volume vs the surface tension that depends
mainly on the instrument and on the temperature of the sample
cell (Fig. 5 and Figs. S11-S12 in the SM). This means that dV/dy =
p = constant with V = VT is the volume of the bubble reached after
the time T. As a result, the two parameters o and p suffice to char-
acterize completely an experiment like that of Fig. 5. The observed
linearity V = Vg + p ¥ between the bubble volume and the surface
tension is not immediately explained in full from first principles.
However, the balance between buoyancy and surface tension when
a bubble is about to detach is strictly analogous to the balance
between weight and surface tension when a drop of liquid is about
to fall in a “drop volume tensiometer”. As it is well known the same
linearity is observed in the latter situation [3]. Overall, this means
that measuring two reference liquids is enough to calibrate the
instrument in order to get accurate surface tension measurements
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at any injection rate, although the calibration should be periodi-
cally repeated if the environmental conditions are not stable.

4. Surface tension validation and reproducibility

Surface tension values for all the systems indicated in the Meth-
ods section were measured by ITC, and compared to the values
obtained in the present work using a drop volume tensiometer or
taken from the literature [19-21]. Surface tension values of water
and cyclohexane at different temperatures (Table S1, SM) and etha-
nol at 298 K (for the ethanol-water system) were employed to cal-
ibrate the instruments. These compounds were used for the
calibration because they represent extreme cases of well character-
ized substances with high (water) and low (cyclohexane and etha-
nol) surface tension values, respectively. Air titration experiments
were performed for four different systems as a function of their
concentration, for different injection rates and temperatures, using
three different ITC instruments, in order to check for instrument
reproducibility (see Table 1). The analysis protocol for the determi-
nation of the period and the corresponding uncertainty described
in the previous section was implemented in a Python code, which
was employed to process all the titration thermal power profiles
obtained from ITC. Together with the abovementioned libraries,
this code is also based on some features from Numpy and Mat-
plotlib [22,23]. These analyses are illustrated for 40 different mea-
surements in the SM (Figs. S1-S10) showing that the algorithm

ITC-A
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works well for the wide range of trajectories collected for this
work. As shown in Figs. 6-8, the surface tension values obtained
by ITC agree very well with those obtained from alternative meth-
ods. Further to this, the reproducibility when using different injec-
tion rates as well as different instruments is good, with
discrepancies being in most cases within the calculated uncertain-
ties. Additionally, the effect of the location of the instrument was
considered to see if some other parameter such as the external
pressure, moisture or different temperature control, could signifi-
cantly affect the results. Although the noise in the signal or the pro-
file of the raw data can be affected by these external factors, the
resulting surface tension values after the previously described ana-
lytical treatment are not significantly different.

5. Conclusions and perspectives

Surface tension is one of the most basic properties of liquids and
liquid solutions. It is an extraordinary composition sensor, able to
detect even nanomolar concentrations of amphiphilic compounds
in aqueous solution. Its decrease in the presence of amphiphilic
compounds is related to their ability to form aggregates in the bulk
[20,24-26]. Equilibrium constants for the formation of complexes
between molecules of different surface affinity have even been cal-
culated from surface tension measurements [27]. Many industrial
and technological applications are based on the use of amphiphilic
compounds with high surface activity. The knowledge of the value
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Fig. 8. Comparison between experimental surface tension values of non-ionic surfactant (CgG,) aqueous solutions obtained by using a drop volume TVT-2 tensiometer
(Lauda) and those obtained following our ITC protocol. All the solutions were prepared once and measured in the same ITC (ITC-A) at 283, 298, 310 and 323 K.
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for this property in different conditions and/or concentrations of
amphiphiles is key to predict and understand their behavior at
molecular level, as well as to optimize or develop new applications.
Due to this, a battery of experimental methods is commercially
available to measure surface tension of pure liquids and liquid
mixtures, such as drop volume, drop profile, capillary rise, maxi-
mum bubble pressure, or du Noily ring, among others [3,4]. Nota-

bly, none of these methods is able to simultaneously provide
information on the behavior of the studied system in the bulk solu-
tion and at the interface. We have recently proposed a new proto-
col based on the injection of air at a constant rate into the sample
cell of an isothermal titration calorimeter that exhibits many
advantages with respect to other classical methods of surface ten-
sion determination. Bubble calorimetry is the only method that
allows measurements of the thermal power associated to different
association/dissociation processes both in the bulk and the inter-
face for the same solution, using a small amount of sample, which
concentration can be easily changed in a controlled way. This rep-
resents a significant saving of time and material. Nevertheless, a
problem with these measurements is that they challenge the sen-
sitivity of ITC instruments and so the useful information is often
hidden within signal perturbations and noise. The significant
breakthrough of the present work is that we propose a general pro-
tocol that is able to analyze even the most difficult thermal power
profiles in an effective way to assess accurately the periodic nature
of the thermal power signal associated with bubble formation and
release, which is directly connected to the surface tension of the
liquid. This protocol has been implemented into a computational
code to allow a fully automated and unsupervised analysis that
directly provides surface tension values and the corresponding
uncertainties from air titration experiments in an ITC instrument.
This computational code is available under request and it is cur-
rently being implemented in a freely accessible web application.
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