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Resumen

En los últimos años, el consumo y el interés de las personas por la Realidad Virtual (RV)
están aumentando vertiginosamente. Esta tecnoloǵıa innovadora ofrece una serie de capacidades
vanguardistas a la vez que se ha vuelto más accesible debido su continuo desarrollo. En RV,
el usuario es un elemento activo que interactúa de muchas maneras con el entorno virtual, lo
cual difiere del su rol pasivo establecido en los medios tradicionales. Esta interacción ocurre
de forma natural una vez el usuario se sumerge en el mundo virtual y los sentidos detectan
lo que ocurre alrededor. De manera similar a la realidad, la percepción humana puede ser
engañada o alterada bajo ciertas condiciones donde nuestros sentidos recompilan información
contradictoria. De hecho, un efecto de supresión audiovisual fue presentado por Malpica et al.
[1], en el cual se demostró cómo los est́ımulos auditivos pueden causar la perdida de información
visual. El rendimiento visual del usuario se degrada cuando se escuchan sonidos espacialmente
incongruentes pero temporalmente consistentes. Nuestro cerebro percibe est́ımulos tanto visuales
como auditivos pero se pierde información visual debido a las interacciones neuronales.

El objetivo principal de este proyecto es analizar y conocer mejor este efecto de supresión
audiovisual, concretamente su parte auditiva. Partiendo de la publicación anterior, creamos un
entorno virtual en el que est́ımulos auditivos y visuales serán presentados al usuario. En cuanto
a los est́ımulos auditivos, se investiga cómo pueden influir los sonidos ubicados en los ĺımites del
rango auditivo en la aparición de dicho efecto. Para ello, se obtienen los valores de frecuencia aso-
ciados a los ĺımites de audición para cada usuario y se utilizan después en los sonidos generados.
El participante percibirá tanto est́ımulos unimodales (solo auditivos o visuales) como est́ımulos
bimodales (audiovisuales). Los est́ımulos bimodales se generan dinámicamente en ubicaciones
fijas manteniendo la consistencia temporal, creando las condiciones adecuadas bajo las cuales se
produce el efecto de supresión. Registrando cuando aparecen los est́ımulos y el desempeño del
usuario al detectarlos, es posible comprobar si el usuario ha sufrido dicho efecto.

Los experimentos y el test de frecuencia han sido realizados por un grupo de 20 participantes.
Los resultados obtenidos ponen de manifiesto que los ratios de detección y reconocimiento de los
est́ımulos visuales son reducidos por sonidos casi inaudibles. Por lo tanto, el efecto de supresión
audiovisual todav́ıa se produce con est́ımulos auditivos situados en los ĺımites de nuestro rango
auditivo. Las encuestas realizadas por los participantes demuestran cómo la mayoŕıa de ellos
experimentó una gran sensación de inmersión y presencia en el mundo virtual. Además, no
se aprecia que el experimento tenga efectos secundarios significativos ni inconvenientes que
empeoren la experiencia virtual. Por último, se sugiere como trabajo futuro el análisis de los
datos visuales registrados durante el experimento, con el fin de estudiar cómo se comporta el
usuario cuando se perciben sonidos apenas audibles en RV. Con el objetivo de investigar el
impacto que pueden tener otros factores como las emociones personales y el estado de ánimo en
el efecto de supresión, se proponen también un par de dispositivos pertinentes.
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Abstract

In recent years, both consumption and people’s interest in Virtual Reality (VR) are increasing
dizzily. This innovative technology provides a number of groundbreaking capabilities while has
lately become more accessible due to continued hardware development. In VR, the user turns
into an active element that can interact in many ways with the virtual environment, which
differs from the user passive role settled in traditional media. This interaction occurs naturally
once the user is immersed in the virtual world and senses detect what is happening around.
Similarly to reality, human perception can be deceived or altered under certain conditions where
our senses gather contradictory or too much information. In fact, an audiovisual suppression
effect was reported by Malpica et al. [1] in which it was proved how auditory stimuli can cause
loss of visual information. User’s visual performance degrades when spatially incongruent but
temporally consistent sounds are listened at once. Our brain perceives both visual and auditory
stimuli although some visual data is lost due to neural interactions.

The main goal of this project is to analyze and get a better insight of this audiovisual sup-
pression effect, more concretely, its auditory part. Using the publication previously mentioned
as baseline, we create a virtual environment in which both auditory and visual stimuli will be
presented to the user. Regarding auditory stimuli, we research how sounds located at the limits
of our hearing range can influence the appearance of this effect. Therefore, frequency values
associated to hearing limits are obtained for each user and will be used after in the sounds
generated throughout the experiment. The participant will encounter not only unimodal stimuli
(auditory or visual only) but bimodal (auditory and visual at the same moment) stimuli as well.
Bimodal stimuli are dynamically generated in fixed locations keeping temporally consistency,
creating the proper conditions under which the audiovisual suppression effect occurs. By keeping
stimuli apparition record as well as user performance regarding the moments when any stimuli
was perceived, it is possible to check if the user has suffered the suppression effect.

The experiments and the frequency test have been performed by a group of 20 participants.
The achieved results manifest that detection and recognition rates of visual stimuli are indeed
decreased by almost inaudible sounds. Thereby, the audiovisual suppression effect still occurs
with auditory stimuli located at the limits of our hearing range. Surveys fulfilled by the par-
ticipants demonstrated how the majority of them experimented a great feeling of immersion
and presence in the virtual world. Besides, it is not appreciated that the experiment has signifi-
cant side effects neither drawbacks that disturb participants while making the virtual experience
worse. Lastly, it is suggested as future work the analysis of the eye-tracking data recorded during
the experiment, in order to study how users behave when barely audible sounds are perceived in
VR. With the aim of researching the impact that other factors, such as personal emotions and
state of mind, may have on the suppression effect, a couple of appropriate gadgets are proposed
as well.
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1. Introduction

In this first chapter, we introduce the context where the project is located at, as well as its
objectives, scope and methodology.

1.1 Virtual Reality

Nowadays, Virtual Reality (VR) is known to be a widespread field, which is getting increasing
interest while having a shocking and very fast development. VR is a new tool that allow us to
consume content differently from classic devices and traditional media. Unlike films where the
user has no control over what is happening on screen, VR surpasses this barrier giving the user
the control over the virtual environment and the freedom to interact with it [16].

Originally in last century, VR capabilities were restricted by computing power and hardware
availability, whose production costs were very high and dimensions were not completely comfort-
able. An example of this hardware can be found in Figure 1.1 (left). In recent years, the quick
development of microprocessors and graphics cards has triggered the improvement of computers
efficiency and performance. This hardware upgrades accompanied by price reductions, were the
responsible for general public to become more and more interested in this emerging technology
[17]. We can see how different current and first VR headsets are in Figure 1.1, where a Samsung
Gear VR headset is also displayed (right).

Figure 1.1: VR Headsets: Sword of Damocles (left), considered the first virtual and augmented reality real time
viewer or HMD (Head Mounted Display) [2]; Samsung Gear VR headset (right), one of the currently available
devices [3].
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1. Introduction

Consequently, the VR market, investment and consumption has notoriously increased as
well, and its growth is expected to continue on rise during this next decade [4], as can be seen in
Figure 1.2. Today, just using the required VR equipment, which is still quite expensive, we are
able to visualize scenery located miles away without leaving our home, perform almost whatever
task only with our own body and a limited area such as our house room, or even immerse in
fantastic environments which do not exist in real world, like video games or films.

Figure 1.2: Expected Virtual Reality Market in U.S. through this decade [4].

One of the main causes of VR’s huge versatility is multimodality support. Basically, stimuli of
different modalities (sight, hearing, touch and so on) can be virtually generated such accurately
that gives the user the sense of real immersion in the virtual environment, increasing realism and
proprioception. These stimuli are detected by our senses and processed by our cognitive system,
from whose point of view, there are no differences from the real world stimuli. In the future, we
would not be able to distinguish one case from another ideally, which gives VR unprecedented
potential [18].

Regarding research, VR advantages have been approached in very different fields: from
engineering and architecture, where 3D designs can be virtually evaluated so there is not need
to manufacturing them [19]; to education, where engaging environments can be used in learning
processes more appropriate than real world [20]. It is also important the use of VR technology on
medicine, where some of its applications achieve faster diagnostics and therapeutic treatment of
mental diseases, surgical training, prosthesis design or pain management [21]. Other applications
could be related to science, leisure, fashion, marketing, logistics, health and psychology among
others [18].

1.2 Context and Objective

This project is in the frame of one of the several research lines that the Graphics and Imaging Lab
is currently working on. The Graphics and Imaging Lab is a research group from Universidad
of Zaragoza, founded by Prof. Diego Gutierrez, which focuses its research projects in hot-topics
mainly related to computer graphics and computational imaging.
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1. Introduction

In general terms, actual projects cover from developing new physically-based rendering and
visual appearance methods and models, to virtual reality applications and transient imaging
solutions among others. Nowadays, the lab has many people with very different backgrounds
working on it, keeps growing its numbers in terms of publications and members, and has achieved
international recognition for the work of previous years [5]. The lab’s logo can be found in Figure
1.3.

Figure 1.3: Graphics and Imaging Lab Logo [5].

Having introduced VR and the research group where our project is located at, we can already
address the main goal of our work and its scope. The purpose of this work is to analyze, explore
and evaluate a recently discovered visual degradation effect, which is triggered by auditory
stimuli under concrete VR settings.

This visual degradation effect has been reported inMalpica et al. [1]. As it is observed, visual
performance gets notoriously worse under certain and controlled circumstances, when spatially
incongruent auditory stimuli exists. The effect is triggered by using several audiovisual stimuli
cases while users’ eye behaviour is recorded. It is finally concluded that this visual degradation
effect is related to neural and attention working rather than eye motion [1].

Particularly, our contribution will be focused on designing, implementing and performing the
necessary user studies and data analysis in order to get a further insight of this phenomenon.
Our aim is to explore what factors might have an impact on this effect, such as what type of
sounds can trigger it.

Once this suppression effect is better understood, we may be able to use it cleverly as an
advantage to improve virtual reality applications. For example, subtle sounds could be used
to change the virtual environment without user realizing, in order to overcome physical space
restrictions or perform perception tasks.

1.3 Methodology and Schedule

Since this project has a high research load, the first step to take is studying the problem theo-
retically, involving all factors to consider in our virtual world. Later on, the necessary tools to
solve it will be implemented. Therefore, we will firstly study some state-of-the-art publications
regarding the virtual variables we need to approach in our project, which is explained in Chapter
2. These factors will allow us to get an idea of how the audiovisual effect may influence the
user’s performance and experience within the virtual environment.
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1. Introduction

Additionally, during this procedure, it is required the use of a Head-Mounted Display (HMD)
and its associated devices, such as controllers and sensors, to get participants into a total virtual
immersion. All this virtual-related gadgets and software are introduced in Chapter 3. Af-
terwards, we proceed to design and implement the experiments used to test this audiovisual
effect. This part is explained throughout Chapters 4 and 5. Once the experiment is completely
functional, a significant group of participants will be essential to carry on the tests and draw
consistent conclusions from the results, as reported on Chapters 6 and 7.

Regarding the schedule followed along this assignment, it can be found in the Gantt Diagram
shown in Annex A. To sum up, the process is as follows:

• Study previous works related to virtual reality and this audiovisual effect specifically.
Chapter 2.

• Installation and Configuration of VR regarding hardware and software. Chapter 3.

• Design of new user studies considering different scene components and audiovisual stimuli.
Chapter 4.

• Implementation of the experimental procedure and virtual reality environments necessary
for the studies using the Unity framework. Chapters 4 and 5.

• Perform user’s experiments, recording results and other relevant data (demographics, pre-
vious experience...). Chapter 6

• Analysis of the results and conclusions reached, proposing future work and applications.
Chapter 7.
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2. Previous Work

Next, we give an overview of the state-of-the-art of some key concepts related to our project.

2.1 Human Senses in VR: Multimodality

Conventional wisdom recognizes sight as the sense on which people most depend daily, consid-
ering it more important than other senses. Some studies report that this hierarchy of the senses
is nothing more than the result of years and years of culture and life in society [22]. Both us and
our ancestors find visual communication (and memory) as the most powerful and efficient media
of interacting with the world around us. We just have to think on informative posters on the
street, smoke signals used in ancient times or drawings on cave walls, considered forerunners of
writing. Hence, it is understandable that the sense we value most is eyesight, about which there
are much more research in comparison with other senses [22]. The same happens in VR, where
visual media is usually the first contact with the virtual world. Visual displays, such as HMDs,
are our door to virtual reality since they act on the dominating sense of human perception, and
they are key to get a proper immersion feeling. HMDs are built with better capabilities every
time so the gap with how we see real world reduces, but it may never disappear for obvious
reasons [23].

On the other hand, hearing sense also plays an important role to the extent that we could
match it to vision according to dependence level, as demonstrated by a public survey in United
Kingdom [24]. This is because hearing can reach places we cannot see, either because they
are very far away or because we do not have a clear line of sight, behind something opaque
or ourselves for example. Similarly to vision, audio sense allows us to understand better our
surroundings as well as it is vital in our spoken communication. Again, all this features are also
applicable to virtual environments. Several works assess how audio improves virtual experience,
such as how soundscape sounds affects the feeling of presence [25]. Other studies report the
different effects of using mono, stereo, dolby surround and 3D audio in VR, being the latter
the one inducing more sense of presence while providing information regarding the audio source
location and distance [26]. It is important to include auditory information properly when other
information, like visual, is present.

Multimodality plays an important role in VR applications, gathering different sensory stimuli
and information to elaborate the general perception of the virtual scene, which improves the
user’s experience and immersion overall [18].
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Since our brain is in charge of collecting the perceived information and respond to the virtual
environment, similarly to a real world operation, it is crucial to keep spatiotemporal congruence
with synchronized sensory stimuli [18]. In order to understand this idea better, we can imagine
a couple of examples. In the case that the user is walking on the street and sees a car accident,
the impact sound shall be synchronized with the moment when the two vehicles make contact
and crash, neither before nor after. On the other hand, the user could stretch his hand to
feel a rough surface. In this case, the feeling of the irregular surface on its own skin shall be
synchronized with the moment when the virtual hand reaches the virtual surface.

Common to both cases is that keeping both spatial and temporal congruence when generating
stimuli is essential, so they can be perceived as authentic as possible. In the first case, we mix
auditory and visual information, while in the second one visual and haptic (tactile) stimuli are
combined. An example of this second case can be found in Figure 2.1. There are other kind of
stimuli feedback such as olfactory and gustatory, but limited to hardware capabilities [18]. It is
capital to maintain spatiotemporal congruence in order to enhance the virtual experience, since
multimodality misuse would be counterproductive otherwise. In the case of the car accident, a
sound out of phase with the crash or originated elsewhere far away, would greatly reduce the
feeling of realism and immersion.

Figure 2.1: Synchronized visual and haptic feedback are used to increase immersion feeling and can even generate
body distortion illusions [6].

Regarding realism, another modality that shows up is proprioception. This term refers to
the own-body motion sense, to consciousness of associating the real user’s body as it belongs
to the virtual world, which is associated to the feeling of actually being there. This immersion
sensation also involves the credibility of the virtual environment so the user’s expectations shall
be satisfied and cannot be ignored. Therefore, both the virtual scene and the user representation
(proprioception) set the realism level and help to improve the virtual experience [18].

Besides, multimodality can be used to affect and influence user’s attention in the virtual
world. There is a whole field of research whose aim is to analyze which areas attract more user’s
attention, or in other words, the saliency in regions of the virtual environment. It has been
reported that those scene parts where more sensory information is present manage to attract the
user’s attention better. In this sense, multimodality techniques are starting to being considered
to predict saliency in 360º panoramas as well as to guiding users attention through, for example,
visual or auditory cues [18]. We can found in Figure 2.2 how multimodal information achieves
better results when redirecting human attention than considering only unimodal information
[7].
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Figure 2.2: Saliency prediction example frames where the third row is the audiovisual (multimodal) case, which
concentrates user’s attention more than visual-only (unimodal) case printed in second row [7].

It has also been observed how multimodality techniques have an impact on the user’s per-
formance. Aside from skills and personal capabilities, a better representation of the real world
allows to achieve better results by reducing completion time and improving accuracy in certain
tasks [18]. Several works have reported how visual, haptic and auditory information can affect
each other in detection tasks. The reason for this is supported on how our cognitive system works
at full capacity when different stimuli are perceived by our senses, enabling a richer experience
[27].

2.2 Presence Feeling in Virtual Environments

According to the aforementioned, multimodal virtual environments (VE) get a more accom-
plished immersion sense since they can include, for example, visual, haptic and gustatory infor-
mation. Consequently, a relation among attention and presence is set, where higher awareness
levels induce a higher feeling of presence [27].

However, the lack of full haptic feedback basically means that there is not a ’virtual skin’.
As a result, the user cannot feel the virtual ground under his feet while walking or virtual wind
gusts along the body. The lack of hardware means it is necessary to leverage other features
in order to improve presence. Apart from sensory information, user can interact with the VE
through some task so he will become more familiar with the environment, favoring this feeling of
presence. For example, some of these interaction techniques are related to manipulation, locating
the virtual object and changing its position and orientation using our virtual hands (controllers);
or movement, taking into account the correspondence among real and virtual motion while also
providing proprioception feedback [28].
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Related to the latter, as we can imagine, the virtual world will surely differ from the real
place where we are. The VE can be a leafy forest or a cliff on the beach while the real place is
a fifteen-squared-meter room. This is where the term Redirected Walking (RDW) appears. As
its own name tells, it consists in altering user’s walking steps inadvertently. So, the performed
path is within space limitations while the user thinks to be doing a different route. There are
works that approach this topic presenting different solutions.

For example, it has been reported how to influence the user’s motion through subtle al-
terations in the virtual scene benefiting from visual saccades, which are rapid eye movements
associated to fixation points shift. Tracking eyesight, it is possible to take advantage of tempo-
ral blindness triggered by saccades and head motion to redirect users via imperceptible scene
changes [8]. As we can see in Figure 2.3, altering the virtual scene without the user noticing it
allows to redirect its movement subtly as we can see in the comparison between real and virtual
paths (c). There are more mechanisms used in multimodal VE in order to adapt the scene to
the task to perform, without neglecting the feeling of presence.

Figure 2.3: a) and b) Subtle scene alteration when eye gaze change between fixation points (saccades) causing
temporal blindness. c) Comparison between physical and virtual paths, evidencing user motion redirection [8].

2.3 Illusions: Suppression Effects

Following the previous idea of RDW, multimodality can be used to trick user’s perception of
the VE through illusions. These illusions are basically facilitatory effects that are originated in
our physiological or cognitive systems. In those cases, users perceive new stimuli that does not
adjust to real external information [18]. Some illusion-related works are the famous Rubin’s vase
illusion [29] (Figure 2.4, left), where the intrinsic cognitive process was analysed to understand
better how perception alters between two faces or a vase; or the rubber hand illusion [30] (Figure
2.4, right), where it is shown how our brain is tricked to consider the rubber hand as our own
body by hiding our real hand and combining visual and haptic stimuli.

Not only did works report illusions or facilitatory effects examples on VR, but suppressive and
inhibitory effects as well. The latter consist on losing sensory information due to simultaneous
stimuli. We experience this suppression effect on a daily basis. For example, regarding the sense
of hearing, louder sounds tend to suppress more quiet audio sources.
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Figure 2.4: Rubin Vase Optical Illusion (left): Two interpretations are valid, perceiving two faces or a vase [9].
Rubber Hand Illusion (right): Touching simultaneously the rubber hand (visible) and the real hand (hidden)
makes the brain to gain ownership of the rubber hand, until confusing touches on the rubber hand as real on the
own hand [10].

We can also imagine ourselves in a living room with the TV on while having a chat with
a relative, how our brain unconsciously suppresses the TV audio and focuses on what our
interlocutor is telling us. Then, we may pay attention and listen to our relative while we will
not remember what was playing on TV. Another example, in this case regarding the sense
of sight, can be blinks and saccades. During these eye movements, our brain suppresses that
blurry information without perturbing the perception process [18]. A similar suppression case
occurs when our nose is ignored from the visual information captured by our eyes. In all those
situations, the brain selects the information from the whole stimuli perceived, losing the less
important or relevant content generally.

Until now, we have just only addressed unimodal suppression effects, auditory and visual in
the previous cases, but this omission cases exist with crossmodal stimuli as well. Several works
reported how perceiving synchronous multimodal stimuli leads to a worse detection of each one,
compared to when they occurred standalone. Receiving information from several sources at the
same time makes our brain to select which is more important. Consequently, incomplete or
incoherent information, such as blurry images obtained from saccades or noise respectively, is
suppressed. As a result, several suppression effects can happen even across sensory modalities.

Particularly, it has been demonstrated how visual orientation discrimination performance is
degraded when haptic stimuli is applied to the user’s hand. This conclusion proves that neural
responses to crossmodal stimuli have a close and direct interaction with each other, what causes
a visual suppression effect as long as both stimuli are spatially and temporal consistent [11]. An
illustration of the setup used in those experiments can be found in Figure 2.5.

Conversely, other works also study how auditory stimuli can suppress visual information
when both inputs keep temporal and spatial consistency [31]. As we have already introduced
previously, this audiovisual suppression effect is on what this project is mainly focused. It was
recently reported in a research group article, more concretely by Sandra Malpica et al. [1]. In
this case, authors suggest that temporally congruent but spatially incongruent sound degrades
visual performance considerably. Besides, they record users gaze behaviour to conclude that
this suppression effect is due to close neural interactions or attention redirecting, rather than
oculomotor phenomena such as saccades or blinking [1].
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Figure 2.5: Visual-Tactile Suppression Effect: Tactile stimulation is caused by a hidden vibrator in user’s hand
while visual stimuli is displayed on screen. Headphones are used to conceal the sound of vibrations [11].

This report is the starting point of our project, since we are going to analyze and test how
sound can affect our visual perception, using their configuration as baseline (Figure 2.6) and
then varying several stimuli factors, aiming to find out its behaviour and scope.

In Figure 2.6, we can find the incongruent spatial configuration (Image A) chosen to dis-
tribute the audiovisual stimuli as well as the consistently-temporal profile (Image B) followed to
generate them. According to both spatial and temporal layout, auditory and visual stimuli are
presented to the user inducing the suppression effect. Performing several experiments, they infer
that this suppression effect is still present in high cognitive load tasks while visual recognition
and detection performance decreases no matter where sound and target are located at (spatial
incongruent stimuli) [1].

Figure 2.6: Audiovisual Suppression Effect. (A) Spatial setup: Three possible locations for visual targets inside
the user’s Field of View (FOV) and fixed locations for audio sources outside the user’s FOV. A feasible case is
highlighted in blue. (B) Temporal profile: Bimodal stimuli are made up of a sound of 400 ms and a target that
spawns 100 ms after audio, disappearing when 24 ms elapse. [1]
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Our contribution to this audiovisual suppression effect is related to human hearing range and
will be addressed throughout this report. As we all know, humans can listen sounds only if they
are within the audible range of frequencies. This range goes from 20 hertz (Hz) to 20.000 Hz,
which are the physiological absolute limits. However, both limits varies for each person, setting
real upper and lower hearing limits among which our auditory sensitivity increases. Besides,
apart from sound tone, audible range is also set by sound intensity. Humans can usually hear
from 0 decibel (dB) to 85 dB, from where a long exposure could be dangerous [32]. Therefore,
both audio sources tone (frequency) and intensity (volume) are qualities we can modify and
study its impact on the audiovisual suppression effect. It could be interesting to find out what
happen if a sound located at the limits of the hearing range is able to trigger this suppression
effect or not, as well as observing users behaviour. In essence, this idea is explored during our
work so that our findings and the results achieved will be discussed in the last sections of this
document.
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Previously to the section where the experiment will be widely explained, we first approach
both software and hardware tools used in this project. Regarding software, we have developed
our experiments using Unity, which is a game engine with which we build our virtual scene
and application. Besides, in order to introduce our setup, we address the essential hardware
equipment used in the final steps of this project, more specifically, when testing the experiments
that the participants carried out.

3.1 Unity

Unity is a real-time content creation platform known worldwide, which is used in very different
fields and industries. Regarding videogames market, Unity arises as the world’s leading platform,
with over 50% multi-platform games being developed with Unity [33]. Unity offers an unmatched
versatility to game developers: from indie games and small studios to enterprise studios and
huge teams, while freely choosing among multiplayer and single-player, or 2D and VR to create
a new game. Besides, Unity offers powerful tools, with which designers and developers optimize
workflows overall, and gaming services like cloud data storage, security systems and profiling
tools [33].

On the other hand, Unity also provides solutions to optimize and visualize products on
automotive and manufacturing markets, speed up rendering pipelines used in animation and
media producers, and create real-time 3D experiences in engineering or government industries.
This coupled with the fact that Unity supports all major platforms like consoles, desktop and
VR/AR (augmented relality), allows to reach even more customers and users [33].

In our case, what mostly interests us is the possibilities it offers to create our interactive 3D
experience to test suppression effects. There are several products available according to user’s
needs, which include different tools and services. In our case, we just need to install Unity Hub
and download the newest Unity Version [34]. In order to create a new Unity Project, we just
need to open Unity Hub, select the latest Unity version available and the folder where it will
be stored. Finally, it is worth to comment on the existence of the Asset Store. The Asset Store
(UAS) offers a great variety of animations, environments, textures, materials, graphical user
interfaces (GUIs), add-ons and tools, among others. The community itself is responsible for
creating and sharing all assets while compatibility issues, updates and announcements can be
discussed in massive public forums [35].
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3.2 HTC VIVE Pro Eye 2

Regarding hardware, we need a virtual reality setup (HMD, controllers, sensors...) to perform
our experiments in the virtual environments as well as interact with them. Counting on the
devices available in the research group (Graphics and Imaging Lab), we are provided with a
HTC VIVE Pro Eye 2 developed by High Tech Computer (HTC) Corporation. This headset is
at the forefront regarding capabilities. It includes precision eye tracking with professional-level
sound and graphics, offering a high quality immersive experience [12].

Among all his features, we can highlight that the eye tracking system achieves lifelike face
movements and expressions while optimizes GPU workload by using foveated rendering [36].
Since it relies on SteamVR, an application developed by VALVE [37], wide-area experiences
can be accomplished with deep immersion and comfort. The headset itself includes two dual-
OLED displays with a combined resolution of 2880 x 1600 pixels and 615 pixels per inch (PPI)
[36]. Additionally, it is designed to fit everyone’s comfort preferences, being easy to adjust and
comfortable to wear for long periods. Due to its design, adverse side effects are minimised and
can be worn even with glasses [36].

In Figure 3.1, we can see the appearance of the HTC VIVE Pro Eye 2 headset as well as the
two controllers and base stations that are included.

Figure 3.1: HTC VIVE Eye Pro 2. Headset, controllers and base stations. [12]

In order to use it to properly play our virtual experiences, we first need to complete the
setup process. We are required to install VIVE and SteamVR software, link and configure
VIVE hardware, and last define our play area. Once this process is accomplished correctly, we
already have the HMD, the base stations and the controllers all connected and working.

3.3 Eye-Tracking: Tobii

As an improvement compared to other HMD, the HTC VIVE Eye Pro 2 headset includes high-
precision real-time eye-tracking via software powered by Tobii.
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Tobii is a global leader company in eye-tracking solutions whose methodology is based on
capturing head motion and eye movements, transforming gestures into gaze data and generating
insights on people’s behaviour [38].

Eye-tracking is a cutting edge technology which consists of following in real time where the
detected user is looking at. User’s pupils motion and attention shifts are recorded by cameras
and those data stream are computed using machine learning and image processing algorithms.
Hence, visual data insights like pupil’s location, gaze vector, convergence distance and blinking
are obtained. Figure 3.2 shows a sketch from which we can extract the essence of how eye-
tracking setup works.

Figure 3.2: Eye-Tracking system sketch. Cameras record pupil’s motion and eye movements to get insights of
user’s behaviour [13]

Similarly to what we mentioned about VR, eye-tracking technology has many application
areas. It can be used in surgical robots to enhance care and optimize performance, gaming
by increasing audience engagement through visual attention and in-game awareness, clinical
research by supporting early diagnosis of medical conditions, and marketing by noting consumers
behaviour from their perspective [38]. Specially, its usage in virtual reality applications gives
them a larger dimension by enabling new gaze-based interactions and hand-eye coordination
tasks, improving performance assessment, easing VE exploration and giving virtual avatars a
more human look through expressive gestures [39] .

In our case, eye-tracking cameras are incorporated in our VR headset so its integration
with our virtual experience is straightforward. Some relevant parameters of our eye-tracking
hardware are a refresh rate of 90 Hz and a FOV of 110º. The necessary software to install eye-
tracking support is called VIVE Pro Eye [40]. Following the VIVE Pro Eye installation process,
eye-tracking will be available and working. First of all, it is mandatory to perform eye-tracking
calibration with each participant. This process must be started from SteamVR application,
by selecting VIVE Pro Eye option. After placing the headset properly in front of the eyes, it
adapts to the user by modifying inter pupillary distance (IPD). The process ends with the user
performing the required gaze movements and checking that eye calibration is correct [41]. It is
worth commenting that gaze data is recorder to further study user’s visual behaviour but it is
not necessary at all to trigger the audiovisual suppression effect.
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In this chapter, we explain everything related to the experiment performed, from the valued
proposals and design, to its implementation and validation. We focus on how the experiment
is composed and developed while justifying all decisions made. We also approach the surveys
presented to the participants, the eye-tracking data collected and the output logs among other
topics.

4.1 Study Proposals

As we mentioned previously at the end of Chapter 2, our starting idea is to research how audio
sources can affect the audiovisual suppression effect, how sound qualities impact on the visual
information loss. Hence, we first collect different aspects present in Malpica et al. work [1] and
value how they could be modified to influence the audiovisual suppression effect. So, initially,
we classify the existing variables into: audio, changing audio sources (auditory stimuli); targets,
varying visual targets (visual stimuli); scene, where the experiment is carried out; functionality,
including different conditions and cognition levels; and metrics.

In the first case, we valued to act on auditory information in order to find out what would
happen when the user encounters specific sounds and how it would affect the suppression effect.
For example, it was proposed to include dynamic (moves along with the user) and static (fixed
location) sounds, modify sound volume and frequency, and incorporate lateral silences, color
noise and ambient sounds. These options arise from the most distinctive parameters of the
auditory modality. Something similar happened with visual information by proposing to include
new simple shapes, scene objects or flashes, and perform subtle changes on scene. Additionally,
it was suggested to use different types of virtual scenes with enough information to affect the
suppression effect such as a building roof and a museum room. Different metrics were also valued
to get a deeper insight into the effect as well as other type of features present on the scene like
randomness, cognitive tasks, exploration and emotions.

All these ideas are summarized in the table displayed in Figure 4.1. The shaded boxes are
those variables that are included in our work and will be taking into account when performing
the experiments. In addition, those highlighted boxes are the chosen sound qualities to study in
our work. Since including all variables remains unfeasible, we need to select those parameters we
are most interested in. The goal is to observe how our auditory range influences the suppression
effects while varying audio intensity (volume) and tone (frequency).
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We will infer if those sounds near to upper and lower hearing limits have a significant impact
on the perceived visual information, considering some questions to solve like: Do we lose more
or less visual data with those near-limits sounds?, How these type of sounds affect the sense of
immersion? Do they reduce or increase it?...

Figure 4.1: Summary Table of the candidate variables to be included in our experiments. For each component
present in our VE, different case studies are proposed in order to define and choose which ones are included
according to our goal (those highlighted in blue).

4.2 Design

As we have already introduced in previous sections, our project takes as baseline the setup used
in Malpica et al. [1]. So, in order to design our experiments, we will initially try to replicate
their configuration as much as possible and then include our novelties. We consider how to
generate the audiovisual stimuli necessary for triggering the suppression effect as well as what
data we want to record.

4.2.1 Visual Targets

In the first instance, the visual stimuli that will be presented to the user are similar from the
ones used in our base paper [1]. The idea of these visual targets is to spawn in front of the
user and disappear shortly after. As we saw in Figure 2.6, visual targets are presented in three
fixed locations inside user’s field of view (FOV). The first location, which is the central one,
must take only one degree of the user’s FOV, specifying a very small size for this visual targets
consequently. The other two locations, right and left ones, are placed at a distance of four
degrees on each side of the central position respectively. All these three locations must be fixed,
which makes the dynamic targets move according to the user’s position and orientation. At this
point, we already know the specifications regarding the spawning positions.
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Besides, visual targets shapes are restricted to three simple 2D shapes only which will be
circle, square and rhombus. No more shapes are included since Malpica et al. [1] demonstrated
that there is not significant difference among them and they are enough for each sound. The
idea is that these visual targets will spawn in a random time within a range so they cannot be
predicted by the user, and its lifetime is only 24 ms after which they will disappear. Ultimately,
target shape and location must be random among the available possibilities, so each possible
target can appear at any of the three possible locations arbitrarily.

4.2.2 Audio Sources

Audio stimuli follows similar conditions to meet, which can also be seen in Figure 2.6. Audio
stimuli behaves similarly to visual targets, but in this case they spawn behind the user and
disappear after a while as well. Audio spawning locations are outside the user’s FOV and there
are also three fixed locations, situating side positions with an angle of fifty degrees with respect to
the central location. Other than that, there are no more requirements related to audio spawning
locations.

In this case, the audio sources that will be presented to the user adjust to the purpose of
this work. Since our idea is focused on researching on the effective human hearing range, the
generated audio sources will be located at the limits of this range. Hence, auditory stimuli are
designed selecting high and low values for the sound intensity (volume) and tone (frequency).
So, there will be four audio sources combining those two sound qualities: low volume and
low frequency (vol1 freq1); high volume and low frequency (vol2 freq1); low volume and high
frequency (vol1 freq2); and high volume and high frequency (vol2 freq2). These frequencies are
set for each user to bring the sounds closer to the limits of the audible threshold, as explained
in Chapter 5. Besides, pink noise is also included making a total of five audio sources.

As it happens with visual targets, audio sources spawning time is also randomized within a
range and they will sound during 400 ms before fading. It is important to remember that both
auditory and visual stimuli have to be temporally consistent, this requirement is key to trigger
the audiovisual suppression effect so the temporal profile displayed in Figure 2.6 (B image) has
to be fulfilled.

4.2.3 Data Logs

Once we have commented the input stimuli that the user will encounter in the experiment, we
can address what output data we are interested in recording. These output logs are classified
in three different categories: stimuli logs, which are the records of which stimuli was present
at each moment, as a kind of ground truth; performance logs, where it is shown each time the
user has seen a visual target or listened a audio source (or both); and eye tracking logs, which
exhibit user’s gaze behaviour throughout the experiment. Therefore, analyzing these output
logs we may be able to find out how many stimuli the user has detected of those that have been
presented.
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Thereby, user’s performance logs in contrast with stimuli logs will evidence the appearance
of the audiovisual suppression effect, in those cases where the visual data has been lost when
auditory stimuli were present. In addition, eye tracking data will not only serve to corroborate
that this visual information loss is not due to eye movements like saccades or blinking, as reported
by Malpica et al. [1], but also to study user’s response to spatially incongruent audiovisual
stimuli, among others.

4.3 Implementation and Validation

Once we have reported the features we want our experiment to have, we can introduce its
operativity while explaining the performed implementation process.

The main goal of our experiment is that the user has to explore the virtual scene where he
is located at, while looking around and moving within a limited area. Meanwhile, audiovisual
stimuli will show up, so that the user will notify when listening audio sources or seeing visual
targets, or both at once. The total sum of the presented cases will be 45: 15 visual stimuli, 15
auditory stimuli and 15 bimodal cases (audiovisual stimuli), with which we want to trigger the
audiovisual suppression effect. Next, we explain in depth all the experiment components.

In this point, we can see the UP Hierarchy in Figure 4.2. As we can see, our VE is composed
by four components (blue boxes): TobiiXR Initializer, which is in charge of starting eye-tracking
process; Scene, formed by the living room and environmental sounds; Pilot Experiment, which
is in charge of managing the experiment itself; and Player, which includes everything related to
the user embodiment. If not stated otherwise, each box represents a Unity Gameobject while
the scripts associated (if any) appear inside the box. Unity Gameobject is the base class used
for all entities in Unity Scenes, like a 3D item (a chair, a speaker or a square) or the camera,
and scripts define their behaviour changing items appearance and location for example. As we
can see, Pilot Experiment box includes an script so it appears in black and will be addressed in
section 4.3.6.

Figure 4.2: Experiment’s Virtual Environment Hierarchy.

Next, we explain more in detail all these experiment components.
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4.3.1 Scene

The used VE is the same as the one used in our base paper [1]. The scene consists of a living
room where the user can explore its surroundings and move within a limited area. The living
room is made up of paintings, shelves, a couch, a stereo, a TV, lamps, tables and so on. The
stimuli that the user has to perceive will spawn surrounded by this place and these objects. This
virtual scene is available in Unity Asset Store [42] so it is only needed to download and import it
into our Unity project. Once this is done, some scene scaling changes have to be done to adapt
it to our VR setup. Hence, what we need to do is to open Unity Asset Store, online or from
our Unity project (UP), and search for the 3D Living Room [42]. As soon as we download and
import it into our project, the virtual living room components and the scene will appear in it.

Besides, apart from auditory stimuli, there are a couple of environmental sounds. These two
background sounds are a podcast that is being played in the stereo and bird sounds coming from
the windows.

Next, we can see a couple of images of the virtual scene in Figure 4.3. In those images we can
observe the very real appearance of the items that compose the virtual living room. We can also
comment that in the 360◦ image (left), the couch has been moved to get a better visualization.
The real location of that couch used in the experiments is the one shown in the 3D image (right).

Figure 4.3: Living room virtual scene used in the experiments. Left: 360◦ panorama rendered from the central
point of view [1]. Right: 3D Virtual scene seen from a top corner. It can be appreciated the podcast speakers
in the stereo, the camera symbol associated to the player and the player’s motion zone highlighted in blue. This
players zone corresponds to a physical space of 3.5 x 2 meters where the user can move freely.

4.3.2 Eye-Tracking

As we have already commented previously in this report, integrating the eye-tracking software
powered by Tobii with our VIVE HMD is very straightforward, since all necessary hardware is
already included in the headset and we have already installed VIVE Pro Eye software to enable
eye-tracking [40]. However, we need to do some previous stuff to use headset eye-tracking in our
UP. We first need to download VIVE SRainpal SDK (software development kit) and import the
associated Unity package into our UP, where we already have the living room scene. Next, we
need to enable and set up VR support which is achieved installing the XR (extended reality)
Plugin Management. Last, it is necessary to download and import the Tobii XR SDK package
into our UP [43].
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At the end of this process, Tobii XR SDK package includes sample scenes to check that
eye-tracking is indeed enabled and works correctly. One of these sample scenes consists of a
empty virtual room with three white cubes in front of the player, which light up red when the
player looks at them. In order to see better how it works and where the user is looking at, we
have drawn the gaze ray using the eye-tracking data (gaze ray origin and direction) and a line
renderer. In order to plot this line renderer dynamically, we need to specify start and end 3D
points. The start point is straightforward since it is directly the gaze ray origin, while the end
point will be the gaze ray direction multiplied by some enough distance value and added to the
gaze ray origin. So, the points that define line renderer are computed as follows:

P1 = GazeRayOrigin;
P2 = P1 +GazeRayDirection · distance; (4.1)

We can see in Figure 4.4 (left) how the gaze ray comes out of the user’s eyes and reaches the
cube, which changes to red consequently when the user looks at it. Thereby, it is verified that
the eye-tracking system runs smoothly and the gaze data recorded is correct as well. So, after
installing these plugins and software, Tobii eye-tracking is working and linked to our UP, so we
are already able to develop using gaze data.

In our project hierarchy, the component that enables and starts eye-tracking is the TobiiXR
Initializer gameobject, which appears in Figure 4.2. At the same time, its own structure can be
visualized in Figure 4.4 (right). As we can notice, it consists of two scripts to record Eye-Tracking
Logs and Stimuli Logs, which appear in black and will be addressed in section 4.3.6.

Figure 4.4: Eye Tracking validation using a sample scene (left) and hierarchy (right)

4.3.3 Player

In order to include the player in our UP, we need to combine the eye-tracking components
and plugins included in the previous section with SteamVR plugin. This new SteamVR plugin
can be downloaded from UAS and offers a smoothly interface between Unity and SteamVR. It
also manages 3D models for VR controllers, handles input from those controllers and estimates
what user’s hand looks like while using those controllers [44]. So, we just need to install this
SteamVR plugin in our UP in order to include the mentioned features. The result of adding
this new capabilities to our VE can be seen in Figure 4.5 (left). Including the controller models
in our previous sample scene, we can check how the controller also appears and follows user’s
hand while eye-tracking still works properly.
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If we include these controller management into our living-room scene, it looks like Figure 4.5
(right) shows, with the controller working as the virtual user’s hand.

Figure 4.5: Player’s controller features included in the sample scene (left) and our virtual living room (right).

Additionally, a player zone has to be delimited from SteamVR application when configuring
the VR setup. This setup consists first of connecting the HMD and controllers as well as placing
base stations properly so they see the headset and the controllers. Then, the play zone has to be
delimited in order to ensure player safety relative to real world. Using the controllers, the user
limits the play zone to the real area where he can move freely without colliding with anything.
This play zone also appears in the VE so the user is aware of its limits even wearing the headset.
In Figure 4.6, this play zone can be found highlighted in blue.

Regarding its hierarchy, the player’s structure is shown in Figure 4.7. It includes the camera
rig which represents the play zone, limiting the space where the camera can move. We can
notice how it then consists of the main camera corresponding to the headset and the left and
right controllers, although we will use only one of them. Last, the main camera also includes
the canvas where the pause messages and visual targets will appear, and the auditory stimuli to
spawn. This stimuli generation will be explained in section 5.1.1.

Figure 4.6: Player playing zone highlighted in blue. Player’s camera and stereo’s audio sources that play the
podcast are also visible.
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4. Pilot Experiment

Figure 4.7: Player hierarchy

As we have already mentioned, the user’s (player) work throughout the experiment is to
explore the virtual scene, looking around and taking a few steps. When the user perceives some
audiovisual stimuli, he only has to press the controller’s trigger to stop the experiment and start
the pause routine, which uses the canvas mentioned before and will be explained in section 4.3.5.

4.3.4 Stimuli Generation

In this section, we are going to explain how audiovisual stimuli are generated and how the
experiment works. As we can see in Figure 4.2, the Pilot Experiment gameobject has a script
associated. This script is the one who manages the experiment and stimuli generation. All
audiovisual stimuli presented to the user are in fixed positions relative to the player, so they
are generated taking user’s position and orientation into account. In this way, the spatial setup
showed in Figure 2.6 is completely maintained in our case. Therefore, both visual and auditory
stimuli are generated from the player’s location as Figure 4.8 shows. Visual stimuli appear in
the targets zone associated to the canvas, whose location is fixed in front of the camera location.
Similarly, audio stimuli are always generated behind the user’s location so they are associated to
the camera location as well. All stimuli-related boxes appear in yellow in all hierarchy drawings.

Firstly, we are going to explain what kind of visual stimuli do we generate. As we have already
mentioned, the visual targets the user is going to face are a square, a circle or a rhombus, three
simple shapes. Besides, according to spatial setup represented in Figure 2.6 (A), there are three
possible locations for this visual targets to spawn.
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4. Pilot Experiment

Figure 4.8: Visual (left) and Auditory (right) stimuli hierarchy

Therefore, combining the three shapes (square, circle, rhombus) and the three locations (left,
centre, right), there are a total of 9 cases for the visual targets. All these cases are present in
front of the user all along but the targets are initially transparent so they are not seen. When a
visual target has to spawn, we just make that target opaque so it seems to have been created.
When it has to disappear, we set its appearance transparent so it cannot be seen again. So, we
manage to appear and disappear visual targets just by modifying its material transparency. We
can find in Figure 4.9 how the cases of circle on the left, square on the center and rhombus on
the right are seen from user’s POV (point of view).

Figure 4.9: Three possible visual stimuli cases: circle on the left pose, square on the center pose and rhombus on
the right pose. Its scale has been increased for visualization reasons.

On the other hand, we have also commented that auditory stimuli were classified according
to sound intensity (volume) and tone (frequency). Setting high and low values for both qualities
makes it 4 possible audio sources. Adding the pink noise for comparison reasons, makes a total
of 5 audio sources available: Low volume and frequency (V ol1 − Freq1), high volume and low
frequency (V ol2 − Freq1), low volume and high frequency (V ol1 − Freq2), high volume and
frequency (V ol2 − Freq2) and pink noise. For each user, its lower (Freq1) and upper (Freq2)
frequency values are obtained from the Frequency test, which we will explain in Chapter 5.
Being these the two frequency values, the volume values are 0.2 (Vol1) and 0.8 (Vol2). These
values are associated to the Unity speakers volume, which ranges from 0 (minimum, no sound)
to 1 (maximum).
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Similarly to visual stimuli, the spatial setup represented in Figure 2.6 (A) is maintained for
auditory stimuli as well. Hence, combining in this case the five audio sources (V ol1 − Freq1,
V ol1 − Freq2, V ol2 − Freq1, V ol2 − Freq2, Pink) and the three locations behind the player
(left, centre, right), there are a total of 15 cases for the audio stimuli. In this case, when audio
stimuli has to be generated, an audio speaker playing the correspondent sound is created in the
specified location at the right time and is destroyed a moment later. We can see in Figure 4.10
two examples of how visual (left) and auditory (right) stimuli are generated from user’s POV.

Figure 4.10: Visual (left) and Auditory (right) stimuli examples appearance

At this point, we already know how individual visual or auditory stimuli are generated as
appropriated. In order to generate bimodal stimuli which includes visual and auditory informa-
tion, we have to follow the temporal profile shown in Figure 2.6 (B). As it looks, audio source
starts playing and after 100 ms the visual target appears. 24 ms after the visual target spawn,
it disappears and when the audio source reaches 400 ms it stops playing. Thus, we keep tem-
poral congruence among stimuli although spatially they may be inconsistent, since visual target
appears on front and audio source plays behind.

Knowing how unimodal or bimodal stimuli are generated, we can comment that the experi-
ment consist of a total of 45 stimuli cases. These cases are divided in 15 visual stimuli, 15 audio
stimuli and 15 bimodal stimuli. The interval between stimuli cases is randomly chosen between
5 and 10 seconds each time a stimuli has to be generated. Also, all 45 cases are shuffled at
the beginning. In this way, we try to avoid the user to be able to predict when a audio source
will be played or a visual target will spawn (or both). The visual-only stimuli are compounded
by 15 random selection of the target shape and location, which define one of the 9 possible
existing cases. The auditory-only stimuli are dense sampling of the 15 odds (5 audio sources x
3 locations). Finally, bimodal stimuli are a mixture of both unimodal cases: visual information
is randomly selected while auditory information is densely sampled.

4.3.5 Pause Subroutine

Once the audiovisual stimuli (unimodal or bimodal) are being generated throughout the ex-
periment, the user has to pause the experiment whenever any stimuli is detected. We need to
remember that both the podcast being played on the stereo and the birds sounds does not count
as stimuli but as environmental sounds belonging to the virtual scene.
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In order to pause the experiment, the user only needs to press the trigger button on the
controller. Once the trigger is pressed, the experiment stops and the background canvas appears.
If we remember Figure 4.6, this canvas depends on the camera location so it can be properly seen
by the user always. We can see in Figure 4.11 how the canvas is composed by a background where
the different texts (pause, options and end) are displayed. As we may observe, canvas-related
boxes appear in purple in all hierarchy drawings.

Figure 4.11: Canvas hierarchy: Background and messages.

Similarly to how visual targets spawn works, the canvas is always placed in front of the
user but it is transparent so it cannot be seen. Once the user presses the trigger button, its
background becomes translucent by modifying its transparency. Then, it displays a question
where the user is asked for what stimuli has been detected. The answer options are audio, target,
bimodal or error, if the user has pressed the trigger unintentionally. This first message in the
middle of the translucent green background can be seen in Figure 4.12 (left). If the user answers
with the options of target or bimodal, a second message appears which asks for the shape of the
visual stimuli. The available options of this case are circle, square, rhombus and do not know,
if the user has not been able to distinguish it. This second message can also be seen in Figure
4.12 (right). The user’s answers are introduced via keyboard and they are recorded all times
the user stops the application. All these data are also recorded and it will be also addressed in
section 4.3.6.

Figure 4.12: Pause Messages. When the user presses the trigger button, the first message and its options appear
(left). If a visual stimuli has been perceived, the second message with its respective options appear (right).

Finally, once the 45 stimuli cases are presented, the experiment ends displaying the end
message that can be found in Figure 4.13.
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The background appears again displaying a message which informs the user that the ex-
periment has already finished. Then, the user has to press the trigger button one last time to
terminate the experiment and stop the application. After that, the user can remove the HMD
and the controller, ending the virtual experience.

Figure 4.13: End message displayed once the experiment has ended.

4.3.6 Output Logs

Through the experiment, we record data of the stimuli presented to the user, user performance
and eye-tracking data. The Unity gameobjects that have the scripts which control this data
register appear in grey in Figures 4.2 and 4.4 (right). All data are recorded in three comma-
separated values (CSV) files, one file per data type: Eye-tracking, Stimuli and Performance.

The first one stores user’s gaze information while the second one keeps the moments when
any stimuli was present. Last, performance data shows user’s performance throughout the
experiment. The user’s provided answers are gathered and stored in the correspondent file
after restarting the experiment each time the user pauses it. Eye-Tracking data is stored as
the experiment progresses and this data is also dumped into a file only when user detects any
stimuli and pauses the experiment. So, time is optimized since the output file is opened, written
and closed from time to time. The same process is followed when recording stimuli data, using
user’s pauses to dump data into another output file as well.

In the case of eye-tracking data, the gaze information stored are the timestamp, camera
location and rotation, convergence distance, gaze ray origin and direction, and eye blinking. An
example of eye-tracking data can be found in Figure 4.14. For the stimuli data, the collected
data are the timestamp, if there is a visual target and which one is, and if there is an audio
source and which one is. An example of stimuli data can be found in Figure 4.15 (left). Lastly,
the recorded performance logs are made up of the timestamp, the stimuli detected and its shape
if any. An example of stimuli data can also be found in Figure 4.15 (right).

Figure 4.14: Examples of Eye-Tracking output logs
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Figure 4.15: Examples of Stimuli (left) and Performance (right) output logs

4.4 User Surveys

Additionally, users need to fulfill some surveys in order to collect more data. The previous survey
has to be done before performing the experiment while the post survey has to be completed once
the user has finished the virtual experience. Also, a discomfort survey needs to be carried out
before and after the session. All surveys have been developed using Google Forms [45].

4.4.1 Previous Survey

The first survey to be completed by the user is the Pre-Experiment Survey. The first thing that
appears in this survey is the data protection laws of University of Zaragoza and Google, which
the user has to read and agree. The user has also to agree that the session will be recorded,
among other things, and understand that the participation on the experiment is voluntary,
being able to stop whenever the user desires. In order to keep the recorded data and the surveys
results anonymous, each user is granted with a personal ID which does not change throughout
the process.

After this, a series of demographic questions are presented as well as questions related to
visual and auditory conditions, since this information is relevant in our case and it could affect
the results. Finally, the user is asked regarding his experience in VR and video games.

The survey itself can be found in the Annex B.

4.4.2 Post Survey

Once the user has ended the experiment and has the HMD and controller removed, he has to
fulfill the Post-Experiment Survey. The first thing that this survey requires is the user’s ID, the
same that was introduced in the Pre-Experiment Survey.

The user is asked questions regarding the experiment such as if he had any problem wearing
the HMD or performing the experiment, if he was able to distinguish visual targets easily or
predict when a stimuli was going to be generated, and if he has any comment regarding the
experiment. Lastly, some questions related to immersion in the VE are added with the aim of
measuring the user’s sense of presence and realism in the virtual scene.

The survey itself can be found in the Annex C.
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4.4.3 Discomfort Survey

In order to consider and measure possible side effects, the user has to complete the Discomfort
Survey.

The idea is that the user completes this survey twice, first before performing the experiment
and again after finishing it. So, the user’s condition before and after the experiment can be
compared, inferring what effects can have the experiment on users’ state. The survey consists
of some symptoms that the user has to rank among ’None’ if the symptom does not exist, and
’Severe’ if the symptom is significant.

The survey itself can be found in the Annex D.
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In parallel with the main experiment broadly explained in the previous section, we also carry
out a frequency test to all the participants. The goal of this experiment is to obtain the hearing
frequency limits for each participant. Once this hearing interval is known, which is determined
by the upper and lower boundaries, these frequency limits are used in the audio sources played
in our experiment, as we have commented previously.

5.1 Design, Implementation and Validation

In order to perform this frequency test, we have to create a new UP. In this fresh virtual
environment, the user will be in an empty room since no scene is needed in this case. Including
eye-tracking is also unnecessary because our aim is to obtain user’s frequency boundaries only.
Therefore, this Frequency Test components hierarchy is much more simple than the experiment’s
structure. This project will be only composed, as shown in 4.7, by the user (player) as well as
the canvas and audio sources attached to it. We do not need to include everything commented
in 4.3.3, since the player’s functionality in this new VE is simpler and only needs the camera
linked to the HMD. We can see the structure of this Frequency Test project in Figure 5.1.

Figure 5.1: Frequency test hierarchy
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Therefore, this VE has the canvas attached to the player so its location is fixed in front of
the user, similarly to the canvas used in the experiment but now it is always visible. And the
two audio sources, one on each side to get stereo sound and both also attached to the player.
These two audio sources produce a sound of a certain frequency, which appears on the canvas.
The idea is to modify this frequency until reaching the upper and lower limits of the hearing
range, which will be stored and written on the canvas as well.

5.1.1 Sound Generation

Regarding the two audio sources present in our virtual scene, remember that each one is located
at one side of the player, they are generated using speakers gameobjects available in Unity.
Each audio source has the same script attached, which emits the generated wave sound through
the output audio channel. This wave sound is basically a sinusoidal waveform whose temporal
equation is shown below.

w(t) = K ∗ sin(2π ∗ f ∗ t/sample rate) (5.1)

The sinusoidal output data w(t) is calculated using the sine function over a period while
taking into account the timestamp t and its frequency f. This last parameter is the one we have
to modify in order to find out which frequencies delimit users hearing range. The product of
these variables is divided by a sample rate, which is used to discretize the theoretical analog
wavelength into digital samples values which can be indeed used in the output audio channel
to generate sounds. This digital value can be finally multiplied by a gain factor K. In our case,
this gain factor is not used since we set the amplitude of the wavelength (sound intensity) using
the volume parameter of the speaker, which turns out to be the same actually.

Once the Frequency Test starts, both audio sources start playing the sound whose frequency
is modified to find out user’s hearing range limits. This way of generating sound is the same one
used in the experiment to generate auditory stimuli, with the difference of those audio sources
have a fixed frequency which will correspond to the upper or lower heard limit.

We can see the appearance of this VE in Figure 5.2. As we can observe, it consists on the
player, audio sources which play the sound on each side and the canvas where all test information
appears.

5.1.2 Interface

During this frequency test, the user has to wear the HMD and he will see, as we have mentioned,
the canvas while listening the audio sources. This canvas displays the current frequency that is
being played and the frequency values stored as the maximum and minimum values with which
the user can still heard the sound.

Starting from a low frequency value (0 Hz) which the user cannot hear, it will be increased
until the user reports that the sound becomes audible, setting the minimum frequency value
(lower limit).
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Figure 5.2: Frequency Test VE: Player’s camera, audio sources and canvas.

Then, the frequency keeps increasing while the user realizes that sound becomes higher
pitched until it stops being heard. At that moment, the frequency value is saved as the maximum
value (upper limit). Both the variation (increase or decrease) of the frequency value and limit
values saving are performed via keyboard.

The canvas shows the test information in real time. The current frequency is being updated
at the moment it changes while the lower and upper limit values are displayed when they are
saved. Once the upper value has been reached and stored, a message appears on the canvas
reporting that the test has finished. After that, the test ends and the application closes.

In Figure 5.3, we can see what the user sees when performing the test. We can notice how
the canvas information varies, from the early stages of the test (left) to when it is completed
(right).

Figure 5.3: Frequency Test under user’s POV. The test starts only showing the current frequency (left) while the
upper and lower limit frequency values are also displayed when ending (right).
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Both the pilot experiment and the frequency test, as well as the pre-test, post-test and discomfort
surveys, are done by all the voluntary participants. The participants group is composed by 20
people, of which 12 are men (60%) and 8 are women (40%). The mean age of the participants is
23.47± 1.43 years. More information regarding the participants will be provided later on. The
experiments have been carried out in University of Zaragoza facilities and the achieved results
are presented next.

6.1 Limit Frequencies

Firstly, we are going to comment the results obtained when performing the Frequency Test to
all the 20 participants. We can see in Annex E, a table where the user ID, the experiment date,
and both lower and upper frequency values, which delimit user hearing range, are all displayed.

As we can observe, the lower limit ranges between 300 and 150 Hz, being the mean value
191.00 ± 110.03 Hz. On the other hand, upper limit range is wider, between 17500 and 8300,
being the mean value 13087.5± 1824.96 Hz. It could be mentioned that these values are within
the psychological hearing range commented at the end of Chapter 2, which was from 20 to
20000 Hz. However, they differ significantly from each other since they depend exclusively on
the hearing capabilities of each user. We can also notice that the values are generally rounded
to the hundreds in order to get a valid approximation.

6.2 Surveys

We now move to report some data extracted from the results collected when performing the
Pre-Experiment, Post-Experiment and both Discomfort surveys.

6.2.1 Previous Survey

Regarding the Pre-Experiment Survey, the participants mean age is 23.47±1.43 years while the
highest education level completed is tied between University Degree and Master Degree with a
38.17% each one. More than half (57.1%) reported to have any vision problem, being myopia
and astigmatism the most common ones.
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For those who reported having a vision problem, answers when they were asked if they had
it fixed were diverse: 38.5% said to have it fixed by wearing contact lenses and 30.8% by wearing
glasses instead, but 30.8% admitted to not have it corrected. On the other hand, no one reported
to have any auditory problem and one participant informed to have dyslexia.

Changing topic, 61.9% of participants said to play video games, of which 58.3% clarified not
to play more than an hour but 8.3% admitted to play more than three hours on a daily basis.
Almost everyone (95.2%) said to have heard about VR while the 76.2% declared to have ever
used a VR device. From those who have ever used any VR device, more than a half (56.3%)
have used it occasionally (less than 5 times in total) and mostly report to have used some
computed-type device like HTC VIVE or Oculus headsets (87.5%).

6.2.2 Post Survey

In the Post-Experiment Survey, 81.8% of the participants reported to not have any problem
wearing the HMD but others commented that headset size was slightly small. Also, almost all
participants (95.5%) found the experiment easy to perform.

Regarding stimuli presented, 81.8% admitted not to be able to distinguish the visual targets
easily, reasoning that they disappeared very quickly and their size was very small. More than
the half (63.6%) suggested that they would include scene objects as a new type of visual targets,
also making suggestions such as changing target’s color depending on the background color
or including moving targets. On the other hand, only 22.7% said to not be able to listen
audio sources easily, commenting that birds and podcast ambient sounds made it more difficult.
The majority of participants (81.2%) said to not feel any kind of discomfort throughout the
experiment while a 40.9% admitted to be able to predict when a stimuli would be generated.

With respect to the sense of immersion and presence, we use a scale from 1 to 5 where 5
represents your normal experience of being in a real place. Around 68.2% of the participants
awarded a 4 or more to have the feeling of ”being there” and 77.3% admitted to remember the
virtual experience as a place they visited rather than images they saw. At last, users were asked
to report any suggestion or comment to improve the experiment. Some answers were that there
were some distracting flickers in lighting and metallic materials, and that a mandatory secondary
task to perform could be included to make participants more entertained and distracted from
the experiment’s main goal.

6.2.3 Discomfort Surveys

The last survey that participants had to fulfill was Discomfort Survey. We can see in Figure 6.1
the comparison between the answers given before (left) and after (right) the experiment. The
possibilities given for each symptom ranged from None (light blue), if the user does not suffer
that symptom, to Severe (purple), when the user suffered the symptom noticeably. As we can
observe, more discomfort answers appear with darker colors.
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Figure 6.1: Discomfort Survey answers: Comparison among the answers given before (left) and after (right)
performing the experiment.

6.3 Experiment Performance

For each participant that has performed the experiment, we have obtained graphs of the au-
diovisual stimuli presented, which we can use as ground truth. We can see this graphs, which
correspond to one of the participants, in Figures 6.2, 6.3 and 6.4.

Visual-only stimuli ground truth is displayed in the first image (6.2), where the y-axis shows
the shape of the target spawned while the spawning time is in the x-axis. Similarly, auditory-
only stimuli ground truth can be found in the next image (6.3), where x-axis keeps being the
timestamp but y-axis represents the type of the spawned audio source. Finally, the last image
(6.4) shows the multimodal stimuli cases ground truth, which include visual and auditory cues.
X-axis is also the timestamp while y-axis displays the shape of the visual part of the bimodal
stimuli, like Figure 6.2. In this last case, dots color does matter since it exhibits the audio source
being played, which is the auditory part of the bimodal stimuli.

Figure 6.2: Visual stimuli ground truth graph. Each dot corresponds to a visual-only stimuli generated throughout
the experiment. The timestamp is displayed on the X-axis while the shape of the visual stimuli is displayed on
the Y-axis.

Additionally, another graph is computed from each participant performance data. This chart
has on its x-axis the timestamp when the user paused the experiment for having perceived a
stimuli. Then, the user communicates the type of the stimuli perceived (visual, auditory or
both) which is represented by the dot color. If the user pressed the pause button by error, it
also appears in the graph (error case).
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Figure 6.3: Auditory stimuli ground truth graph. Each dot corresponds to a auditory-only stimuli generated
throughout the experiment. The timestamp is displayed on the X-axis while the audio source type of the auditory
stimuli is displayed on the Y-axis.

Figure 6.4: Bimodal stimuli ground truth graph. Each dot corresponds again to a multimodal (audiovisual)
stimuli generated throughout the experiment. The timestamp is displayed on the X-axis while the shape of the
visual stimuli is displayed on the Y-axis. In addition, dots color represents the audio source type that was being
played. Therefore, each stimuli keeps both visual and auditory information.

After having classified the stimuli, the visual shape (circle, square or rhombus) seen by the
user, if any, appears on its y-axis. As we may notice, auditory-only stimuli do not have visual
information neither shape, so they all appear as None shape. If the user did not distinguish the
shape of the visual targets for the visual-only or bimodal stimuli cases, it appears as DontKnow.
The performance graph of a participant can be found in Figure 6.5.

Contrasting both data, ground truth and performance graphs, we obtain a comparison graph
in which the detection and recognition ratios (y-axis) per each type of audio source (x-axis) for
bimodal stimuli cases appear. Combining all participants comparison charts, a total comparison
chart which shows the overall result of the experiment is created. This experiment performance
chart is presented in Figure 6.6.

The previous graphs show how participants are practically able to detect all the stimuli
presented throughout the experiment. It is noticeable how the stimuli cases are generated
randomly as desired, with different time intervals between them. Besides, bimodal and unimodal
cases are mixed while both visual targets shapes and audio source types are also randomly
presented. Consequently, the user is prevented from predicting when a stimuli is going to appear.
The performance plot probes how our method is able to trigger the auditory suppression effect.
We can observe that there is a clear difference between bimodal and visual-only cases regarding
visual performance. Both detection and recognition ratios are significantly lower when an audio
source type was ringing compared to visual-only stimuli case, whose ratios are higher.

45



6. Results

Figure 6.5: Participant performance graph. In this case, each dot corresponds at the moment when the user
detected any stimuli. The color of each dot corresponds to what the user declared to having detected, classifying
the perceived stimuli in unimodal (audio or target) or bimodal (both). It also appears if the user stopped the
experiment by error. Additionally, the visual information of the stimuli (if any) assorted by the user appears on
Y-Axis. The options that there was not visual information or that it was not distinguished are also contemplated.
Lastly, the detection timestamp is displayed on the X-axis.

Figure 6.6: Experiment performance plot. Visual information detection and recognition ratios are represented for
bimodal and unimodal stimuli. Both detection and recognition ratios values are displayed on the Y-axis, while
auditory cases are displayed on the X-axis. These cases include the audio source types related to bimodal stimuli
and the visual-only case, without any sound being played.
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In this last chapter, we discuss the achieved results presented in the previous chapter and
comment on the possibilities of future works while proposing new goals. Consequently, it is
proposed to acquire new devices with which the user’s response to multimodal stimuli could be
better measured.

7.1 Discussion and Future Work

As we could see in the final image (Figure 6.6) of the previous Chapter 6, there is a clear difference
regarding both detection and recognition rates for visual information in bimodal or unimodal
stimuli. Visual only stimuli performance is displayed on the No Sound column, achieving a
detection ratio of 85.3% and a recognition ratio of 45.0%. These values are significantly higher
than the top results achieved with bimodal stimuli. This top-bimodal case corresponds to when
the Pink audio source was played, with an achieved detection ratio of a 61.6% and a recognition
ratio of 20.0%. This may be because the pink sound used in the experiment was a bit loud and
very different to the other auditory stimuli, so it could attract more user attention.

The rest of the bimodal cases achieve even lower detection and recognition ratios, so we can
conclude that participants experienced the audiovisual suppression effect when bimodal stimuli
was presented. For the cases when V ol2− Freq2, V ol2− Freq1 and V ol1− Freq1 were played
at the same time that visual information appeared, detection rates were around 48.3%, which
is less than the half, while recognition rates decrease up to less than that 20.0% and becoming
15.0% for V ol1−Freq1 case. Although we can observe how the lowest ratios correspond to the
lower frequency limit, upper-frequency limit associated results are also satisfactory in the sense
that user’s performance has worsened enough in comparison with visual-only (unimodal) stimuli
cases.

Therefore, it has been demonstrated how the audiovisual suppression effect still emerges
with auditory information almost imperceptible to the participants. It has been proved that
near-hearing-limits sounds maintain the capacity of suppressing visual information so the user
misses it. We can also mention that the experiment works properly by observing Figures 6.2,
6.3, 6.4 and 6.5. It can be checked how all the desired 45 stimuli cases are presented to the
user, who achieves to perceive all of them one way or another. Lastly, commenting that no type
of problem or failure has been observed in the experiments performed and that all participants
have managed to finish it comfortably.

47



7. Conclusion

On the other hand, regarding the surveys fulfilled by users, we can comment that most of
them found the virtual experience authentic enough to perceive it as reality. So, we can confirm
that strong feelings of presence and immersion were induced in the participants throughout
the experiment. We could also relate that the general low recognition rates could be due to
the very small visual targets size and its quick disappearing, as reported by the participants.
According to Figure 6.1, our experiment does not have significant side effects to worry about. As
expected, there were minimum increments in symptoms like tiredness and eyestrain, consequence
of performing the virtual experiment by participants who never use VR devices or use them very
occasionally in many cases.

It is necessary to mention that the stored eye-tracking data could be used in order to study
further what happens with the user’s behavior and its reactions when the stimuli are detected
and the suppression effect takes place. As reported in Malpica et al. [1], this effect is not related
to eye movements like saccades, attention shifts or blinking but to neural phenomena instead.
So, knowing that the origin of this effect is not based on eye-tracking data, we decided to skip
gaze data analysis due to time restrictions, leaving it as future work consequently.

In the view of the presented results, we corroborate the achievement of our goal which were
to study and analyze the relationship between the audiovisual suppression effect and barely
audible sounds located at the limits of the hearing range. Next steps could be related to using
inaudible sounds to suppress visual information without the user noticing it. This technique
could be used in different applications to modify the virtual scene without the user realizing,
what would allow to overcome real space limitations or increase recognition task capabilities.
In fact, our solution is more versatile than the RDW approach mentioned in Chapter 2. RDW
needs powerful enough hardware to perform constantly scene changes when saccades occur while
our solution does not have those requirements. In our case, there is not need of such a powerful
hardware since subtle scene changes may be performed when the audiovisual suppression effect
is triggered. Actually, both solutions could be implemented together to increase suppression
performance since their origins are utterly different.

7.2 Physiological Measures

Another possible continuation of our work would be to research what impact have human feelings
or emotions in the audiovisual suppression effect. Similarly to how auditory information can
cause the loss of visual data, different states of mind or excitement levels could also influence
detection and recognition tasks. The idea would be to stimulate various types of emotions, both
positives and negatives, and find out if they reduce sensory perception performance.

In this sense, more personalized experiments may be designed, in which participants fears,
phobias, hopes or passions could be taken into account in the VE. For example, a participant
with fear of heights or the sea could be asked to perform some cognitive task, which requires
minimum levels of concentration, on a building roof or in the middle of the ocean respectively.
Similarly, receiving an award in front of a cheering crowd or a situation that makes the user
laugh are positive feelings instead that can also influence participants focus and performance
during the task. In these cases, a similar sensory suppression effect could be triggered but now
also considering participants mindset.
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7. Conclusion

In order to make this possible, it is necessary to record different types of user’s data other than
gaze behaviour. Since our goal now is to analyze users intangible responses, new physiological
data have to be obtained from the participant behaviour. This biological measures are, among
others, heart rate, stress, temperature and the production of sweat on the skin. There are two
kind of devices that offer these kind of measurements and could be used in the experiment, which
are an electrocardiogram (ECG) and sensors to measure the galvanic skin response (GSR).

Searching for different options of these devices that are available on the market currently
[46], we have selected a couple of them whose capabilities meet our requirements while have
good value for money. It is also important to emphasize that the user will have to wear or use
this devices while performing the experiment, wearing the HMD and grabbing the controller
as well. Consequently, we sought devices whose size was as small as possible, easy to use and
comfortable.

Regarding the ECG, the most attractive solution was the smartwatch Fitbit Sense. It in-
cludes a wide variety of services such as Global Positioning System (GPS) and phone call manage-
ment. However, what we are interested on is that it provides an ECG application, electrodermal
activity feedback, blood oxygen level, heart and breathing rate monitoring, stress management
levels and a mood log [14]. On the other hand, Bitbrain Ring biosensor controls accurately
electrodermal skin activity or GSR, which is basically the sweating level on user’s skin, and
cardiac activity in real time [15].

Both devices, the Fitbit Sense (left) and Bitbrain Ring (right), can be found in Figure
7.1. The first is used to record heart electrical signal and rate while the other supplies GSR
measurements. We can also notice how both devices are compatible with the HMD and the
controller, since they are placed on two phalanges of the fingers and the wrist, so all of them
could be used simultaneously without problem. Therefore, these gadgets might be used to
estimate users state of mind and find out how it may influence the audiovisual suppression
effect.

Figure 7.1: Fitbit Sense smartwatch used to measure ECG [14] (left) and Bitbrain Ring biosensor used to measure
GSR [15] (right).
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Anexo A. Gantt Diagram
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Anexo B. Pre-Experiment Survey
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Anexo C. Post-Experiment Survey
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Anexo D. Discomfort Survey
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Anexo E. Frequency Test Results Table

Figure E.1: Frequency Test results table. For each user, the lower and upper frequency values related to the
hearing range limits are displayed. The mean and standard deviation for both frequency values are calculated as
well.
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