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#### Abstract

The use of reduced-order models (ROMs) for the numerical approximation of the solution of partial differential equations is a topic of current interest, being motivated by the high computational efficiency of ROMs when compared to full-order models (FOMs). To construct a ROM to approximate the solution of transport equations, the use of the proper orthogonal decomposition (POD) method is a common choice. POD-based ROMs rely on the snapshot method, which consists in the off-line computation of a set of values corresponding to the solution up to the training time by means of the FOM. Then, the ROM is constructed and solved, up to the training time. When considering parabolic equations, the method is able to compute the solution beyond the training time. However, when considering hyperbolic problems, POD-based ROMs fail when computing the solution beyond the training time, this being one of the strongest limitations of PODbased ROMs. In this work, a novel strategy in the framework of POD-based ROMs to extrapolate solutions in time is introduced. This method, called CT-ROM, is based on a coordinate transformation and allows to compute the solution of advection-dominated problems beyond the training time. The performance of this novel strategy is assessed using a variety of test cases, showing promising results in all of them. The extension of the CT-ROM to higher spatial dimensions by means of the Radon transform is also presented. The results obtained are encouraging and motivate the application of this idea to more complex problems.
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## 1. Introduction

Many of the problems considered in Fluid Mechanics are modelled by systems of partial differential equations that stand for the conservation of some fundamental magnitudes (e.g. mass, momentum, energy, etc.), often including source terms that increase their complexity. The solutions of such equations cannot be obtained analytically and are generally approached by means of numerical methods, such as the finite volume method, the finite difference method or finite element method (such as the discontinuous Galerkin method) among others, which allow to compute the evolution in time of the flow variables inside the computational domain.

The transient nature of real flows and the increasing need for higher fidelity solutions entail a high cost of computational resources, including computing power, storage capacity and interconnection. When computing realistic events of long duration, i.e., the length of the event is much longer than the time scales of the relevant features of the flow, the need to speed up computational time is essential to preserve the predictive nature of the tool. The large number and diversity of problems requiring computational cost improvement has led in recent years to the development of a wide range of mathematical strategys and tools, including the (discrete) empirical interpolation method [6, 6], the dynamic mode decomposition [2, 43], the Krylov subspaces method [13] and artificial neural networks [2], among many others.

In addition to the above methods, the reduced-order model (ROM) strategy is one of the most popular in the field. It was originally developed as the Reduced basis strategy for predicting the nonlinear static response of structures [5, 29, 32]. The ROM strategy states that the variable of interest resides on a low-dimensional manifold within the infinite-dimensional solution space associated with the partial differential equation [35].

Proper orthogonal decomposition (POD), which is one of the most significant methodologies related to ROM in Fluid Mechanics [3], was introduced originally by Lumley in 1967 [27] to approach the turbulence problem by random field of velocities of turbulent flows into a set of deterministic functions [47]. The POD method is also known as Karhunen-Loève expansions [24, 26, principal component analysis [34, 23]. There are different modified POD methods proposed in the literature, such as the weighted POD [10], proper interval decomposition [1, 7, 22, 48, spectral POD [46] and manifold approximations via transported subspaces 40].

The procedure of solving a problem with the POD-based ROM strategy starts with the snapshot method [44], which consists of the off-line computation of a set of values corresponding to the solution up to the training time by means a numerical scheme that is called the full-order model (FOM). These snapshots are used to train the ROM in the so-called on-line part. Then, the ROM can be solved up to the training time, thus setting up an interpolation problem or beyond that time horizon, if possible. In this case, one of the advantages of the ROM is that a speed-up of several orders of magnitude is possible [1].

The computation of the solution beyond the training time is not always possible and represents one of the major limitations of the POD method when dealing with advection-dominated equations [1], this being a challenging problem of recent interest. Computing extrapolated solutions with a ROM for times longer than the training time would suppose a major step in the field of computational hydraulics. For this reason, a
new ROM strategy based on a coordinate transformation [19], which is called CT-ROM, is proposed in this work with the aim of predicting solutions beyond the training time.

ROMs have been developed in the literature for elliptic [35], parabolic [20, 21, 41] and hyperbolic equations including the linear scalar equation [37], as well as for the Burgers equation [1, 31, 40, 42], the Navier-Stokes equations [7, 21], the shallow water equations (SWE) [2, 48] and other nonlinear problems involving discontinuous solutions [45]. There are different formulations of POD-based ROMs according to their relation with the FOM, as they can be intrusive [5, 31, 48] and non-intrusive [1]. In this work, the CT-ROM is applied intrusively to the 1D linear advection-diffusion-reaction equation and to 1D linear hyperbolic systems of partial differential equations, namely the linearized SWE and a solute transport coupled model. The application of the CT-ROM to nonlinear problems such as the Burgers equation is also explored. The FOMs of these equations are constructed by means of the standard Godunov first-order upwind method [4, 16, 17.

The CT-ROM herein introduced is a genuinely 1D method. An extension of this strategy to 2D problems by means of the Radon transform is also presented [38]. This extension is based on the intertwining property of the Radon transform, which allows to express the 2D problem as a collection of 1D problems, all of them written in terms of a univariate derivative [12, 39, 40]. Then, the CT-ROM strategy can be applied to each of those 1D problems, and the solution in the 2D physical domain is computed by means of a back-projection, i.e., the inverse Radon transform. This approach proves useful for the application of the CT-ROM method to hyperbolic partial differential equations in 2 D . Results for the computation of a 2 D advection problem are presented.

The remainder of the paper is organized as follows. Section 2 describes the standard POD-based ROM strategy, showing with an example the flaw of this method when predicting beyond the training time. Section 3 introduces the novel CT-ROM strategy and presents some examples of application to linear and non-linear problems. The extension to 2D problems is also included in this section. Finally, concluding remarks are drawn in Section 4.

## 2. ROM strategy

Consider the following partial differential equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+\frac{\partial f(u(x, t))}{\partial x}=\nu \frac{\partial^{2} u(x, t)}{\partial x^{2}}-c u(x, t),(x, t) \in(0, L) \times(0, T] \tag{1}
\end{equation*}
$$

where $f(u(x, t))$ is the physical flux; $\nu \geq 0$ is the diffusion coefficient; and $c$ is the reaction coefficient. The initial (IC) and boundary (BC) conditions considered will be indicated for each specific problem.

In the present work, the FOM to approximate the solution of problem (1) is based on the Finite volume (FV) method. The computational domain is discretized by means of volume cells of uniform length $\Delta x$ and the positions of the center and left and right interfaces of $j$-th cell are $x_{j}, x_{j-1 / 2}$ and $x_{j+1 / 2}$, respectively, with $j=1, \ldots, N_{x}$. Regarding the time discretization, the time step $\Delta t=t^{n+1}-t^{n}$ with $n=0, \ldots, N_{\text {train }}$, is selected dynamically using the Courant-Friedrichs-Lewy (CFL) condition [11] as follows

$$
\Delta t=C F L \frac{\Delta x^{2}}{\Delta x \max (\lambda)+2 \nu},
$$

where $\lambda=\frac{\partial f}{\partial u}$ and $C F L<1$. The FOM is formulated by means of the FV method [25, 33]

$$
\begin{equation*}
\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}+\frac{\delta f_{j+1 / 2}^{n,-, *}+\delta f_{j-1 / 2}^{n,+, *}}{\Delta x}=\nu \frac{u_{j+1}^{n}-2 u_{j}^{n}+u_{j-1}^{n}}{\Delta x^{2}}-c u_{j}^{n}, \tag{2}
\end{equation*}
$$

where $u_{j}^{n} \approx u\left(x_{j}, t^{n}\right)$ is the cell average value over the cell $\left(x_{j-1 / 2}, x_{j+1 / 2}\right)$ and $\delta f_{j \pm 1 / 2}^{n, \mp, *}$ are the numerical flux differences, defined as

$$
\begin{equation*}
\delta f_{j \pm 1 / 2}^{n, \mp, *}=\left(\bar{\lambda}^{\mp} \delta u\right)_{j \pm 1 / 2}^{n}, \tag{3}
\end{equation*}
$$

with $\delta u_{j+1 / 2}^{n}=u_{j+1}^{n}-u_{j}^{n}$ and

$$
\begin{equation*}
\left(\bar{\lambda}^{ \pm}\right)_{j+1 / 2}^{n}=\frac{1}{2}(\bar{\lambda} \pm|\bar{\lambda}|)_{j+1 / 2}^{n}, \tag{4}
\end{equation*}
$$

where $\bar{\lambda}_{j+1 / 2}^{n}$ is the approximate wave celerity at time $t^{n}$ and cell interface $x_{j+1 / 2}$.
Numerical approximations to the solution $u(x, t)$ are computed with (2) up to a training time $t_{\text {train }}=t^{N_{\text {train }}}$ with $t_{\text {train }} \leq T$. It is considered a prediction or extrapolation in time when the ROM computes the approximate solution of $u(x, t)$ at $t>t_{\text {train }}$, being particularly interesting the case when $t_{\text {train }} \ll T$.

A set of $N_{\text {train }}$ time numerical solutions, also called snapshots $u_{j}^{n}$, is used to construct the snapshot matrix $\mathbf{U} \in \mathbb{R}^{N_{x} \times N_{\text {train }}}$

$$
\mathbf{U}=\left(\begin{array}{cccc}
u_{1}^{1} & u_{1}^{2} & \cdots & u_{1}^{N_{\text {train }}} \\
u_{2}^{1} & u_{2}^{2} & \cdots & u_{2}^{N_{\text {train }}} \\
\vdots & \vdots & \ddots & \vdots \\
u_{N_{x}}^{1} & u_{N_{x}}^{2} & \cdots & u_{N_{x}}^{N_{\text {train }}}
\end{array}\right)
$$

A basis of functions is calculated by applying the singular value decomposition (SVD, [18]) to the snapshot matrix

$$
\mathbf{U}=\boldsymbol{\Phi} \boldsymbol{\Sigma} \boldsymbol{\Psi}^{T}
$$

where $\boldsymbol{\Sigma} \in \mathbb{R}^{N_{x} \times N_{\text {train }}}$ is a diagonal matrix whose entries of the main diagonal are the singular values of $\mathbf{U}$ and $\boldsymbol{\Phi} \in \mathbb{R}^{N_{x} \times N_{x}}$ and $\boldsymbol{\Psi} \in \mathbb{R}^{N_{\text {train }} \times N_{\text {train }}}$ are orthogonal matrices. The matrix $\boldsymbol{\Phi}=\left(\phi_{1}, \ldots, \phi_{N_{x}}\right)$ with $\phi_{k}=\left(\phi_{1, k}, \ldots, \phi_{N_{x}, k}\right)^{T}$ consists of the orthogonal eigenvectors of $\mathbf{U U}^{T}$.

Let $N_{\text {POD }}$ be a positive integer such that $N_{\text {POD }} \leq N_{\text {train }}$ and it will be chosen as small as possible without significantly affecting the accuracy of the computed solution with our reduced order method. The POD basis $\left\{\phi_{1}, \ldots, \phi_{N_{\text {POD }}}\right\}$ of dimension $N_{\text {POD }}$ is used to construct, in the offline stage, a set of matrices that are fed into the ROM. In the online stage, the reduce-order approximations $\hat{\mathbf{v}}^{n}=\left(\hat{v}_{1}^{n}, \ldots, \hat{v}_{N_{\text {POD }}}^{n}\right)^{T}$ for $t^{n}>t_{\text {train }}$ are computed with the POD-based reduced-order finite volume method. Then, the numerical solution $v\left(x_{j}, t^{n}\right)$ is reconstructed using the Galerkin projection [14]

$$
\begin{equation*}
v_{j}^{n}=\sum_{p=1}^{N_{\mathrm{POD}}} \hat{v}_{p}^{n} \phi_{j, p}, j=1, \ldots, N_{x} . \tag{5}
\end{equation*}
$$

Bounds on the difference between $\mathbf{u}^{n}$ and its orthogonal projection onto $\operatorname{span}\left\{\phi_{1}, \ldots, \phi_{N_{\mathrm{POD}}}\right\}$ when $t^{n} \leq t_{\text {train }}$ are available in the literature (see, for example, [36, Theorem 6.1]), but not when $t^{n}>t_{\text {train }}$. In the following section a simple 1D linear problem is considered and it is shown that a standard POD-based ROM does not provide accurate approximations to the solution when $t>t_{\text {train }}$.

## Performance of standard POD-based ROM: 1D linear advection-diffusion problem

Consider the 1D linear equation (1) where the physical flux is $f(u(x, t))=a u(x, t)$ and the approximate wave celerity in (2) is $\bar{\lambda}_{j+1 / 2}^{n}=a, \forall j, n$.

The intrusive ROM of (2) is obtained by: i) introducing the Galerkin method (5) into the FOM; ii) multiplying it by $\phi_{j, p}$ (the $p$-th component of the vector $\phi_{j}$ of the POD basis); and iii) summing up over the cells (i.e., from $j=1$ to $N_{x}$ ). For a full development of the procedure to obtain the ROM, see [48].

The vector formulation of the ROM of the 1D linear advection-diffusion problem is

$$
\begin{equation*}
\hat{\mathbf{v}}^{n+1}=\hat{\mathbf{v}}^{n}-\frac{a}{2} \frac{\Delta t}{\Delta x} A \hat{\mathbf{v}}^{n}+\frac{|a|}{2} \frac{\Delta t}{\Delta x} B \hat{\mathbf{v}}^{n}+\nu \frac{\Delta t}{\Delta x^{2}} B \hat{\mathbf{v}}^{n}-c \Delta t C \hat{\mathbf{v}}^{n}, \tag{6}
\end{equation*}
$$

where the elements of matrices $A=\left(A_{k p}\right), B=\left(B_{k p}\right)$ and $C=\left(C_{k p}\right) \in \mathbb{R}^{N_{P O D} \times N_{P O D}}$ are

$$
\begin{aligned}
& A_{k p}=\Lambda_{k p}^{1}+\sum_{j=2}^{N_{x}-1}\left[\phi_{j+1, k}-\phi_{j-1, k}\right] \phi_{j, p}+\Lambda_{k p}^{N_{x}}, \\
& B_{k p}=\beta_{k p}^{1}+\sum_{j=2}^{N_{x}-1}\left[\phi_{j+1, k}-2 \phi_{j, k}+\phi_{j-1, k}\right] \phi_{j, p}+\beta_{k p}^{N_{x}}, \\
& C_{k p}=\zeta_{k p}^{1}+\sum_{j=2}^{N_{x}-1} \phi_{j, k} \phi_{j, p}+\zeta_{k p}^{N_{x}},
\end{aligned}
$$

and the terms $\Lambda_{k p}^{1}, \Lambda_{k p}^{N_{x}}, \beta_{k p}^{1}, \beta_{k p}^{N_{x}}, \zeta_{k p}^{1}$ and $\zeta_{k p}^{N_{x}}$ depend on the type of the boundary conditions. For example, in the case of Dirichlet boundary conditions, they are given by

$$
\begin{array}{ll}
\Lambda_{k p}^{1}=\left(\phi_{2, k}-\phi_{1, k}\right) \phi_{1, p}, & \Lambda_{k p}^{N_{x}}=\left(\phi_{N_{x}, k}-\phi_{N_{x}-1, k}\right) \phi_{N_{x}, p}, \\
\beta_{k p}^{1}=\left(\phi_{2, k}-\phi_{1, k}\right) \phi_{1, p}, & \beta_{k p}^{N_{x}}=\left(\phi_{N_{x}, k}-\phi_{N_{x}-1, k}\right) \phi_{N_{x}, p},  \tag{7}\\
\zeta_{k p}^{1}=0, & \zeta_{k p}^{N_{x}}=0,
\end{array}
$$

and, if periodic boundary conditions are considered, then

$$
\begin{array}{ll}
\Lambda_{k p}^{1}=\left(\phi_{2, k}-\phi_{N_{x}, k}\right) \phi_{1, p}, & \Lambda_{k p}^{N_{x}}=\left(\phi_{1, k}-\phi_{N_{x}-1, k}\right) \phi_{N_{x}, p}, \\
\beta_{k p}^{1}=\left(\phi_{2, k}-2 \phi_{1, k}+\phi_{N_{x}, k}\right) \phi_{1, p}, & \beta_{k p}^{N_{x}}=\left(\phi_{1, k}-2 \phi_{N_{x}, k}+\phi_{N_{x}-1, k}\right) \phi_{N_{x}, p},  \tag{8}\\
\zeta_{k p}^{1}=0, & \zeta_{k p}^{N_{x}}=0 .
\end{array}
$$

The ROM (6) is used to approximate the advection-diffusion problem (1) with $\nu=$ $0.001, a=0.5$ and $c=0$. In the domain $[0,2] \times[0,0.5]$, with IC

$$
\begin{equation*}
u(x, 0)=1+e^{-200(x-1)^{2}}, \quad 0<x<2, \tag{9}
\end{equation*}
$$

and BC

$$
\begin{equation*}
u(0, t)=u(2, t)=1, \quad 0 \leq t \leq 0.5 . \tag{10}
\end{equation*}
$$

The spatial domain is divided into $N_{x}=200$ volume cells of cell size $\Delta x=0.01$. The time step, with $C F L=0.9$, is

$$
\Delta t=C F L \frac{\Delta x^{2}}{a \Delta x+2 \nu}=0.0129
$$

Numerical approximations to $u(x, t)$ have been computed with the FOM (2) up to $t_{\text {train }}=0.1$ which corresponds with $N_{\text {train }}=9$. From these data, new numerical approximations are computed using the ROM (6) up to the final time $T=0.5$. Figure 1 plots numerical results for this example with $N_{\text {POD }}=14$ : Figures 1a and 1 b show the time evolution of the Gaussian IC computed by the FOM and the ROM, respectively; Figure 1 C shows the same ROM results superimposed on top of each other. It can be seen in Figures 1 D and 1 C that the ROM, for times greater than the training time, generates fluctuations in the solution that blur the Gaussian profile, so it ends up not resembling the reference solution at the final time $T=0.5$ (red line). This can be seen in Figure 1d, where the ROM solution is compared with the FOM solution at $T=0.5$. It also includes the IC and the FOM solution at the training time $\left(t_{\text {train }}=0.1\right)$.

It should be noted that for diffusion-dominated problems, extrapolation in time can be done with the standard ROM. However, this example justifies the development of a new ROM strategy to predict solutions beyond the training time for advection-dominated problems.


Figure 1: Solutions computed with the FOM/ROM.

## 3. CT-ROM strategy

In this section, a new ROM (which is called in this paper CT-ROM) is presented based on an appropriate coordinate transformation and the POD to generate accurate approximations to (1) beyond the training time. For that purpose, an interior point $d^{0} \in(0, L)$ must be identified in the initial condition, such as, for example, the peak of a Gaussian function or a discontinuity. Our CT-ROM approximates the solution in a new coordinate system which is aligned with the characteristic curve emanating from point $d^{0}$. This strategy is applied to some cases. First, the case of a linear problem with $f(u(x, t))=a(t) u(x, t)$ is considered and later the extension to the Burgers' equation is outlined.

### 3.1. CT-ROM applied to $1 D$ linear problems

Consider the characteristic curve $d(t)$ defined by

$$
\begin{equation*}
d^{\prime}(t)=a(t), \quad 0<t \leq T, \quad d(0)=d^{0} \tag{11}
\end{equation*}
$$

$$
d(t)=\int_{s=0}^{t} a(s) d s+d(0)
$$

and it is assumed that $d(T)<L$. This characteristic curve is used to define the following mapping [19]:

$$
\tilde{x}(t)= \begin{cases}\frac{d(0)}{d(t)} x, & \text { if } 0 \leq x \leq d(t)  \tag{12}\\ L-\frac{L-d(0)}{L-d(t)}(L-x), & \text { if } d(t)<x \leq L\end{cases}
$$

and

$$
\frac{\partial u}{\partial t}= \begin{cases}\frac{\partial \tilde{u}}{\partial t}-a(t) \frac{\tilde{x}}{d(t)} \frac{\partial \tilde{u}}{\partial \tilde{x}}, & \text { if } 0<x<d(t) \\ \frac{\partial \tilde{u}}{\partial t}-a(t) \frac{L}{L-d(t)} \frac{\partial \tilde{u}}{\partial \tilde{x}}, & \text { if } d(t)<x<L\end{cases}
$$

Thus, the following problem is obtained when the mapping (12) is applied to (1) with $f(u(x, t))=a(t) u(x, t)$

$$
\begin{cases}\frac{\partial \tilde{u}}{\partial t}+\left[a(t) \frac{d(0)}{d(t)}-a(t) \frac{\tilde{x}}{d(t)}\right] \frac{\partial \tilde{u}}{\partial \tilde{x}}=\nu\left(\frac{d(0)}{d(t)}\right)^{2} \frac{\partial^{2} \tilde{u}}{\partial \tilde{x}^{2}}-c \tilde{u}, & \text { if } 0<\tilde{x}<d(0),  \tag{13}\\ \frac{\partial \tilde{u}}{\partial t}+\left[a(t) \frac{L-d(0)}{L-d(t)}-a(t) \frac{L-\tilde{x}}{L-d(t)}\right] \frac{\partial \tilde{u}}{\partial \tilde{x}}=\nu\left(\frac{L-d(0)}{L-d(t)}\right)^{2} \frac{\partial^{2} \tilde{u}}{\partial \tilde{x}^{2}}-c \tilde{u}, & \text { if } d(0)<\tilde{x}<L,\end{cases}
$$

where $\tilde{u}(\tilde{x}, t)=u(x, t)$. In the following it is assumed that the solution $\tilde{u}$ of $\sqrt[13]{ }$ is a smooth function in $[0, L] \times[0, T]$.

In the transformed variables $(\tilde{x}, t)$, the computational mesh is rectangular, but in the physical variables $(x, t)$, it is a time dependent mesh which is aligned with the characteristic curve $d(t)$. The spatial mesh in the transformed domain is uniform in the subintervals $[0, d(0)]$ and $[d(0), L]$ with $\tilde{x}_{J+1 / 2}=d(0)$. The coordinate transformed FOM (CT-FOM) is defined on this mesh and it is given by

$$
\left\{\begin{align*}
\tilde{u}_{j}^{n+1} & =\tilde{u}_{j}^{n}-\frac{\Delta t}{\Delta x}\left[\frac{d^{0}}{d^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, *}+\delta \tilde{f}_{j-1 / 2}^{n,+, *}\right)-\frac{a^{n}}{d^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, * *}+\delta \tilde{f}_{j-1 / 2}^{n,+, * *}\right)\right] \\
& +\nu \frac{\Delta t}{\Delta \tilde{x}^{2}}\left(\frac{d^{0}}{d^{n}}\right)^{2}\left(\tilde{u}_{j+1}^{n}-2 \tilde{u}_{j}^{n}+\tilde{u}_{j-1}^{n}\right)-\Delta t c \tilde{u}_{j}^{n}, \quad \text { if } \tilde{x}_{j} \leq d^{0}, \\
\tilde{u}_{j}^{n+1} & =\tilde{u}_{j}^{n}-\frac{\Delta t}{\Delta x}\left[\frac{L-d^{0}}{L-d^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, *}+\delta \tilde{f}_{j-1 / 2}^{n,+, *}\right)-\frac{a^{n}}{L-d^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, * *}+\delta \tilde{f}_{j-1 / 2}^{n,+, * *}\right)\right] \\
& +\nu \frac{\Delta t}{\Delta \tilde{x}^{2}}\left(\frac{L-d^{0}}{L-d^{n}}\right)^{2}\left(\tilde{u}_{j+1}^{n}-2 \tilde{u}_{j}^{n}+\tilde{u}_{j-1}^{n}\right)-\Delta t c \tilde{u}_{j}^{n}, \quad \text { if } \tilde{x}_{j}>d^{0} \tag{14}
\end{align*}\right.
$$

where $a^{n}=a\left(t^{n}\right), d^{n}=d\left(t^{n}\right)$ and the numerical fluxes are

$$
\delta \tilde{f}_{j+1 / 2}^{n, \pm, *}=\left(\bar{\lambda}_{j+1 / 2}^{ \pm, *} \delta \tilde{u}_{j+1 / 2}\right)^{n}, \quad \delta \tilde{f}_{j+1 / 2}^{n, \pm, * *}=\left(\bar{\lambda}_{j+1 / 2}^{ \pm, * *} \delta \tilde{u}_{j+1 / 2}\right)^{n}
$$

with $\delta \tilde{u}_{j+1 / 2}^{n}=\tilde{u}_{j+1}^{n}-\tilde{u}_{j}^{n}$, and

$$
\begin{aligned}
& \bar{\lambda}_{j+1 / 2}^{n, \pm, *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, *} \pm\left|\bar{\lambda}_{j+1 / 2}^{n, *}\right|\right)=\frac{1}{2}\left(a^{n} \pm\left|a^{n}\right|\right), \\
& \bar{\lambda}_{j+1 / 2}^{n,+, * *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, * *}+\left|\bar{\lambda}_{j+1 / 2}^{n, * *}\right|\right)= \begin{cases}\tilde{x}_{j+1 / 2}, & \text { if } \tilde{x_{j}} \leq d^{0}, \\
L-\tilde{x}_{j+1 / 2}, & \text { if } \tilde{x_{j}}>d^{0},\end{cases} \\
& \bar{\lambda}_{j+1 / 2}^{n,-, * *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, * *}-\left|\bar{\lambda}_{j+1 / 2}^{n, * *}\right|\right)=0 .
\end{aligned}
$$

The explicit updating equation of the reduced order model with the coordinate transformation (CT-ROM) is obtained following the same three steps indicated in the previous section for the POD method. The reduced-order solution approximations of the CT-ROM are $\hat{\mathbf{w}}^{n}=\left(\hat{w}_{1}^{n}, \ldots, \hat{w}_{N_{\mathrm{POD}}}^{n}\right)^{T}$ and the CT-ROM itself

$$
\begin{align*}
\hat{\mathbf{w}}^{n+1} & =\hat{\mathbf{w}}^{n}-\frac{1}{2} a^{n} \frac{\Delta t}{\Delta \tilde{x}}\left[\frac{d^{0}}{d^{n}} A^{L}+\frac{L-d^{0}}{L-d^{n}} A^{R}\right] \hat{\mathbf{w}}^{n}+\frac{1}{2}\left|a^{n}\right| \frac{\Delta t}{\Delta \tilde{x}}\left[\frac{d^{0}}{d^{n}} B^{L}+\frac{L-d^{0}}{L-d^{n}} B^{R}\right] \hat{\mathbf{w}}^{n} \\
& +\frac{1}{4} a^{n} \frac{\Delta t}{\Delta \tilde{x}}\left[\frac{1}{d^{n}} D^{L}+\frac{1}{L-d^{n}} D^{R}\right] \hat{\mathbf{w}}^{n}+\nu \frac{\Delta t}{\Delta \tilde{x}^{2}}\left[\left(\frac{d^{0}}{d^{n}}\right)^{2} B^{L}+\left(\frac{L-d^{0}}{L-d^{n}}\right)^{2} B^{R}\right] \hat{\mathbf{w}}^{n} \\
& -c \Delta t C \hat{\mathbf{w}}^{n}, \tag{15}
\end{align*}
$$

where the elements of these matrices are
$A_{k p}^{L}=\Lambda_{k p}^{1}+\sum_{j=2}^{J}\left(\phi_{j+1, k}-\phi_{j-1, k}\right) \phi_{j, p}, B_{k p}^{L}=\beta_{k p}^{1}+\sum_{j=1}^{J}\left(\phi_{j+1, k}-2 \phi_{j, k}+\phi_{j-1, k}\right) \phi_{j, p}$,
$C_{k p}=\zeta_{k p}^{1}+\sum_{j=2}^{N_{x}-1} \phi_{j, k} \phi_{j, p}+\zeta_{k p}^{N_{x}}, D_{k p}^{L}=\delta_{k p}^{1}+4 \sum_{j=2}^{J} \tilde{x}_{j-1 / 2}\left(\phi_{j, k}-\phi_{j-1, k}\right) \phi_{j, p}, D_{k p}^{R}=\delta_{k p}^{N_{x}}$,
where $J$ is the position of the adjacent cell to $\tilde{x}_{J+1 / 2}=d(0)$, and the terms $\Lambda_{k p}^{1}, \beta_{k p}^{1}, \zeta_{k p}^{1}$ and $\zeta_{k p}^{N_{x}}$ are given in (7) and (8) for Dirichlet and periodic BC, respectively. The matrices $A^{R}$ and $B^{R}$ are defined similarly to $A^{L}$ and $B^{L}$ and the limits of the summations are from $j=J+1$ to $N_{x}-1$. The terms $\delta_{k p}^{1}$ and $\delta_{k p}^{N_{x}}$ in the matrices $D^{L}$ and $D^{R}$ are obtained following the same procedure. Once $\hat{\mathbf{w}}^{n}$ is computed with (15) at all the times levels $t^{n}, n=0,1, \ldots, N_{T}$, the numerical approximation $w_{j}^{n}$ at the mesh points $\left\{\left(x_{j}, t_{n}\right), j=1,2, \ldots, N_{x}, n=0,1, \ldots, N_{T}\right\}$ of the physical domain is generated

$$
w_{j}^{n}=\sum_{p=1}^{N_{\mathrm{POD}}} \hat{w}_{p}^{n} \phi_{j, p}, j=1, \ldots, N_{x} .
$$

The CT-ROM outlined above is applied to four numerical cases.
Case 1. 1D transport of Gaussian IC
The example described in Section 2 is revisited and the ability of the ROM and the CT-ROM to predict solutions beyond the training time is compared for some values of the advection coefficient $a$. In addition, some numerical results for different choices of $t_{\text {train }}$ and $N_{P O D}$ are shown and some conclusions are drawn. Finally, the CPU times required by the CT-FOM and CT-ROM are compared, showing that the latter generates a similar approximation with a lower computational cost.

The Péclet number is used to consider a range of advection-diffusion problems. It is defined to be the ratio of the advection to the diffusion transport

$$
P e=\frac{a \Delta x}{\nu}
$$

and, depending on the value of this number, the problem is advection or diffusion dominated. In the numerical experiments, the value of the diffusion coefficient is fixed with $\nu=0.001$, the cell size is $\Delta x=0.01$ and the advection coefficient $a$ takes the values shown in Table 1. The corresponding Péclet numbers are also given in this table.

| $a$ | 0.005 | 0.025 | 0.05 | 0.1 | 0.15 | 0.2 | 0.25 | 0.3 | 0.35 | 0.4 | 0.45 | 0.5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P e$ | 0.05 | 0.25 | 0.5 | 1 | 1.5 | 2 | 2.5 | 3 | 3.5 | 4 | 4.5 | 5 |

Table 1: Case 1: Values of the advection coefficient and the Péclet number.

The application of the CT-ROM to this problem is now described. The starting point of the characteristic curve $d(t)$ is placed at the location of the maximum of the initial Gaussian function, i.e., $d(0)=1$. In Figure 2, the mesh and the characteristic curve (11) for $a=0.5$ in the physical domain are shown.


Figure 2: Case 1: Time evolution of the physical mesh.

The spatial domain $[0,2]$ is divided into $N_{x}=200$ volume cells, so that the cell size in the transformed domain is $\Delta \tilde{x}=0.01$. The time step is computed to satisfy the following stability condition

$$
\begin{equation*}
\Delta t=C F L \frac{\Delta \tilde{x}^{2}}{\Delta \tilde{x} \max \left\{\tilde{a}_{1}, \tilde{a}_{2}\right\}+2 \max \left\{\tilde{\nu}_{1}, \tilde{\nu}_{2}\right\}} \tag{16}
\end{equation*}
$$

where the modified velocities and modified viscosities are

$$
\begin{aligned}
& \tilde{a}_{1}=\max _{0 \leq \tilde{x} \leq d(0)}\left|a \frac{d(0)}{d(t)}-a \frac{\tilde{x}}{d(t)}\right|=|a| \frac{d(0)}{d(t)} \\
& \tilde{a}_{2}=\max _{d(0) \leq \tilde{x} \leq L}\left|a \frac{L-d(0)}{L-d(t)}-a \frac{L-\tilde{x}}{L-d(t)}\right|=|a| \frac{L-d(0)}{L-d(t)} \\
& \tilde{\nu}_{1}=\nu\left(\frac{d(0)}{d(t)}\right)^{2}, \quad \tilde{\nu}_{2}=\nu\left(\frac{L-d(0)}{L-d(t)}\right)^{2} .
\end{aligned}
$$

To assess the predictive capability of ROM and CT-ROM, numerical solutions are computed with the FOM and CT-FOM up to $t_{\text {train }}=0.1$ and approximations up to
the final time $T=0.5$ are obtained using the ROM and CT-ROM (see Figure 2 for the latter method). Unless otherwise stated, the number of modes in all the experiments performed in this case is $N_{P O D}=14$.

Lets first consider Case 1 with $a=0.15$ and $a=0.5$. The corresponding Péclet numbers are $P e=1.5$ and $P e=5$, and they are representative examples of diffusion dominated and advection dominated problems, respectively. In Figure 3, the IC and the computed solutions with both methods at $t_{\text {train }}=0.1$ and $T=0.5$ are shown. A separately computed FOM/CT-FOM solution at $T=0.5$ is also included for comparison with the ROM/CT-ROM solutions.

Figure 4 illustrates how the CT-ROM works: i) the reduced order model is solved in the transformed mesh, so that the Gaussian profile of the IC remains fixed at the initial position and hardly changes (the decrease in amplitude is due to the given diffusion $\nu=0.001$ ), this can be seen in Figure 4a and ii) the inverse coordinate transformation is performed to recover the solution in the physical mesh at each time step. This implies that the initial Gaussian profile is transported in space due to the evolution of the mesh itself, as can be seen in Figure 4b.


Figure 3: Case 1: Solutions computed with the FOM/ROM (top) and with the CT-FOM/CT-ROM (bottom).


Figure 4: Case 1: Solutions computed with the CT-ROM on the computational and physical domains.

On the one hand, it can be seen from Figure 3a that, in the case of $P e=1.5, \mathrm{ROM}$ is able to predict the solution at times greater than the training time $t_{\text {train }}=0.1$, whereas it is not possible for $P e=5$ as shown in Figure 3b. On the other hand, the CT-ROM is able to predict in time both examples; see Figures 3 c and 3d. The ROM and the CT-ROM are compared in detail by calculating at all time levels $t^{n}$

$$
D_{S}^{n}=\frac{\left\|\mathbf{u}^{n}-\mathbf{v}^{n}\right\|_{\ell^{2}}}{\left\|\mathbf{u}^{n}\right\|_{\ell^{2}}}, \quad D_{C T}^{n}=\frac{\left\|\tilde{\mathbf{u}}^{n}-\mathbf{w}^{n}\right\|_{\ell^{2}}}{\left\|\tilde{\mathbf{u}}^{n}\right\|_{\ell^{2}}}
$$

where $\|\cdot\|_{\ell^{2}}$ is the standard discrete $L^{2}([0, L])$ norm for mesh functions. These differences are shown in Figure 5 and it is observed that the CT-ROM does indeed allow to predict in time with high accuracy for the set of problems considered including both advectiondominated and diffusion-dominated problems.


Figure 5: Case 1: Differences $D_{S}$ and $D_{C T}$.

In Figure 6, the differences $D_{S}^{n}$ and $D_{C T}^{n}$ are shown for four different values of $P e=0.05,1.5,3,5$, whose advective velocities are $a=0.005,0.15,0.3,0.5$, respectively. On the one hand, it can be seen that, for the most advection-dominated problem, the improvement is more significant and $D_{C T}^{n}$ is reduced by five orders of magnitude with
respect to $D_{S}^{n}$. On the other hand, $D_{C T}^{n}$ and $D_{C T}^{n}$ have similar orders of magnitude at all time levels when the problem is diffusion-dominated.


Figure 6: Case 1: Sections of differences $D_{S}$ and $D_{C T}$.
The Péclet numbers shown in Figures 5 b and 6 b are only used as a tool to compare the results with those in Figures 5 a and 6 a , respectively. In the new coordinate system, (13) leads to the definition of a modified Péclet number

$$
\tilde{P e}= \begin{cases}\frac{a \frac{d(0)-\tilde{x}}{d(t)}}{\nu\left(\frac{d(0)}{d(t)}\right)^{2}} \Delta \tilde{x}=P e \frac{d(0)-\tilde{x}}{d(0)}, & \text { if } 0 \leq \tilde{x} \leq d(0), \\ \frac{a \frac{\tilde{x}-d(0)}{L-d(t)}}{\nu\left(\frac{L-d(0)}{L-d(t)}\right)^{2}} \Delta \tilde{x}=P e \frac{\tilde{x}-d(0)}{L-d(0)}, & \text { if } d(0)<\tilde{x} \leq L .\end{cases}
$$

Thus, this modified Péclet number depends on the variable $\tilde{x}$, i.e., $\tilde{P e}=\tilde{P e}(\tilde{x})$, and it is a piecewise linear function with $\tilde{P e}(0)=\tilde{P e}(L)=1$ and $\tilde{P e}(d(0))=0$. Therefore, $\tilde{P e}(\tilde{x}) \leq P e$ for all $\tilde{x} \in[0, L]$ and these numbers are only the same at the endpoints of the domain $\tilde{x}=0, L$.

To analyze the influence of the training time $t_{\text {train }}$ on the accuracy of the computed solution with the CT-ROM, a series of results have been computed by varying the ratio between the number of cells and the training time. Table 2 shows the difference $D_{C T}^{N_{T}}$ of the results of the CT-ROM at the final time $T=0.5$ with respect to the reference solution computed with the CT-FOM. These results have been obtained for three different mesh refinements, $N_{x}=100,200$ and 400, and for three different training times, $t_{\text {train }}=0.05$, 0.1 and 0.2 . This table shows that the differences $D_{C T}^{N_{T}}$ are small in all the cases, but they grow by an order of magnitude from $t_{\text {train }}=0.2$ to $t_{\text {train }}=0.05$. In addition, for different mesh refinements, the value of $D_{C T}^{N_{T}}$ remains in the same order of magnitude.

| $t_{\text {train }} / N_{x}$ | 100 | 200 | 400 |
| :--- | :---: | :---: | :---: |
| 0.2 | $1.62 \cdot 10^{-4}$ | $1.70 \cdot 10^{-4}$ | $2.01 \cdot 10^{-4}$ |
| 0.1 | $1.28 \cdot 10^{-3}$ | $1.19 \cdot 10^{-3}$ | $9.74 \cdot 10^{-4}$ |
| 0.05 | $2.94 \cdot 10^{-3}$ | $3.30 \cdot 10^{-3}$ | $4.00 \cdot 10^{-3}$ |

Table 2: Case 1: Differences $D_{C T}^{N_{T}}$ vs. the training time for three different mesh refinements.

By setting $N_{x}=200$ and $t_{\text {train }}=0.1$, the influence of the number of modes $N_{\text {POD }}$ used by the CT-ROM is next analysed. In this case, $N_{\text {train }}=15$ and $N_{P O D}=3,5,7,10$ and 15. The numerical results are given in Table 3, where it can be observed that the larger $N_{\mathrm{POD}}$ is, the smaller the differences $D_{C T}^{N_{T}}$ are, although the order of magnitude remains constant. It is important to note that the CT-FOM and the CT-ROM give similar approximations to the solution even for a small number of modes.

| $N_{\mathrm{POD}}$ | 3 | 5 | 7 | 10 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{C T}^{N_{T}}$ | $5.09 \cdot 10^{-3}$ | $2.34 \cdot 10^{-3}$ | $1.64 \cdot 10^{-3}$ | $1.31 \cdot 10^{-3}$ | $1.19 \cdot 10^{-3}$ |

Table 3: Case 1: Differences $D_{C T}^{N_{T}}$ with $N_{x}=200$ volume cells, $t_{t r a i n}=0.1$ and some values of $N_{P O D}$.
To check the efficiency gain of the CT-ROM vs. the CT-FOM, the CPU times of Case 1 with $a=0.5$ are plotted in Figure 7, where $N_{x}=100,200,500,1000,2000$ and $3000, t_{\text {train }}=0.1$ and $T=0.5$. The CPU times of the CT-ROM at $T=0.5$ are lower than those of CT-FOM for the same final time. The CPU times required by the CT-FOM to generate the training solutions have been added to the figure so that it can be seen that, with $t_{\text {train }}=0.1$, they are similar to those of the CT-ROM up to $T=0.5$.


Figure 7: Case 1: CPU times measurement of the CT-FOM and the CT-ROM.

Case 2. 1D transport of Gaussian IC with $a=a(t)$
Case 2 considers the 1D linear equation

$$
\frac{\partial u(x, t)}{\partial t}+a \frac{\partial u(x, t)}{\partial x}=0, \quad(x, t) \in(0,2) \times(0,2],
$$

with time-dependent advective velocity $a(t)=1-t$. The Gaussian IC (9) and periodic BC (10) are considered. The starting point of the characteristic curve is placed at the point $d(0)=1$ where the Gaussian IC reaches its maximum value.

The spatial domain $[0,2]$ is divided into $N_{x}=200$ volume cells, so that the cell size is $\Delta \tilde{x}=0.01$. The CFL number considered in this case is 0.9 and the time step is computed
to satisfy stability condition (16). Solutions are computed with the CT-FOM (14) up to $t_{\text {train }}=0.1$ and approximate solutions are computed using the CT-ROM (15) up to $T=2$. In this case, $N_{\text {train }}=10$ and the number of modes is $N_{P O D}=10$. The physical mesh evolves as shown in Figure 8 where the characteristic curve is $d(t)=1+t-t^{2} / 2$.


Figure 8: Case 2: Time evolution of the physical mesh.

This case has been designed in such a way that the Gaussian IC moves to the right until $t=1$, when $a=0$, and, from that moment on, it moves to the left. Finally, at $T=2$, the solution arrives at the initial position. As shown in Figure 9, the CTROM is able to reproduce the change of direction in the movement of the solution with a training time much shorter than the time in which the velocity changes sign, i.e., $t_{\text {train }}=0.1<1$. The CT-ROM solution at the final time $T=2$ reproduces accurately the reference solution computed with the CT-FOM.

(a) CT-FOM.

(b) CT-ROM.

Figure 9: Case 2: Solutions computed with the CT-FOM and the CT-ROM.

Case 3. 1D reactive transport of two coupled functions
Consider the following system of equations that models the reactive transport of two coupled solutes $u(x, t)$ and $v(x, t)$

$$
\begin{gather*}
\frac{\partial u(x, t)}{\partial t}+a \frac{\partial u(x, t)}{\partial x}=-c u(x, t),  \tag{17}\\
\frac{\partial v(x, t)}{\partial t}+a \frac{\partial v(x, t)}{\partial x}=c u(x, t),
\end{gather*}
$$

with $(x, t) \in(0, L) \times(0, T], L=T=10$, the value of the advective velocity is $a=0.2$ and the reactive coefficient is $c=0.1$. The following IC is considered

$$
\begin{aligned}
& u(x, 0)= \begin{cases}0, & \text { if } 0<x \leq 0.3 \\
\sin \left(\frac{2 \pi}{L}(x-0.3)\right), & \text { if } 0.3<x<5.3 \\
0, & \text { if } 5.3 \leq x<10\end{cases} \\
& v(x, 0)= \begin{cases}1, & \text { if } 0<x \leq 0.3 \\
1-\sin \left(\frac{2 \pi}{L}(x-0.3)\right), & \text { if } 0.3<x<5.3 \\
1, & \text { if } 5.3 \leq x<10\end{cases}
\end{aligned}
$$

and the BC

$$
u(0, t)=u(L, t)=0, \quad v(0, t)=v(L, t)=1 .
$$

Using again the mapping (12), problem (17) is transformed in the following system of partial differential equations

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{u}}{\partial t}+a \frac{d_{u}(0)-\tilde{x}}{d_{u}(t)} \frac{\partial \tilde{u}}{\partial \tilde{x}}=-c \tilde{u}, \quad \text { if } 0<\tilde{x} \leq d_{u}(0),  \tag{18}\\
\frac{\partial \tilde{u}}{\partial t}+a \frac{\tilde{x}-d_{u}(0)}{L-d_{u}(t)} \frac{\partial \tilde{u}}{\partial \tilde{x}}=-c \tilde{u}, \quad \text { if } d_{u}(0)<\tilde{x}<L, \\
\frac{\partial \tilde{v}}{\partial t}+a \frac{d_{v}(0)-\tilde{x}}{d_{v}(t)} \frac{\partial \tilde{v}}{\partial \tilde{x}}=c \tilde{u}, \quad \text { if } 0<\tilde{x} \leq d_{v}(0), \\
\frac{\partial \tilde{v}}{\partial t}+a \frac{\tilde{x}-d_{v}(0)}{L-d_{v}(t)} \frac{\partial \tilde{v}}{\partial \tilde{x}}=c \tilde{u}, \quad \text { if } d_{v}(0)<\tilde{x}<L,
\end{array}\right.
$$

where $d_{u}(t)$ and $d_{v}(t)$ are the characteristic curves for each equation

$$
d_{u}(t)=d_{u}(0)+a t, \quad d_{v}(t)=d_{v}(0)+a t,
$$

passing through the points $\left(d_{u}(0), 0\right)$ and $\left(d_{v}(0), 0\right)$ with $d_{u}(0)=d_{v}(0)=0.3$ in this case. The CT-FOM and the CT-ROM for the system of PDEs (18) are very similar to the ones deduced for Case 1 and they are not included here.

Regarding the data of the numerical problem, the spatial domain $[0, L=10]$ is divided into $N_{x}=100$ volume cells and then the spatial step size is $\Delta \tilde{x}=0.1$. Additionally, $\mathrm{CFL}=0.9, t_{\text {train }}=4$ with $N_{\text {train }}=49$ and $N_{\text {POD }}=14$.

Figure 10 shows the IC, the results of the CT-ROM at the final time $T=10$ and the result of the CT-FOM at $t_{\text {train }}=4$. A separately calculated CT-FOM solution at $T=10$ is also included for comparison with the CT-ROM solution. The CT-ROM accurately predicts the location and the shape of the solution at the final time $T=10$, although some small oscillations appear around the sinusoidal profile.


Figure 10: Case 3: Solutions computed with the CT-FOM and the CT-ROM.

Case 4. 1D transport of Gaussian IC with linearized SWE
Several hydraulic phenomena such as river systems can be simulated using the SWE, also known as depth-averaged St. Venant equations, to model the motion of water with a free surface [15. These equations are obtained by integration of the three-dimensional Navier-Stokes equations over the depth, with the assumption of hydrostatic vertical pressure distribution, i.e., negligible vertical accelerations. The 1D linearized SWE are

$$
\begin{align*}
& \frac{\partial h(x, t)}{\partial t}+h_{0} \frac{\partial u(x, t)}{\partial x}=0,  \tag{19}\\
& \frac{\partial u(x, t)}{\partial t}+g \frac{\partial h(x, t)}{\partial x}=0
\end{align*}
$$

where $h(x, t)$ is the water depth and $u(x, t)$ is the depth-averaged water velocity in the $x$-direction, $h_{0}$ is the undisturbed water depth at $t=0$ and $g$ is the gravitational acceleration.

In order to approximate problem (19) in a new coordinate system using the mapping (12), it is necessary to decouple the system of equations [8]. The procedure is explained below. First, problem (19) is written in vector form

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{U}+\mathbf{J} \frac{\partial}{\partial x} \mathbf{U}=0 \tag{20}
\end{equation*}
$$

where $\mathbf{U}=(h, u)^{T}$ is the conserved variables vector and

$$
\mathbf{J}=\left(\begin{array}{cc}
0 & h_{0} \\
g & 0
\end{array}\right)
$$

is a diagonalizable Jacobian matrix with $\mathbf{J}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{-1}$ and

$$
\boldsymbol{\Lambda}=\left(\begin{array}{cc}
c & 0 \\
0 & -c
\end{array}\right), \quad \mathbf{P}=\left(\begin{array}{cc}
1 & 1 \\
c / h_{0} & -c / h_{0}
\end{array}\right), \quad c=\sqrt{g h_{0}} .
$$

Second, the conserved variables are decoupled by multiplying 20 by $\mathbf{P}^{-1}$. Then,

$$
\begin{equation*}
\frac{\partial \mathbf{W}}{\partial t}+\boldsymbol{\Lambda} \frac{\partial \mathbf{W}}{\partial x}=0 \tag{21}
\end{equation*}
$$

Finally, the mapping (12) is applied to problem (21) and the characteristic variables $\tilde{w}_{i}$ in the new coordinate system are separately approximated with a CT-FOM and a CT-ROM as in Case 1.

In this case, $h_{0}=1$, the spatial domain is $[0, L=4]$ and the final time is $T=0.4$. The IC are defined as

$$
h(x, 0)=1+e^{-200(x-2)^{2}}, \quad u(x, 0)=0, \quad 0 \leq x \leq L,
$$

and periodic BC are considered

$$
h(0, t)=h(L, t), \quad u(0, t)=u(L, t), \quad 0<t \leq T .
$$

From (22), observe that the IC and BC of the characteristic variables are

$$
w_{i}(x, 0)=h / 2,0 \leq x \leq L, \quad w_{i}(0, t)=w_{i}(L, t), 0<t \leq T, \quad i=1,2 .
$$

The characteristic curves for each decoupled equation are given by

$$
d_{1}(t)=d_{1}(0)+c t, \quad d_{2}(t)=d_{2}(0)-c t, \quad 0<t \leq T,
$$

with $d_{1}(0)=d_{2}(0)=2$. Note that the functions $w_{i}(x, 0)$ reach the maximum value at $d(0)=2$.

Regarding the data of the numerical problem, the spatial domain $[0,4]$ is divided into $N_{x}=200$ volume cells, so that the cell size is $\Delta \tilde{x}=0.02$. In this case, $\mathrm{CFL}=0.9$, $t_{\text {train }}=0.0625, N_{P O D}=5$ and $N_{\text {train }}=5$ time levels are solved with the CT-FOM.

Figure 11 shows the IC, the results of the CT-FOM at $t_{\text {train }}=0.0625$ and the results of the CT-ROM at $T=0.4$. A separately calculated CT-FOM solution at $T=0.4$ is also included for comparison with the CT-ROM solution. The CT-ROM is able to predict the position and the amplitude of the solution at the final time $T=0.4$.


Figure 11: Case 4: Solutions computed with the CT-FOM and the CT-ROM.

The CPU times of Case 4 are plotted in Figure 12, where $N_{x}=100,200,500,1000$, 2000 and 3000. The CPU times of the CT-ROM at $T=0.4$ are lower than those of final time.


Figure 12: Case 4: CPU times measurement of CT-FOM and CT-ROM.

### 3.2. CT-ROM applied to $1 D$ inviscid Burgers' equation

Consider the 1D inviscid Burgers' equation

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}+u(x, t) \frac{\partial u(x, t)}{\partial x}=0,(x, t) \in(0, L) \times(0, T] . \tag{23}
\end{equation*}
$$

The FOM to approximate the solution of this problem is based on the FV method

$$
\begin{equation*}
\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}+\frac{\delta f_{j+1 / 2}^{n,-, *}+\delta f_{j-1 / 2}^{n,+, *}}{\Delta x}=0, j=1, \ldots, N_{x} \tag{24}
\end{equation*}
$$

where the numerical flux differences are defined as in (3) and (4), with the following approximate wave celerity

$$
\bar{\lambda}_{j+1 / 2}^{n}=\frac{f_{i+1}^{n}-f_{i}^{n}}{u_{j+1}^{n}-u_{j}^{n}}=\frac{1}{2} \frac{\left(u_{j+1}^{n}\right)^{2}-\left(u_{j}^{n}\right)^{2}}{u_{j+1}^{n}-u_{j}^{n}}=\frac{1}{2}\left(u_{j+1}^{n}+u_{j}^{n}\right) .
$$

The explicit updating equation of the reduced order model is obtained following the same three steps indicated in Section 2 for the standard POD method, leading to

$$
\begin{equation*}
\hat{v}_{p}^{n+1}=\hat{v}_{p}^{n}-\frac{\Delta t}{\Delta x}\left(\hat{\mathbf{v}}^{n}\right)^{T} A^{(p)} \hat{\mathbf{v}}^{n}+\frac{\Delta t}{\Delta x}\left|\hat{\mathbf{v}}^{n}\right|^{T} B^{(p)} \hat{\mathbf{v}}^{n} \tag{25}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{q k}^{(p)} & =\Lambda_{q k ; p}^{1}+\sum_{j=2}^{N_{x}-1} \frac{1}{4}\left[\left(\phi_{j+1, k}+\phi_{j, k}\right)\left(\phi_{j+1, q}-\phi_{j, q}\right)+\left(\phi_{j, k}+\phi_{j-1, k}\right)\left(\phi_{j, q}-\phi_{j-1, q}\right)\right] \phi_{j, p} \\
& +\Lambda_{q k ; p}^{N_{x}}, \\
B_{q k}^{(p)} & =\beta_{q k ; p}^{1}+\sum_{j=2}^{N_{x}-1} \frac{1}{4}\left[\left|\phi_{j+1, k}+\phi_{j, k}\right|\left(\phi_{j+1, q}-\phi_{j, q}\right)-\left|\phi_{j, k}+\phi_{j-1, k}\right|\left(\phi_{j, q}-\phi_{j-1, q}\right)\right] \phi_{j, p} \\
& +\beta_{q k ; p}^{N_{x}} .
\end{aligned}
$$

For a full development of the procedure to obtain the ROMs, see [48]. The terms $\Lambda_{q k ; p}^{1}$, $\Lambda_{q k ; p}^{N_{x}}, \beta_{q k ; p}^{1}$ and $\beta_{q k ; p}^{N_{x}}$ are obtained following the same procedure as in (7) and (8).

In Cases 5, 6 and 7 considered in this section, the standard ROM (25), although it is trained until the final time (i.e., $t_{\text {train }}=T$ ), is not able to accurately reproduce the shock and rarefaction wave solutions, due to the appearance of oscillations, as can be seen below. However, a ROM based on a coordinate transformation using only two sub-domains in the computational domain may not be able to reproduce the generation of shocks or rarefactions. This drawback is overcome by considering more sub-domains separated by characteristic curves which are appropriately chosen. The transformation when two characteristic curves are required is explained below, and it is similarly defined in the general case. In particular, the ICs in Cases 5 and 6 described below are piecewise linear functions in the intervals $\left[0, d_{1}(0)\right],\left[d_{1}(0), d_{2}(0)\right]$ and $\left[d_{2}(0), L\right]$; it is a decreasing linear function on $\left[d_{1}(0), d_{2}(0)\right]$ generating a shock in Case 5 whereas it is increasing in Case 6 and its solution becomes a rarefaction wave. This kind of ICs are considered below, except in Case 7 where a polynomial (but not linear) piecewise IC is imposed.

Let the characteristic curves be

$$
d_{i}^{\prime}(t)=u\left(d_{i}(t), t\right), \quad d_{i}(0) \text { given, } i=1,2, \quad 0 \leq t \leq t_{c},
$$

where $t_{c} \leq T$ is the critical value such that the solution is single-valued and $d_{1}(t) \leq d_{2}(t)$ is assumed for $0 \leq t \leq t_{c}$. If the two characteristic curves intersect, $d_{1}\left(t_{c}\right)=d_{2}\left(t_{c}\right)$, then a shock wave is generated at $t=t_{c}$ and a similar transformation to 122 is used for $t>t_{c}$. If a rarefaction wave is produced by the Burger's equation, three sub-domains are considered for $0 \leq t \leq T$.

When the spatial domain is divided into three sub-domains, the coordinate transformation for the characteristic curves $d_{1}(t)$ and $d_{2}(t)$, reads as follows

$$
\tilde{x}(t)= \begin{cases}\frac{d_{1}(0)}{d_{1}(t)} x, & \text { if } 0 \leq x<d_{1}(t) \\ d_{1}(0)+\frac{d_{2}(0)-d_{1}(0)}{d_{2}(t)-d_{1}(t)}\left(x-d_{1}(t)\right), & \text { if } d_{1}(t) \leq x \leq d_{2}(t) \\ L-\frac{L-d_{2}(0)}{L-d_{2}(t)}(L-x), & \text { if } d_{2}(t)<x \leq L\end{cases}
$$

The 1D Burgers' equation (23) in the transformed domain is

$$
\begin{cases}\frac{\partial \tilde{u}}{\partial t}+\left(\tilde{u}(\tilde{x}, t) \frac{d_{1}(0)}{d_{1}(t)}-\tilde{u}\left(d_{1}(0), t\right) \frac{\tilde{x}}{d_{1}(t)}\right) \frac{\partial \tilde{u}}{\partial \tilde{x}}=0, & \text { if } 0<\tilde{x}<d_{1}(0) \\ \frac{\partial \tilde{u}}{\partial t}=0, & \text { if } d_{1}(0) \leq \tilde{x} \leq d_{2}(0) \\ \frac{\partial \tilde{u}}{\partial t}+\left(\tilde{u}(\tilde{x}, t) \frac{L-d_{2}(0)}{L-d_{2}(t)}-\tilde{u}\left(d_{2}(0), t\right) \frac{L-\tilde{x}}{L-d_{2}(t)}\right) \frac{\partial \tilde{u}}{\partial \tilde{x}}=0, & \text { if } d_{2}(0)<\tilde{x}<L\end{cases}
$$

where $\tilde{u}(\tilde{x}, t)=u(x, t)$. The CT-FOM of the 1D inviscid Burgers' equation is obtained by means of the FV method [28, 30, 33]

$$
\begin{align*}
& \tilde{u}_{j}^{n+1}=\tilde{u}_{j}^{n}-\frac{\Delta t}{\Delta \tilde{x}}\left[\frac{d_{1}^{0}}{d_{1}^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, *}+\delta \tilde{f}_{j-1 / 2}^{n,+, *}\right)-\frac{\tilde{u}_{J_{1}+1 / 2}^{n}}{d_{1}^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, * *}+\delta \tilde{f}_{j-1 / 2}^{n,+, * *}\right)\right], \\
& \text { if } 0<\tilde{x}_{j}<d_{1}^{0}, \\
& \tilde{u}_{j}^{n+1}=\tilde{u}_{j}^{n}, \quad \text { if } d_{1}^{0} \leq \tilde{x}_{j} \leq d_{2}^{0},  \tag{26}\\
& \tilde{u}_{j}^{n+1}=\tilde{u}_{j}^{n}-\frac{\Delta t}{\Delta \tilde{x}}\left[\frac{L-d_{2}^{0}}{L-d_{2}^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, *}+\delta \tilde{f}_{j-1 / 2}^{n,+, *}\right)-\frac{\tilde{u}_{J_{2}+1 / 2}^{n}}{L-d_{2}^{n}}\left(\delta \tilde{f}_{j+1 / 2}^{n,-, * *}+\delta \tilde{f}_{j-1 / 2}^{n,+, * *}\right)\right], \\
& \text { if } d_{2}^{0}<\tilde{x}_{j}<L,
\end{align*}
$$

where $\tilde{x}_{J_{1}+1 / 2}=d_{1}^{0}$ and $\tilde{x}_{J_{2}+1 / 2}=d_{2}^{0}$; the numerical fluxes are

$$
\delta \tilde{f}_{j+1 / 2}^{n, \pm, *}=\bar{\lambda}_{j+1 / 2}^{n, \pm, *} \delta \tilde{u}_{j+1 / 2}^{n}, \quad \delta \tilde{f}_{j+1 / 2}^{n, \pm, * *}=\bar{\lambda}_{j+1 / 2}^{n, \pm, * *} \delta \tilde{u}_{j+1 / 2}^{n},
$$

with $\delta \tilde{u}_{j+1 / 2}^{n}=\tilde{u}_{j+1}^{n}-\tilde{u}_{j}^{n}$; and

$$
\begin{aligned}
& \bar{\lambda}_{j+1 / 2}^{n, \pm, *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, *} \pm\left|\bar{\lambda}_{j+1 / 2}^{n, *}\right|\right)=\frac{1}{4}\left(\tilde{u}_{j+1}^{n}+\tilde{u}_{j}^{n} \pm\left|\tilde{u}_{j+1}^{n}+\tilde{u}_{j}^{n}\right|\right), \\
& \bar{\lambda}_{j+1 / 2}^{n,+, * *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, * *}+\left|\bar{\lambda}_{j+1 / 2}^{n, * *}\right|\right)= \begin{cases}\tilde{x}_{j+1 / 2}, & \text { if } \tilde{x}_{j} \leq d_{1}^{0}, \\
0, & \text { if } d_{1}^{0} \leq \tilde{x}_{j} \leq d_{2}^{0}, \\
L-\tilde{x}_{j+1 / 2}, & \text { if } d_{2}^{0} \leq \tilde{x}_{j},\end{cases} \\
& \bar{\lambda}_{j+1 / 2}^{n,-, * *}=\frac{1}{2}\left(\bar{\lambda}_{j+1 / 2}^{n, * *}-\left|\bar{\lambda}_{j+1 / 2}^{n, * *}\right|\right)=0 .
\end{aligned}
$$

In scheme (26), the characteristic curves are approximated with the explicit Euler method

$$
\frac{d_{i}^{n+1}-d_{i}^{n}}{\Delta t}=\left(\tilde{u}_{i}\right)_{J_{i}+1 / 2}^{n}, i=1,2 .
$$

The intrusive CT-ROM is obtained from the CT-FOM (26) as has been done in previous cases

$$
\begin{align*}
\hat{v}_{p}^{n+1} & =\hat{v}_{p}^{n}-\frac{\Delta t}{\Delta \tilde{x}} \frac{d_{0}}{d(t)}\left[\left(\hat{\mathbf{v}}^{n}\right)^{T}\left(A^{L}\right)^{(p)} \hat{\mathbf{v}}^{n}-\left|\hat{\mathbf{v}}^{n}\right|^{T}\left(B^{L}\right)^{(p)} \hat{\mathbf{v}}^{n}\right]+\frac{\Delta t}{\Delta \tilde{x}} \frac{1}{d(t)} C^{L} \hat{\mathbf{v}}^{n} \\
& -\frac{\Delta t}{\Delta \tilde{x}} \frac{L-d_{0}}{L-d(t)}\left[\left(\hat{\mathbf{v}}^{n}\right)^{T}\left(A^{R}\right)^{(p)} \hat{\mathbf{v}}^{n}-\left|\hat{\mathbf{v}}^{n}\right|^{T}\left(B^{R}\right)^{(p)} \hat{\mathbf{v}}^{n}\right]+\frac{\Delta t}{\Delta \tilde{x}} \frac{1}{L-d(t)} C^{R} \hat{\mathbf{v}}^{n} \tag{27}
\end{align*}
$$

with the following matrices

$$
\begin{aligned}
\left(A^{L}\right)_{q k}^{(p)} & =\Lambda_{q k ; p}^{1}+\frac{1}{4} \sum_{j=2}^{J_{1}}\left[\left(\phi_{j+1, k}+\phi_{j, k}\right)\left(\phi_{j+1, q}-\phi_{j, q}\right)+\left(\phi_{j, k}+\phi_{j-1, k}\right)\left(\phi_{j, q}-\phi_{j-1, q}\right)\right] \phi_{j, p}, \\
\left(B^{L}\right)_{q k}^{(p)} & =\beta_{q k ; p}^{1}+\frac{1}{4} \sum_{j=2}^{J_{1}}\left[\left|\phi_{j+1, k}+\phi_{j, k}\right|\left(\phi_{j+1, q}-\phi_{j, q}\right)-\left|\phi_{j, k}+\phi_{j-1, k}\right|\left(\phi_{j, q}-\phi_{j-1, q}\right)\right] \phi_{j, p}, \\
C_{k p}^{L} & =\zeta_{k p}^{1}+\frac{1}{4}\left(\phi_{J_{1}, k}+\phi_{J_{1}+1, k}\right) \sum_{j=2}^{J_{1}}\left(\tilde{x}_{j}+\tilde{x}_{j-1}\right)\left(\phi_{j, k}-\phi_{j-1, k}\right) \phi_{j, p}, \\
C_{k p}^{R} & =\frac{1}{4}\left(\phi_{J_{2}, k}+\phi_{J_{2}+1, k}\right) \sum_{j=J_{2}+1}^{N_{x}-1}\left(2 L-\tilde{x}_{j}-\tilde{x}_{j-1}\right)\left(\phi_{j, k}-\phi_{j-1, k}\right) \phi_{j, p}+\zeta_{k p}^{N_{x}},
\end{aligned}
$$

and the terms $\Lambda_{q k ; p}^{1}, \beta_{q k ; p}^{1}, \zeta_{k p}^{1}$ and $\zeta_{k p}^{N_{x}}$ can be computed following the same procedure as in (7) and (8) for Dirichlet and periodic BC, respectively. The matrices $\left(A^{R}\right)^{(p)}$ and $\left(B^{R}\right)^{(p)}$ are defined similarly to $\left(A^{L}\right)^{(p)}$ and $\left(B^{L}\right)^{(p)}$ and their limits of the summations are from $j=J_{2}+1$ to $N_{x}-1$.

## Case 5. 1D shock generation

In this Case 5, the generation of a shock wave is considered. The IC of this problem is

$$
u(x, 0)= \begin{cases}3, & \text { if } 0<x \leq d_{1}(0)  \tag{28}\\ 3-2 \frac{x-d_{1}(0)}{d_{2}(0)-d_{1}(0)}, & \text { if } d_{1}(0)<x<d_{2}(0) \\ 1, & \text { if } d_{2}(0) \leq x \leq L\end{cases}
$$

where $L=2$ and the starting points of the characteristic curves are $d_{1}(0)=0.25$ and $d_{2}(0)=0.55$. A fixed boundary condition at $x=0$ is considered

$$
u(0, t)=3, \quad 0 \leq t \leq T,
$$

where the final time is $T=0.65$ and the training time is $t_{\text {train }}=0.35$.
The linear slope of the ramp in the IC (28) in the central sub-domain of the transformed coordinates will steepen until a shock is generated. At this time $t_{c}$, the two characteristic curves $d_{1}(t)$ and $d_{2}(t)$ converge into a single characteristic curve $d_{3}(t)$. All the points of the physical mesh in the central sub-domain are eventually mapped in the shock front and are no longer useful. Thus, the central sub-domain is suppressed to return to a two sub-domain problem. Numerically, at the critical time $t_{c}$, the problem is redefined by re-meshing, maintaining the original number of cells. The characteristic curves in the spatial domain are shown in Figure 13, where the time evolution of the physical mesh is represented for both the CT-FOM and the CT-ROM.


Figure 13: Case 5: Time evolution of the physical mesh for a shock wave generation.
The training time $t_{\text {train }}$ is also shown in Figure 13 and it is observed that $t_{\text {train }}>t_{c}$ in this case. It should be noted that $t_{\text {train }}$ could be shorter than $t_{c}$, but, in that case, it would be necessary to train the reduced order model with the CT-FOM before and after the shock wave is generated.

Before commenting on the results obtained with the CT-ROM for this case, it is necessary to take into account a couple of numerical considerations for solving a problem with three sub-domains. On the one hand, the confluence must be carefully solved, fitting the time step $\Delta t$ to the critical time $t_{c}$ satisfying that $d_{1}\left(t_{c}\right)=d_{2}\left(t_{c}\right)$, as depicted in Figure 14a. On the other hand, the starting point of the new characteristic curve $d_{3}\left(t_{c}\right)$ has to be moved to the nearest wall so that $\tilde{x}_{J+1 / 2}=d_{3}\left(t_{c}\right)$, in order to keep the stability, as depicted in Figure 14b. The coordinate transform method is very sensitive to this point.

(a) Confluence of $d_{1}(t)$ and $d_{2}(t)$ into $d_{3}(t)$. (b) Moving $d_{3}(t)$ to the nearest interface.

Figure 14: Case 5: Numerical considerations for solving a problem with three sub-domains.
Regarding the data of the numerical problem, the spatial domain $[0, L=2]$ is divided into $N_{x}=100$ volume cells, so that $\Delta \tilde{x}=0.02$. The CFL number considered is 0.9 and the time step is computed to satisfy the following stability condition

$$
\Delta t=C F L \frac{\Delta \tilde{x}}{\max \left\{\tilde{a}_{1}, \tilde{a}_{2}\right\}},
$$

where the modified velocities are

$$
\begin{aligned}
& \tilde{a}_{1}=\max _{0<\tilde{x}<d_{1}(0)}\left|\tilde{u}(\tilde{x}, t) \frac{d_{1}(0)}{d_{1}(t)}-\tilde{u}\left(d_{1}(0), t\right) \frac{\tilde{x}}{d_{1}(t)}\right|, \\
& \tilde{a}_{2}=\max _{d_{2}(0)<\tilde{x}<L}\left|\tilde{u}(\tilde{x}, t) \frac{L-d_{2}(0)}{L-d_{2}(t)}-\tilde{u}\left(d_{2}(0), t\right) \frac{L-\tilde{x}}{L-d_{2}(t)}\right| .
\end{aligned}
$$

The number of time steps used to train the CT-ROM is $N_{\text {train }}=33$ and $N_{\text {POD }}=10$.
Figure 15 shows the solutions computed with the FOM (24) and the ROM (25); and the CT-FOM (26) and the CT-ROM (27). From this figure, the following conclusions can be drawn: i) a proper prediction in time is computed with the CT-ROM; and ii) the solution computed with the CT-ROM does not exhibit spurious oscillations, as is the case with the ROM.


Figure 15: Case 5: Solutions computed with the FOM/ROM (left) and with the CT-FOM/CT-ROM (right).

Cases 6 and 7. 1D rarefaction generation
Case 6 considers the Burger's equation (23) with the following IC

$$
u(x, 0)= \begin{cases}1, & \text { if } 0<x \leq d_{1}(0) \\ 1+2 \frac{x-d_{1}(0)}{d_{2}(0)-d_{1}(0)}, & \text { if } d_{1}(0)<x<d_{2}(0) \\ 3, & \text { if } d_{2}(0) \leq x \leq L\end{cases}
$$

where the spatial domain $[0, L=2]$ is divided into $N_{x}=100$ volume cells, the starting points of the characteristic curves are $d_{1}(0)=0.2$ and $d_{2}(0)=0.22$ and a fixed BC at $x=0$ is considered

$$
u(0, t)=1, \quad 0 \leq t \leq T,
$$

and the final time is $T=0.5$. In this case, the characteristic curves $d_{1}$ and $d_{2}$ do not intersect. However, the starting points of the characteristic curves are so close to each other that a uniform mesh would contain very few points between them, and it could even contain only one point if it is coarse enough. Then, a finer mesh is set in the middle section, between $d_{1}(0)$ and $d_{2}(0)$, to properly reproduce the non-linear character of the Burgers' equation. Taking the latter into account, the spatial domain $[0, L]$ is divided into

$$
[0, L]=\left[0, d_{1}(0)\right] \cup\left[d_{1}(0), d_{2}(0)\right] \cup\left[d_{2}(0), L\right],
$$

and a piecewise uniform mesh is constructed with mesh widths $\Delta \tilde{x}=0.02, \Delta \tilde{x}=0.001$ and $\Delta \tilde{x}=0.02$, respectively.

The CFL number considered is 0.9 , the training time is $t_{\text {train }}=0.2$, which corresponds to $N_{\text {train }}=41$, and $N_{\text {POD }}=11$. The time evolution of the physical mesh for both CT-FOM and CT-ROM is shown in Figure 16.


Figure 16: Case 6: Time evolution of the physical mesh for a rarefaction wave generation.
Figure 17 shows solutions computed using the FOM/ROM (left) and CT-FOM/CTROM (right). Although the ROM is trained until the final time $T$, the CT-ROM gives a better approximation to the solution of Case 6 . In this rarefaction case, the same conclusions can be drawn as in Case 5 above and the prediction in time is only possible with the CT-ROM.


Figure 17: Case 6: Solutions computed with the FOM/ROM (left) and with the CT-FOM/CT-ROM (right).

Finally, Case 7 is considered where the IC of the non-linear problem is not a piecewise linear function. The problem is defined in the domain $[0,2] \times[0,0.4]$ and the IC is

$$
u(x, 0)= \begin{cases}0, & \text { if } 0<x \leq d_{1}(0), \\ \frac{\left(x-d_{1}(0)\right) x^{2}}{\left(d_{2}(0)-d_{1}(0)\right) d_{2}^{2}(0)}, & \text { if } d_{1}(0)<x<d_{2}(0), \\ 1, & \text { if } d_{2}(0) \leq x \leq 2,\end{cases}
$$

where the starting points of the characteristic curves are $d_{1}(0)=0.25$ and $d_{2}(0)=0.5$ and the BC is

$$
u(0, t)=0, \quad 0 \leq t \leq 0.4 .
$$

The solution of Case 7 has a raferaction wave and it is approximated with the CTFOM and the CT-ROM. The spatial domain is divided into $N_{x}=128$ volume cells, $C F L=0.9$, the training time is $t_{\text {train }}=0.1$ and the number of modes is $N_{P O D}=10$. The IC and the computed solutions with both models at the final time $T=0.4$ are shown in Figure 18. The difference of these solution in $\ell^{2}$ norm is $D_{C T}^{N_{T}}=1.799 \cdot 10^{-7}$ and it can be concluded that both solutions for this case are very similar even though the number of modes of the CT-ROM is very small.


Figure 18: Case 7: Solutions computed with the CT-FOM/CT-ROM.

## 3.3. $2 D$ extension of the $C T$-ROM strategy using Radon transform

The CT-ROM strategy introduced in this work is a genuine 1D method. In this section, the CT-ROM strategy is extended to a two-dimensional problem using the Radon transform. The Radon transform is based on the parametrization of any straight line $L$ with respect to the arc length $z$ as

$$
\begin{aligned}
& x(z)=s \cos \alpha-z \sin \alpha \\
& y(z)=s \sin \alpha+z \cos \alpha,
\end{aligned}
$$

where $s$ is the distance from $L$ to the origin and $\alpha$ is the angle between $L$ and the $y$-axis [12. Section 2.2]

The Radon transform of a function $f$ is given by the integral of $f$ along the line $L$

$$
\mathcal{R} f(\alpha, s)=\int_{-\infty}^{+\infty} f(x(z), y(z)) d z
$$

The intertwining property of the Radon transform will be of particular interest for the objective of this section. The Radon transform allows to intertwine a partial derivative with a univariate derivative as follows [12, Section 3.6]

$$
\begin{equation*}
\mathcal{R}\left\{\frac{\partial f}{\partial x}\right\}=\cos \alpha \frac{\partial \mathcal{R} f}{\partial s}, \quad \mathcal{R}\left\{\frac{\partial f}{\partial x}\right\}=\sin \alpha \frac{\partial \mathcal{R} f}{\partial s} . \tag{29}
\end{equation*}
$$

Lets consider now the 2D linear homogeneous version of (1), which reads

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\lambda_{1} \frac{\partial u}{\partial x}+\lambda_{2} \frac{\partial u}{\partial y}=0, \quad(x, y, t) \in(-L, L) \times(-L, L) \times(0, T] . \tag{30}
\end{equation*}
$$

By applying the intertwining property (29) of the Radon transform to (30), the following set of one-dimensional problems is obtained

$$
\begin{equation*}
\frac{\partial \mathcal{R} u}{\partial t}+\hat{\lambda} \frac{\partial \mathcal{R} u}{\partial s}=0, \quad(s, t) \in(-L, L) \times(0, T] \tag{31}
\end{equation*}
$$

where $\hat{\lambda}=\lambda_{1} \cos \alpha+\lambda_{2} \sin \alpha$, for $\alpha \in(0, \pi)$ [40].
The 1D CT-ROM strategy is used to predict the evolution in time of the 2D hyperbolic problem (30). To do this, first, the IC is transformed from the physical space into the Radon domain, i.e., the ( $s, \alpha$ ) domain. Then, the CT-ROM strategy described in previous sections is applied to (31) for a discrete collection of values of $\alpha \in(0, \pi)$. Finally, the solution in the $(s, \alpha)$ domain is transformed into the physical space using a filtered back-projection inversion formula for the Radon transform [39, 40]. This is illustrated in the test case described below.

Case 8. 2D transport of Gaussian IC.
Lets consider the problem (30) with $\lambda_{1}=\lambda_{2}=1, L=10$ and the final time is $T=2$. The intervals $[-L, L]$ and $[0, \alpha]$ are uniformly divided into 200 subintervals. The IC is

$$
u(x, y, 0)=e^{-\frac{x^{2}+y^{2}}{2}},
$$

and the BC is

$$
u(0, y, t)=u(L, y, t), \quad u(x, 0, t)=u(x, L, t) .
$$

The CFL number considered in this case is 0.9 and the time step is computed to satisfy the stability condition (16). Solutions are computed with the CT-FOM (14) up to $t_{\text {train }}=0.5$ and, with these data, new solutions are computed using the CT-ROM (15) up to $T=2$. In this case, a uniform mesh in time is used with step size $\Delta t=0.05$ to approximate the set of problems (31). Thus, $N_{\text {train }}=10$ and $N_{P O D}=6$.

The numerical solution provided by the CT-ROM at $T=2$ and the absolute value of the difference between the CT-FOM and the CT-ROM solutions are shown in Figure 19 . Note that the position of the center of the CT-FOM solution is marked by a red dot and the IC is also shown. Figure 20 shows the sinogram of the numerical solution provided by the CT-ROM, i.e., the solution in the $(s, \alpha)$ plane. The contourline corresponding to the maximum value of the sinogram of the CT-FOM solution is also depicted using a red line, showing a good agreement between both solutions. These results evidence that although the CT-ROM strategy herein proposed is a genuine method for 1D time dependent problems, it can be extended to higher spatial dimensions using the Radon transform.


Figure 19: Case 8: Solution computed with the CT-ROM and its comparison with the CT-FOM.


Figure 20: Case 8: Sinogram of the numerical solution at $T=2$.

In the case of a 2D non-linear equation, it would be necessary to perform the Radon transformation and then take into account the considerations set out in section 3.2 and

Cases 5, 6 and 7.

## 4. Concluding remarks

The standard POD-based ROM strategy for the resolution of partial differential equations allows extrapolation in time when the equation of interest is not advectiondominated. In the case of hyperbolic problems, or other more general advection-dominated problems, the standard POD-based ROM fails when computing the solution beyond the training time.

In this work, a new ROM strategy that allows the prediction of solutions beyond the training time, called CT-ROM, is proposed. The CT-ROM strategy is based on a coordinate transformation using characteristic curves 19. This novel approach has been assessed using a variety of eight different test cases that comprise a variety of scenarios. The proposed cases have been designed to analyze the CT-ROM response to different characteristics and configurations, showing promising results in all of the scenarios considered. These problems include 1D linear advective equations with diffusion and reaction source terms, systems of coupled linear equations, including the linearized shallow water equations, and the non-linear inviscid Burgers' equation. The numerical results evidence the prediction capability of the CT-ROM strategy. This achievement is presented here for the first time, to the knowledge of the authors.

On the one hand, linear problems allow a direct application of the CT-ROM strategy, obtaining accurate solutions for larger times than the training times (Cases 1, 2 and 3). Linear systems such as the linearized shallow water equations have to be decoupled so that each new variable evolves in its own domain following the proposed coordinate transformation (Case 4). On the other hand, it has been observed that the non-linearity of the equations challenges the prediction capabilities of the CT-ROM strategy. This is the case of Burgers' equation (Cases 5, 6 and 7). The generation of shock and rarefaction waves requires the division of the domain into sub-domains. In this way, this limitation can be addressed and high accuracy solutions can be obtained. For more complex ICs than those of the cases described here, the suggested procedure would be to further subdivide the domain.

The CT-ROM strategy is based on a coordinate transformation only valid for 1D problems. An extension of the CT-ROM to 2D based on the Radon transform has been proposed (Case 8). By means of the intertwining property of the Radon transform, the problem can be reduced to a set of 1D problems, thus making possible the application of the the CT-ROM to each of them. The results of Case 8 show the effective combination of both transformations, allowing the extrapolation of solutions beyond the training time with high accuracy.
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