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A B S T R A C T   

The objective of precision systems design is to obtain machines with very high and totally predictable work-zone 
accuracies. In already functional systems, where the errors can be measured, this is achieved by error correction 
and compensation. The aim of this work is to propose an uncertainty budget methodology to obtain the final 
measuring uncertainty of precise measuring systems, after error compensation. The case study is a nano-
positioning platform, referred as NanoPla, with a confocal sensor integrated as measuring instrument. The 
NanoPla performs precise positioning in a large range of 50 mm × 50 mm, and its target is surface topography 
characterization, at a submicrometre scale. After performing the uncertainty budget of the NanoPla, Monte Carlo 
method is used to obtain the final measuring uncertainty along the whole NanoPla working range, considering all 
the casuistry. By studying the results, the authors are able to propose solutions to minimize the final measuring 
uncertainty.   

1. Introduction 

The used of precise and miniaturized components and mechanisms in 
varied fields such as electronics, renewable energies and even astron-
omy has increased in the last decades [1]. This has resulted in the 
growing prominence of the precision systems required to manufacture 
and control these components. Precision systems design principles are 
crucial since they require geometric accuracy in the submicrometre 
scale and, consequently, they have been subject of many researches over 
the years [2–6]. 

According to Mckeown [2], the objective of precision systems design 
is to have machines with very high, totally predictable work-zone ac-
curacies. Similarly, Leach and Smith coincide on the fact that the 
objective is to create a process for which the outcomes are deterministic 
and controllable over a range of operations, with unpredictable de-
viations from a desired result being as small as is physically and 
economically possible [7]. Already in 1986, McKeown outlined “eleven 
principles and techniques” of precision machine design [5]. These 
principles have been later reviewed and updated by authors like 
Schellekens [6,8]. More recent researches focus on the scalability of 
these precision design principles for precision systems of various 
working ranges [9]. 

One of these principles is error budgeting, which is defined by Hale 
in [4] as “an important deterministic tool that provides a systematic way 
to predict and/or control the repeatable and no repeatable errors of a 
machine”. The error budget of a precision system analyses all relevant 
error influences, and allows calculating the uncertainty and identifying 
its main contributors [10]. Reducing and avoiding error sources, cor-
recting repeatable errors and compensating known errors results in 
achieving an accurate system. Therefore, once the main contributors are 
identified, pertinent changes in the design must be considered to mini-
mize their effect. In [9], four mitigation strategies are identified: error 
avoidance, error reduction, error correction and error compensation. 
Error avoidance and reduction techniques are applied during the early 
stages of the design phase and, hence, some error values need to be 
estimated. On the other hand, error correction and compensation are 
applied to an already functional system, where the errors can be 
measured, directly or indirectly. 

There has been extensive investigation into error modeling in pre-
cision machines [11–14]. In most of the reviewed literature, error 
budget methodology is applied during the design phase. For instance, 
the work presented in [15] utilizes the error budget methodology during 
the design of a piezo-micropositioner to minimize the effects of the 
geometric tolerance, material variation, and hysteresis errors. The error 
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budget methodology can also be used during the control system design, 
as it was done in [16] where Slocum’s homogeneous transformation 
matrices [17] were used. Similarly, in [18], error budgeting is used to 
evaluate the main sources of the critical dimension in optical lithog-
raphy. In [18], Monte Carlo simulations are used to estimate the con-
tributions of the future tools and mask critical dimension errors. Another 
example is presented in [19], where the error sources of portable ma-
chines are analyzed by defining a mixed virtual-experimental model that 
quantifies the errors. The used methodology allows knowing the effect of 
different errors in a virtual model, before a real prototype is built. In 
[20], the error budget methodology is applied to analyze spatial fre-
quency domain errors, to do so, apart from static errors, dynamic errors 
are also considered. 

However, in the literature, it is hard to find error budget analyses 
performed on functional systems, where errors are identified by exper-
iments performed directly in the system. A study of these characteristics 
is presented in [21], in which an error budget is perform in a micro- 
milling machine (ULPRE IITM), using the method outlined in Slocum 
[17,4] and Walter et al. [22,23], including all the elements that affect 
the final accuracy of the micro-workpiece [24]. Another error budget 
performed in a functional machine is presented in [25], where the 
measurement uncertainty in an H-drive stage during high acceleration is 
evaluated. In that work, the errors are identified by experiments and 
finite element analysis. Monte Carlo method is used to simulate that all 
errors occur at the same time or place in the given direction. This 
method has been proven to be an advantageous technique when working 
with complex mathematical error models [18,25–28]. 

In the work here presented, the precision system subject of study is a 
nanopositioning platform, referred hereafter as NanoPla. The NanoPla is 
capable of performing precise positioning with a submicrometre accu-
racy in a large range of 50 mm × 50 mm [29]. The NanoPla has been 
designed at the University of Zaragoza and the first prototype is intended 
for the metrological characterization of large surfaces. The measuring 
instrument is attached to the moving platform that performs the large 
displacement. In particular, the main application of this first prototype 
will be surface topography characterization at nanometer scale of 
samples with relatively big planar areas, using an atomic force micro-
scope (AFM) [17]. During the design phase, the measurement accuracy 
of the NanoPla was optimized using the error budget methodology [30]. 
This analysis allowed to estimate the maximum measurement error 
vector of the developed system before it was manufactured and assem-
bled. At present, the first NanoPla prototype is completely functional. In 
this initial approach, due to the fragility of the AFM, a confocal sensor 
has been integrated in the NanoPla as measuring instrument. 

The aim of this work is to propose an uncertainty budget method-
ology to obtain the final measuring uncertainty of precise measuring 
systems, after error compensation. This methodology is implemented in 
the NanoPla, by performing an assessment of all the errors that affect the 
final measurement. Systematic errors are compensated, and, in those 
cases, only the uncertainty of that compensation is taken into account. 
For this reason, in this work the error budget is referred as uncertainty 
budget. Monte Carlo simulations have been used to evaluate the un-
certainty contribution of each identified error, as it was done in some of 
the reviewed literature (e.g. in [18,25]). Assessing the NanoPla uncer-
tainty budget will allow to know the capacity of the NanoPla system to 
perform the metrological characterization of surfaces along its working 
range, to estimate the limits of the system performance, and to mini-
mize, when possible, the main uncertainty sources. In addition, it will 
help to improve the design of future prototypes. 

The remaining of this article is organized as follows: First, the 
NanoPla system is introduced, explaining its structure and main parts, 
and describing its measuring procedure. Then, the uncertainty budget is 
performed, for that purpose, first, the mathematical error model of the 
NanoPla is obtained, defining its transformation matrices and vectors. 
Once, all the uncertainty contributors are identified and located in the 
mathematical error model, Monte Carlo simulations are performed to 

propagate the uncertainties and to obtain the final measuring uncer-
tainty of the NanoPla. The simulations are performed for different po-
sitions along the NanoPla working range, considering all the casuistry. 
Finally, the authors propose solutions to minimize the final measuring 
uncertainty, and conclusions are withdrawn from the results. 

2. NanoPla overview 

High precision positioning in a submicrometre range is an essential 
technology for applications such as surface characterization with scan-
ning probe microscopes, and micro manufacturing. The demand for 
positioning systems capable of providing accurate positioning (nano-
metre resolution) in a large working range (from 10 mm up to 100 mm) 
has increased [31]. In this line of research, the NanoPla with a large 
range of 50 mm × 50 mm and submicrometre accuracy has been 
developed, manufactured and assembled. Its first prototype is intended 
for metrological applications, although it could be adapted for micro 
manufacturing processes, such as lithography. This section first de-
scribes the NanoPla structure and its components, and, then, the 
measuring procedure of the NanoPla system. 

2.1. Nanopla structure and components 

An exploded view of the NanoPla and a picture are shown in Fig. 1. It 
consists of three main layers: a fixed inferior base, a moving platform 
and a fixed superior base. In addition, the metrology frame of the 
NanoPla has two parts: metrology frame (I) and metrology frame (II). 
The metrology frame (I) is fixed to the moving platform while the 
metrology frame (II) is fixed to the inferior base. The moving platform is 
levitated by three airbearings and performs frictionless planar motion 
along the whole working range of 50 mm × 50 mm propelled by four 
linear motors. The XY-position of the platform is measured by a 2D laser 
interferometer system from Renishaw®, whereas out-of-plane spurious 
motions are measured by capacitive sensors from Lion Precision®. In the 
initial design of the NanoPla, it was contemplated that the metrology 
frame was made of Zerodur, which has a very low thermal expansion 
coefficient. However, due to the fragility and cost of the Zerodur, in the 
first prototype, the metrology frame has been made of aluminum alloy 
7075-T6. 

The NanoPla implements a two-stage architecture, having a com-
mercial piezostage (model NPXY100Z10A from nPoint®) attached to the 
metrology frame of the inferior base to perform fine motion in a range of 
100 µm × 100 µm in the XY-plane and of 10 µm in Z-axis, while the 
moving platform performs the coarse motion, positioning the instrument 
along the large working range. In metrological applications, the 
measuring instrument is attached to the moving platform, while the 
sample is placed at the sample holder of the commercial piezo stage. 

The NanoPla actuators are four Halbach linear motors which were 
custom-made by the University of North Carolina at Charlotte. They 
consist of a three-phase stator and a magnet array. The stators are fixed 
to the superior base, while the magnet arrays, that are wireless, are fixed 
to the moving platform. The motors are placed symmetrically in parallel 
pairs, in a way that each pair provides motion in X and Y-axes respec-
tively. Thus, the motion is planar, frictionless and without backlash. 

The 2D laser system measures the position of the moving platform at 
each moment. It consists of the combination of three plane mirror laser 
interferometers. The system belongs to the Renishaw RLE10 laser 
interferometer family. Apart from two laser units (RLU); three sensor 
heads (RLD) and two plane mirrors (one per axis), an environmental 
control unit (RCU) and three interpolators (REE) have been acquired. 
One laser beam is aligned to the X-axis and the other two beams, to the 
Y-axis, sharing plane mirror. Having plane mirrors as reflectors allows to 
measure the plane motion [32]. In addition, apart from measuring 
motion in X and Y-axes, the laser system also measures the rotation 
around Z-axis, θz. The three laser heads are placed on the metrology 
frame (II) fixed to the inferior base, as shown in Fig. 2. The plane mirrors 
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are attached to the metrology frame (I) of the moving platform. 
On the other hand, capacitive sensors are used to measure and 

compensate parasite out-of-plane motions. The capacitive sensor probes 
are placed at the metrology frame (II) of the inferior base (see Fig. 1), 
while the target surface is placed at the bottom of the moving platform. 
The three probes are separated approximately 120◦. Small differences in 
the separation angle are a consequence of the lack of available space. 
The capacitive probes are the model C5-E from Lion Precision. 

The measuring instrument is fixed to the metrology frame of the 
moving platform through a bracket (Fig. 3). This bracket consists of two 
parts: the first part is a holder screwed to the metrology frame, and the 
second part, which fastens the measuring instrument, is attached to the 
first one by a kinematic coupling preloaded by magnets. The second part 
is an adapter specific for each instrument and allows an easy integration 

of different measuring systems. The metrological instrument that has 
been used in this study is a chromatic confocal sensor. Specifically, the 
confocal sensor is the model CL4 with the magnifier MG 35 and the 
controller CCS Optima Plus from Stil®. The confocal sensor performs a 
1D measurement without contact with the target, in a range of 4000 µm. 

The piezostage is attached to the metrology frame through a levelling 
system consisting of three micrometres (Fig. 4). The micrometres are 
fixed to the metrology frame, while the piezostage lays on their spherical 
tips by means of a kinematic coupling of spheres and cylinders, pre-
loaded by magnets. The measuring sample lays on the piezostage, which 
can be levelled by adjusting the micrometres. Two of the micrometres 
are manual (model DM-13L from Newport®), and one of them is 
motorized (model M− 230.10 from Physik Instrumente®). The two 
manual micrometres have been adjusted during the assembly of the 

Fig. 1. (a) Exploded view of the NanoPla and (b) picture of the real setup.  
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levelling system in the NanoPla, and only the motorized micrometre is 
used for the fine tuning. The piezostage is levelled prior to the measuring 
procedure only if it is required to keep the measuring surface within the 
working range of the measuring instrument in Z-axis. Consequently, 
during the measuring procedure, the levelling system is considered 
static. 

2.2. Nanopla measuring procedure 

Before identifying the error sources, it is necessary to understand the 
NanoPla measuring procedure: First, the sample to be measured is 
placed at the sample holder of the piezostage (see Fig. 4). The confocal 
sensor position in Z-axis needs to be adjusted in order to have the sample 
surface contained inside its measuring range. If necessary, the piezo-
stage can be levelled by adjusting the motorized micrometer of the 
levelling system Then, the measurement procedure is carried out in two 
well-differentiated processes that occur consecutively:  

1. Positioning process: During the positioning process, the confocal 
sensor is positioned in XY-coordinates over the area of the sample 
that is going to be measured. The confocal sensor is fixed to the 
moving platform, whose movement in the XY-plane is performed by 
the NanoPla position control system. During the displacement, the 
moving platform is levitated by three airbearings. The control system 
performs the positioning of the moving platform in X and Y-axes, 
along the working range of 50 mm × 50 mm. The deviations in Z-axis 
position are caused by spurious motions, and they are not controlled, 
only monitored by the three capacitive sensors. Once the moving 
platform achieves the target position, the airbearings are shut down, 
the moving platform stops levitating, and the actuators are turned 

off. Finally, the moving platform and the confocal sensor remain 
static over the area of the sample to be measured.  

2. Scanning process: The moving platform position in Z-axis is 
measured by the capacitive sensors, so that any deviation can be 
corrected in the final measurement. It is worth noting that the 
confocal sensor readouts are one-dimensional in Z-axis, conse-
quently, in order to measure a XY-area, it is necessary to generate a 
scanning motion between sample and sensor. In this case, the scan-
ning motion is provided by the commercial piezostage along the area 
of 100 µm × 100 µm in the XY-plane. 

The final output of the system is a three-coordinate measurement, 
and it is calculated as follows:  

• XY-coordinates: They represent the relative position between the 
confocal sensor axis and the sample. They are calculated as the 
composition of the displacement of the confocal sensor performed 
during the positioning process, provided by the moving platform; 
and the displacement of the sample performed during the scanning 
process, provided by the piezostage.  

• Z-coordinate: The Z-coordinate is provided by the confocal sensor 
readout at the respective XY coordinates. The spurious motions of the 
confocal sensor in Z-axis are measured by the capacitive sensors and 
must be compensated in the readouts. 

3. Uncertainty budget 

The uncertainty budget methodology is a deterministic tool that 
helps identify, classify and quantify the influence of the system errors on 
its desired output [9]. The uncertainty budget must include all the ele-
ments that affect the final measurement uncertainty of the sample 
surface. 

In this section, first, the NanoPla mathematical error model is 
defined, and the transformation matrices between the reference systems 
of the elements are analyzed and simplified. Finally, the uncertainty 

Lx
Ly1

Ly2

X

Z

Y

Fig. 2. Laser beam representation of the 2D laser system of the NanoPla infe-
rior base. 

Fig. 3. (a) Measuring instrument attached to the metrology frame (I) and (b) picture of the real setup.  

Fig. 4. Sample holder, piezostage, metrology frame (II) and levelling system.  
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sources that affect the measuring process are identified, classified and 
quantified. It is important to note that, for the correct application of 
Monte Carlo method, apart from identifying all uncertainty sources, it is 
also required to identify their probability distribution. 

3.1. Mathematical error model 

In contrast to classic mathematical error models in which linear 
movements of the three axes are superposed [33], the NanoPla imple-
ments a two-stage motion, that combines the coarse planar motion of the 
moving platform (long range) and the fine translation in X,Y and Z-axes 
of the piezostage (short range). 

Fig. 5 shows the global scheme of the measurement loop of the 
NanoPla, which involves metrology frame (I) and metrology frame (II). 
There are two kinematic chains that start at the fixed base {0}. The 
second element of the upper chain is the moving platform {1} that 
performs the coarse motion (50 mm × 50 mm) in the XY-plane. The 
measuring instrument, a confocal sensor in this case {CS}, is fixed to the 
moving platform through the bracket. The second element of the lower 
chain is the levelling system and the piezostage {LS} that are considered 
as an ensemble since they are attached together by a kinematic coupling. 
The piezostage provides the XYZ-fine motion (100 µm × 100 µm × 10 
µm) to the sample {Sp} that is placed on its sample holder. The end of 
both chains is the point where the confocal sensor beam PCS (0, 0, zCS) 
intersects with the surface of the sample PSp (xsp, ysp, zsp). 

In the upper chain, the following relations between systems are 
considered: 

P1 = RCS
1 ⋅PCS +TCS

1 (1)  

P0 = R1
0⋅P1 + T1

0 (2) 

Similarly, in the lower chain, the following relations between sys-
tems are considered: 

PLS = RSp
LS⋅PSp + TSp

LS (3)  

P0 = RLS
0 ⋅PLS + TLS

0 (4)  

Where Pi is the point analyzed represented according to the {i} system, 
Rj

i is the rotation matrix from {i} to {j} systems; and Tj
i is the translation 

vector between {i} and {j} origins. Considering that PCS and PSp are 
coincident, they can be expressed in the common coordinate reference 
system {0}, and the continuity Equation (6) can be obtained: 

PSp =
[
RSp

LS
]− 1⋅

[[
RLS

0

]− 1⋅
[
R1

0⋅
(
RCS

1 ⋅PSC + TCS
1

)
+ T1

0 − TLS
0

]
− TSp

LS

]
(5) 

In Equation (6), the transformation matrices and vectors define the 
connectivity relationship between elements. Introducing the un-
certainties or known errors of the translations and rotations allows to 
study their propagation through the system and how they affect the 
measuring process. Thus, the overall measuring uncertainty is reflected 
in PSp vector. 

3.2. Definition of the transformation matrices and vectors 

In this section, the translation vectors and rotation matrices between 
elements are defined and revised to locate the existing errors, and 
simplify the mathematical expression of the kinematic model when 
possible. A rigid body behavior is assumed, which was demonstrated in a 
previous work after a finite element analysis verification in [29]. In 
addition, angular deviations are assumed to be small angles to simplify 
the rotation matrices. Moreover, the uncertainty budget focuses on the 
uncertainty propagation of the angular deviations, not the angular de-
viations per se. A sensitivity analysis has been performed taking into 
account the actual ranges of the angular errors’ uncertainties (not higher 
than 5 × 10− 5 rad), and it has been verified that the error introduced by 
these simplifications is negligible (<1nm). For simplification of the 
equation, the offsets between origins are considered inside the trans-
lation vectors.  

• Transformation between coordinate reference system of the fixed 
base and coordinate reference system of the moving platform ({0}- 
{1}):  

- Definition of axes and origin of coordinates: In the fixed base, the X- 
axis is defined by the laser system X-axis beam, while the Y-axis is 
orthogonal to it and contained in the XY plane formed by the beams. 
Similarly, in the moving platform, the X-axis is defined by the normal 
vector of the plane mirror of the X-axis laser beam. The origin of both 
coordinate systems is coincident when the moving platform is at the 
reference position (x{1} = 0, y{1}=0). The origin is contained in the 
plane formed by the beams of the laser system, at the reference 
position.  

- Translation vector: The long-range motion of the moving platform in 
X and Y-axes (x{1}, y{1}) is contained in the translation vector. The 
vector also includes the linear motion errors in X, Y and Z-axes (δ{1}

x ,

δ{1}
y ,δ{1}

z ), and the lack of squareness between axes (α{1}
yx ,α{1}

zx ,α{1}
zy ). 

Fig. 5. Schematization of the complete measurement loop of the NanoPla stage.  
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T1
0 =

⎛

⎜
⎜
⎜
⎝

x{1} + δ{1}
x

y{1} + δ{1}
y − x{1}⋅α{1}

yx

δ{1}
z − x{1}⋅α{1}

zx − y{1}⋅α{1}
zy

⎞

⎟
⎟
⎟
⎠

(6)    

- Rotation matrix: Ideally, the moving platform is aligned with the 
fixed base and performs only linear displacement. However, there 
may be misalignments in the assembly and spurious rotations when 
performing motion (ε{1}

x , ε{1}
y ε{1}

z ). 

R1
0 =

⎛

⎜
⎜
⎜
⎝

1 − ε{1}
z ε{1}

y

ε{1}
z 1 − ε{1}

x

− ε{1}
y ε{1}

x 1

⎞

⎟
⎟
⎟
⎠

(7)    

• Transformation between coordinate reference system of the moving 
platform and the coordinate reference system of the confocal sensor 
({1}-{CS}). The confocal sensor is attached to the moving platform, 
thus, there is no relative motion. Therefore, the translation vector 
only considers the offset:  

- Definition of axes and origin of coordinates: The Z-axis of the 
confocal sensor coordinate system is aligned with its beam. The 
origin of the coordinate system of the confocal sensor is the point 
along its working range at which the sensor readout is taken as the 
reference. If this point is not contained in the XY-plane of the moving 
platform reference system, there is an offset in Z-axis between the 
origins of both coordinate systems that must be considered (zCS

o ). It is 
worth noting that the position of the sensor can be adjusted 
depending on the sample height, so that the sample surface is con-
tained within the sensor’s working range. Therefore, this offset may 
be different for the measurement of each sample. 

TCS
1 =

⎛

⎜
⎜
⎝

0
0

zCS
o

⎞

⎟
⎟
⎠ (8)    

- Rotation matrix: There may be some angular deviations between the 
Z-axes of both coordinate systems due to misalignments in the as-
sembly. This rotation occurs during the assembly, before the 
measuring procedure, consequently, it is a rotation offset, i.e. its 
value is constant during the whole measuring procedure, indepen-
dent on the position of the moving platform or the piezostage. Only 
the rotations around X and Y-axes are considered (ε{CS}

x,o , ε{CS}
y,o ), since 

the rotation in Z-axis does not affect the measurement. 

RCS
1 =

⎛

⎜
⎜
⎜
⎝

1 0 εCS
y,o

0 1 − εCS
x,o

− εCS
y,o εCS

x,o 1

⎞

⎟
⎟
⎟
⎠

(9)   

- Additionally,PCS is the point where the confocal sensor beam in-
tersects with the surface of the sample being measured, contained in 
the reference system of the confocal sensor ({CS}). It only has one 
component in Z-axis: ZCS, and it can be obtained by extracting the 
measuring errors (εCS) to the readout provided by the sensor (zexp

CS ). 

PCS =

⎛

⎝
0
0

ZCS

⎞

⎠ =

⎛

⎜
⎜
⎝

0
0

zexp
CS − εCS

⎞

⎟
⎟
⎠ (10)    

• Transformation between coordinate reference system of the fixed 
base and coordinate reference system of the levelling system and 
piezostage ({0}-{LS}):  

- Definition of axes and origin of coordinates: The X-axis of levelling 
system and piezostage reference system is defined along piezostage 
X-axis, while its Y-axis is contained in the plane defined by the sur-
face of the sample holder. The origin of the reference system is 
considered at the center of the piezostage sample holder. Thus, there 
is an offset in the three axes between the origins of the reference 
system of the fixed base and of the levelling system and piezostage 
that must be considered in the translation vector (xLS

o ,yLS
o , zLS

o ).  
- Translation vector: The three micrometers of the levelling system are 

adjustable along their axes. However, this adjustment is done prior to 
the measuring procedure, therefore, the displacement is considered 
in the offset of the origin of coordinates instead of considering it as a 
translation. In addition, the sample holder of the piezostage is dis-
placed in X, Y and Z-axes (x{S},y{S},z{S}), performing the fine motion 
of the sample. The translation vector considers this translation plus 
the motion errors of the piezostage (δ{S}

x , δ{S}
y , δ{S}

z ). The non- 
squareness error between axes of motion of the piezostage are 
considered negligible by its manufacturer, and, hence, not consid-
ered in the vector. 

TLS
0 =

⎛

⎜
⎜
⎜
⎜
⎝

xLS
o +

(
x{S} + δ{S}

x

)

yLS
o +

(
y{S} + δ{S}

y

)

zLS
o +

(
z{S} + δ{S}

z

)

⎞

⎟
⎟
⎟
⎟
⎠

(11)    

- Rotation matrix: The XY plane of the levelling system rotates when 
the tip of the motorized micrometre moves along Z-axis. This rota-
tion takes place before the measuring procedure; thus, it is a rotation 
offset (εLS

x,o, εLS
y,o, εLS

z,o). On the other hand, spurious rotations of the 
sample holder during the motion of the piezostage are considered 
negligible by its manufacturer. Consequently, they are not consid-
ered in this work. 

RLS
0 =

⎛

⎜
⎜
⎜
⎝

1 − εLS
z,o εLS

y,o

εLS
z,o 1 − εLS

x,o

− εLS
y,o εLS

x,o 1

⎞

⎟
⎟
⎟
⎠

(12)    

• Transformation between coordinate reference system of the levelling 
system and piezostage and the coordinate reference system of the 
sample ({LS}-{Sp}):  

- Definition of axes and origin of coordinates: The reference system of 
the sample is defined by the workpiece itself. Therefore, there is an 
offset between both coordinate systems that must be considered. For 
simplicity, this offset (RSp

LS, TSp
LS) will be omitted. 

Finally, Equation (5) can be reformulated by applying the simplifi-
cations that have been defined in this subsection: 

PSp =
[
RLS

0

]− 1⋅
[
R1

0⋅
(
RCS

1 ⋅PCS + TCS
1

)
+T1

0 − TLS
0

]
(14) 

By decomposing the vector in the three axes, and eliminating the 
constant terms, Equation (15) is obtained for X-axis, and Equation 16 is 
obtained for Z-axis. The equation for Y-axis is omitted because it is 
symmetrical to X-axis. It is worth noting that the levelling system and 
piezostage offsets (xLS

o , yLS
o , zLS

o ) have been cancelled for being constant 
terms. 
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XPs =
(
x{1} + δ{1}

x

)
−
(
x{S} + δ{S}

x

)
+(zexp

CS − εCS)⋅
((

εCS
y,o − εLS

y,o

)

+ ε{1}
z ⋅

(
εCS

x,o + εCS
y,o⋅εLS

z,o

)
+ ε{1}

y ⋅(1 + εCS
y,o⋅εLS

y,o) − εCS
x,o⋅εLS

z,o

+ ε{1}
x ⋅(εCS

x,o⋅εLS
y,o − εLS

z,o)
)
+ zCS

o ⋅
(

ε{1}
y − ε{1}

x ⋅εLS
z,o − εLS

y,o

)

+
(

y{1} + δ{1}
y − x{1}⋅α{1}

yx − y{S} − δ{S}
y

)
⋅εLS

z,o

−
(

δ{1}
z − x{1}⋅α{1}

zx − y{1}⋅α{1}
zy − z{S} − δ{S}

z

)
⋅εLS

y,o

(15)  

ZPs =(zexp
CS − εCS)+

(
δ{1}

z − x{1}⋅α{1}
zx − y{1}⋅α{1}

zy

)
−
(
z{S}+δ{S}

z

)

+(zexp
CS − εCS)⋅

(
εCS

y,o⋅εLS
y,o+εLS

x,o⋅εCS
x,o+ε{1}

z ⋅(εCS
x,o⋅εLS

y,o − εCS
y,o⋅εLS

x,o
)+ε{1}

x ⋅(εLS
x,o − εCS

x,o)

+ε{1}
y ⋅(εLS

y,o − εCS
y,o)

)
+zCS

o ⋅
(

ε{1}
y ⋅εLS

y,o+ε{1}
x ⋅εLS

x,o

)

+
(
x{1}+δ{1}

x − x{S} − δ{S}
x

)
⋅εLS

y,o −
(

y{1}+δ{1}
y − x{1}⋅α{1}

yx − y{S} − δ{S}
y

)
⋅εLS

x,o

(16)  

3.3. Uncertainty contributors identification 

After defining the mathematical error model and the transformation 
matrices of the NanoPla, this subsection proceeds to identify, classify 
and quantify the uncertainty contributors, to, at last, estimate their in-
fluence in the final output of the system. It is worth highlighting that 
systematic errors are compensated when possible, and, in those cases, 
only the uncertainty of that compensation is taken into account in the 
uncertainty budget. 

The uncertainty budget contributors are commonly classified ac-
cording to their source. In [30], the errors were classified into three 
groups: instrumental, alignment and environmental errors, as it was 
done in [34]. However, in this work, the sources are first classified in 
two main groups, depending on whether they affect the positioning 
process or the scanning process. In each group, the uncertainty sources 
are divided in three subgroups, respectively, depending on their source: 
system components inaccuracies, misalignments and environmental 
deviations. When possible, the errors have been experimentally 
measured, and the experimental data have been subject to statistical 
analysis in order to estimate their probability function. All the experi-
mental measurements have been carried out in the metrology laboratory 
where the NanoPla is placed. The temperature variation in the labora-
tory was measured experimentally and it has a Weibull distribution with 
a standard deviation of 0.61 ◦C. The errors that cannot be measured, 
have been evaluated by other means, such as the calibration certificate 
of the manufacturer. In these cases, if the probability function is not 
stated, it is assumed to be uniform to consider the worst-case scenario. 

3.3.1. Positioning process 
The NanoPla positioning control system is in charge of performing 

the motion of the moving platform during the positioning process, its 
positioning uncertainty was estimated to be 0.5 µm [35]. This position 
uncertainty refers to the capacity of the control system to displace the 
moving platform to a target location, considering the positioning error 
of the control system as the difference between the achieved position 
and the target position, which could be caused, for instance, by the 
resolution of the control hardware of the motors. However, in this work, 
it is considered that during the scanning process, the moving platform 
remains static, not levitating. Thus, the final output of the positioning 
process is the XY position of the moving platform, provided by the laser 
system, despite of the control system errors which can be later corrected 
by the piezostage. Consequently, the control system errors are not 
considered in this analysis. 

During the positioning process, the uncertainties are caused by the 
inaccuracies of the 2D laser system components, the misalignments of its 
assembly, and by the thermal expansion of the metrology frame:  

a) System components inaccuracies:  

• Inaccuracies of the 2D laser system ({0}-{1}): The laser system has 
three detector heads that provide three measurements, two in Y- 
axis and one in X-axis. The position in Y-axis is calculated as the 
average between the two measurements in Y-axis, and the rotation 
around Z-axis (ε{1}

z ) is calculated as the arctangent between the 
difference of the two measurements in Y-axis and the distance in X- 
axis between them.  
– Laser system wave instability: The laser system wavelength 

instability of the RLU10 laser unit is given by the manufacturer 
and it has a value of 50 ppb (1–8 h) in the displacement error. 
Considering the maximum displacement of the moving platform, 
that is 25 mm, it supposes an error of 1.25 nm (δ{1}

x ,δ{1}
y ).  

– Laser sensor resolution: The minimum output resolution that the 
RCU is able to achieve is 9.88 nm. This resolution is improved by 
the system interpolators (REE) to 1.58 nm (δ{1}

x ,δ{1}
y ). This value 

is given by the manufacturer, and it was also experimentally 
measured [36].  

– Laser beam mixing: Laser beam mixing or spurious beams lead to 
a non-linearity error lower than 2 nm (δ{1}

x , δ{1}
y ) in the RLD 

detector head. This value is given by the manufacturer. 
– Root mean square deviation (RMSD) of the laser system read-

outs: It was measured experimentally in [36]. The standard de-
viations of the measurements recorded during 60 min were 5.4 
nm for X- axis, and 4.13 nm and 4.2 nm for the two laser de-
tectors of Y-axis, respectively. In this study, a RMSD of 5.4 nm 
with a normal distribution is going to be considered for the three 
detectors (δ{1}

x ,δ{1}
y ).  

b) Misalignments:  
• Plane mirror form errors ({0}-{1}): The non-uniform surface of the 

plane mirrors is characterized by their flatness. The lack of flatness 
results in a reading error of the laser system, whose value is given 
by the manufacturer of the reflector, and it is lower than λ/10 per 
100 mm (where λ is the laser wavelength equal to 633 nm), with a 
uniform distribution. Despite of the different length of the mirrors, 
those errors are identical: 15.75 nm in X- and Y-axes (δ{1}

x ,δ{1}
y ).  

• Laser system assembly ({0}-{1}): The laser heads are fixed to the 
metrology frame of the inferior base, while the plane mirrors are 
fixed to the metrology frame (I) of the moving platform. The as-
sembly of the components inevitably leads to misalignments be-
tween laser beams and plane mirrors, and between these two and 
the plane of motion of the moving platform. These misalignments 
were addressed in a previous work [37] where it was calculated 
how they affect the final measurement of the system:  
– Misalignments between laser beam and plane mirror: The 

manufacturer defines a tight alignment tolerance between the 
laser beam and the normal vector of the plane mirror (1.2 ×
10− 4 rad). It applies to both pitch and yaw between laser beam 
and plane mirror. Considering 100 mm as the maximum possible 
distance between the mirror and the laser head in the setup, any 
deviations caused by the orthogonality error between the laser 
beam and plane are negligible (≪ 1 nm).  

– Misalignments between laser beams and plane of motion: As 
mentioned, the moving platform levitates over the fixed base, 
thus, the XY plane of motion is defined by the airbearing sur-
faces. Due to the fact that the motors are unguided, the laser 
beams projection in the plane of motion defines the axes of 
motion. Hence, in this case, there are no yaw errors. However, 
there is a pitch error (αpitch) between each laser beam and the 
plane of motion which lead to linearity errors (δ{1}

x , δ{1}
y ). The 

misalignments can be measured or obtained by calibration 
methods, and the errors compensated in the measurement. A 
self-calibration procedure was proposed in [37]. Therefore, only 
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the uncertainty with which the misalignments are obtained is 
going to be taken into account in this study, that is 25 nm, with a 
uniform distribution.  

– Non-squareness between laser beams: The two laser beams in Y- 
axis are considered to be parallel since they are reflected in the 
same plane mirror. However, there is a non-squareness error 
between the laser beams in Y-axis and the laser beam in X-axis, 
α{1}

yx . The non-squareness error can be known by directly 
measuring the orthogonality between the two plane mirrors, or 
by calibration methods [37], and, then compensated. Thus, only 
the uncertainty with which the non-squareness is obtained is 
going to be taken into account in this study, that is 1 × 10− 6 rad 
with a uniform distribution.  

• Moving platform and inferior base assembly ({0}-{1}): The three 
airbearings of the moving platform displace over three surfaces 
fixed to the inferior base, keeping the air gap constant. As a 
consequence, the misalignments between the airbearing surfaces 
and the reference plane result in spurious motions that affect the 
position in Z-axis, measured by the capacitive sensors. Due to the 
fact that the measurements of the capacitive sensors are compen-
sated from the confocal sensor readout, this error will be taken into 
account in the scanning process. However, it is worth noting that 
the angular deviations (ε{1}

x , ε{1}
y ) are limited by the maximum 

angular deviations that the laser beams and the plane mirrors 
allow, that is 1.2 × 10− 4 rad. It has been verified that in any case 
this limit is surpassed. Otherwise, the laser system would not work 
along the whole working range of the NanoPla.  

c) Environmental deviations:  
• Laser system refractive index environmental compensation ({0}- 

{1}): Environmental deviations in pressure, humidity and tem-
perature result in refractive index variations, which are corrected 
in real time by the laser system environmental unit (RCU), which 
includes pressure and temperature sensors. The accuracy of the 
refractive index compensation is given by the manufacturer and it 
is 1 ppm. That means motion errors in the NanoPla XY-positioning 
(δ{1}

x ,δ{1}
y ) of 2.5 nm for ΔT = 1⁰C, with a uniform distribution.  

• Thermal expansion of the metrology frame in the XY plane ({0}- 
{1}): The RCU of the laser system monitors the NanoPla temper-
ature and allows compensating the thermal expansion that affects 
the measurement of the laser system. The error of that compen-
sation was calculated experimentally, it follows a normal distri-
bution with an average of 21 nm and a standard deviation of 19 nm 
for X-axis (δ{1}

x ), and an average of 43 nm and a standard deviation 
of 24 nm for Y-axis (δ{1}

y ). The compensation error averages are 
considered systematic errors and, thus, they are not taken into 
account in the uncertainty budget. 

3.3.2. Scanning process 
During the scanning process, the commercial piezostage provides the 

scanning motion to the sample. The confocal sensor remains completely 
static while measuring the distance to the sample in Z-axis. The spurious 
motions in Z-axis originated during the positioning process are 
measured by the capacitive sensors and compensated in the final mea-
surement. Thus, during the scanning process, the uncertainties are 
caused by the inaccuracies of the piezostage, the confocal sensor, and 
the capacitive sensors, the misalignments of the assembly, and the 
thermal expansion of the components. 

It is worth reminding that there is a relative motion between the 
moving platform and the fixed base, where the capacitive sensors and 
the piezostage are placed, thus, the spurious motions in Z-axis may be 
different for each position. In this subsection, the results at the reference 
position (0,0) are shown. However, the following section performs 
Monte Carlo simulations along the whole working range of the NanoPla.  

a) System components inaccuracies: 
• Capacitive sensors inaccuracies ({0}-{1}): There are three capac-

itive sensors (C1, C2, C3) that measure the spurious motion (δ{1}
z ) 

of the moving platform in Z-axis, and, from their measurements, 
the angular deviations (ε{1}

x , ε{1}
y ) of the moving platform can be 

inferred. The capacitive sensor probes are fixed to the metrology 
frame of the inferior base, while the capacitive targets are fixed to 
the moving platform. Although there are three sensor probes, the 
value compensated from the confocal readouts is the effective 
value at the center of the moving platform, that is coincident with 
the confocal sensor axis. The capacitive sensor inaccuracies are 
listed below: 
– Root Mean Square Deviations of the capacitive sensors’ read-

outs: Each capacitive sensor readout has a RMSD, which depends 
on different factors, such as the quality of the target surface. The 
value of the RMSD of each of them has been experimentally 
measured in the NanoPla setup [38]. Its effective value at the 
centre of the moving platform is 34.18 nm (δ{1}

z ), with a uniform 
distribution.  

– Capacitive sensors positioning error: Each capacitive sensor 
readout has a position error stated in its calibration certificate. 
Considering the worst case, the effective value at the centre of 
the moving platform is 60.80 nm (δ{1}

z ).  
• Confocal sensor inaccuracies ({CS}). It is worth highlighting that 

the NanoPla can integrate different types of measuring systems. In 
this work, the measuring instrument is a confocal sensor. 
Although, considering the capability of the NanoPla, the confocal 
sensor presents relatively high measuring errors, it has been 
selected as the measuring instrument in this first approach due to 
its simplicity. The confocal sensor performance has been charac-
terized in a metrological measuring setup that has been designed 
and manufactured for the purpose, in order to isolate its errors 
from the ones of the NanoPla stage. The design of the metrological 
measuring setup minimizes the effects of thermal variations in the 
measuring distance. The correct performance of the confocal 
sensor has been verified by means of reference standards along its 
measuring range of 4,000 μm.  
- Confocal static noise: The manufacturer provides a measurement 

of the metrological characteristics of the instrument where 
specifies that the static noise at the center of the measuring range 
is 99 nm (εCS). Although in this work, this value is the one taken 
into account, it must be noted that it is only valid when the 
measurements are performed under optimum conditions. It has 
been experimentally verified that the static noise depends on the 
sample material and roughness, and it can be optimized by 
adjusting the frequency and LED parameters. Moreover, the 
value of 99 nm cannot always be achieved, since the static noise 
is dependent on the sample’s surface.  

- Confocal resolution: The confocal resolution is limited by the 
transmission of data from the controller to the computer, 15 bits, 
which results in a resolution of 122 nm (εCS).  

- Confocal linearity errors: According to the manufacturer, de 
maximum linearity error is 190 nm (εCS).  

• Piezostage inaccuracies ({0}-{LS}): The nPoint piezostage has 
been specifically designed for scanning probe and optical micro-
scopy. It has a working range of 100 μm (X) × 100 μm (Y) × 10 μm 
(Z). Its linearity errors and the value of its noise are given by the 
manufacturer.  
- The linearity errors are position dependent, with a value of 0.05 

% in the XY-plane (δ{S}
x ,δ{S}

y ) and of 0.5 % in the Z-axis (δ{S}
z ).  

- The positioning noise is 0.5 nm in the XY-plane (δ{S}
x , δ{S}

y ) and 

0.1 nm in Z-axis (δ{S}
z ).  

b) Misalignments: 
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• Misalignments between fixed base and moving platform ({0}-{1}): 
Misalignments between fixed base and moving platform occur 
during the assembly of the components and may be due to many 
causes, such as the non-parallelism between airbearing surfaces, or 
the form error of these surfaces. This results in spurious motions in 
Z-axis and rotations around X and Y-axes when the moving plat-
form displaces around its working range. The spurious motions are 
measured by the capacitive sensors and corrected in the final 
measurement.  
- Non-parallelism between capacitive probes and targets: The lack 

of parallelism between probes and targets results in a positive 
offset shift in the output, causing the target to appear closer. The 
manufacturer provides a formula to calculate this error. How-
ever, in this case, considering the maximum possible mis-
alignments, the resultant error is smaller than 1 nm, and, 
therefore, negligible.  

- Repeatability of the compensation of spurious motions in the 
measurement in Z-axis: The lack of repeatability of the 
compensation of spurious motions in Z-axis may be caused by 
numerous error sources such as target surface inaccuracies, de-
formations of the airbearings’ flexures, deformations of the air-
bearing surfaces, etc. The repeatability has been experimentally 
measured according to the following procedure: The moving 
platform trajectory has been programmed to stop along a mesh of 
points separated 5 mm in X and Y-axes. At these points, the 
airbearings are turned off and the readouts of the capacitive 
sensors are recorded. The procedure has been repeated on 
different days and the results have been analysed. Taken into 
account the worst results with a uniform distribution, the effec-
tive value of the repeatability of the compensation at the centre 
of the moving platform is 59.04 nm (δ{1}

z ).  
- Non-orthogonality between laser system and capacitive sensors: 

The misalignments between the laser system and the capacitive 
sensors can be known by measuring the non-orthogonality be-
tween plane mirrors and capacitive targets with a Coordinate 
Measuring Machine (CMM) during the assembly phase, and the 
resultant errors compensated. Consequently, in the uncertainty 
budget only the uncertainty with which the misalignment is 
measured is taken into account, that is 1.14 × 10− 6 rad for α{1}

zx 

and 1.31 × 10− 6 rad for α{1}
zy , with a uniform distribution.  

• Misalignments between confocal and moving platform ({1}-{CS}): 
The confocal sensor is fixed to the moving platform before the 
measuring procedure, and, this assembly results in misalignments. 
These angles can be obtained by calibration techniques, with an 
uncertainty that is directly related to the precision of the 
measuring system. Another option is to measure these angular 
deviations with a CMM, then, only the uncertainty of the mea-
surement would be taken into account in the uncertainty budget, 
that is 1 × 10− 5 rad for both angles, with a uniform distribution.  

• Misalignments between inferior base and levelling system with 
piezostage {0}-{LS}. As previously stated, the levelling system that 
contains the piezostage is adjusted before the measuring procedure 
using the motorized micrometre.  
- Angular deviation between X-axes of the laser system and the 

piezostage (ε{LS}
z,0 ). This angular deviation can be obtained by 

calibration techniques or measured by the CMM with an uncer-
tainty of 1 × 10− 5 rad.  

- Rotation around X and Y-axes ε{LS}
x,o , ε{LS}

y,o of the piezostage. As in 
the previous case, these angular deviations can be obtained by 
calibration techniques with an uncertainty that depends on the 
measuring instrument, or directly measured by an adequate in-
strument. In this work, it is considered that these angles are 

obtained with an electronic level (EL), with a resultant uncer-
tainty of 4⋅10− 5 rad.  

- Sensibility of the motorized micrometre: The sensibility of this 
micrometre is 0.1 µm, and it affects the determination of the final 
position of the piezostage, resulting in an uncertainty of 5.9⋅10− 7 

rad in ε{LS}
x,o and 1.26⋅10− 6 rad in ε{LS}

y,o .  
c) Environmental deviations: 

• Thermal expansion in Z-axis: The main contributors are the ther-
mal expansion of: the airbearings, the metrology frame, the 
confocal holder and the confocal sensor itself. The thermal 
expansion of the NanoPla in Z-axis affects the final measurement of 
the confocal sensor ({CS}). The effect of the temperature in the 
confocal sensor has been studied, using the piezostage as sample 
holder. However, due to the internal complexity of the sensor, 
compensating this error has not been possible. Therefore, the 
thermal expansion in Z-axis is considered as an uncertainty, and its 
value is the maximum observed deviation in the confocal sensor 
measurement per degree Celsius: 65 nm/⁰C (εCS).  

• Thermal expansion of the piezostage: During the scanning process, 
the thermal deviations in the XY-plane are caused by the expansion 
of the piezostage (δ{S}

x , δ{S}
y , δ{S}

z ). However, according to the 
manufacturer, the closed-loop range of the system will be unaf-
fected by a small temperature change, so that this error influence 
has been not considered. 

4. Total uncertainty budget calculation using Monte Carlo 
simulations 

Once all uncertainty contributors have been identified and their 
values and probability distributions characterized, in this section Monte 
Carlo method is used to propagate the uncertainties in the mathematical 
error model (Equation (14)) by performing random sampling from 
probability distributions. In this work, 100,000 iterations are performed 
in order to obtain a representative set of data. It has been verified that 
for this number of iterations the results stabilize and have a statistical 
sense, a higher number of iterations (i.e. 1,000,000) results in a varia-
tion in the results of less than 1 nm, thus, a higher number of iterations is 
not necessary. 

4.1. Input of the Monte Carlo simulation 

Table 1 and Table 2 show the uncertainty contributors during the 
positioning and the scanning process, respectively, which are taken into 
account in the Monte Carlo simulations. In the tables, apart from the 
value of each contributor (previously justified in section 3.2), it is also 
detailed how the uncertainty estimation has been obtained: the value 
can be given by the manufacturer (M), obtained by experimental mea-
surements (E), or from scientific literature and references (R). The tables 
also show the probability distribution (PD) of the uncertainty contrib-
utor, and its standard deviation. The standard deviation is calculated 
directly from the Monte Carlo simulation output set of data. 

4.2. Resultant measuring uncertainty along the NanoPla working range 

As it can be seen in Equations 15 and 16, the final uncertainty in the 
measurement is position-dependent, thus, the simulation must be per-
formed for different points in the XY coordinates (x{1}

, y{1}) that cover 
the working range of the moving platform (±25 mm, ±25 mm) and the 
XYZ coordinates (x{s}

, y{s}
, z{s}) that cover the working range of the 

piezostage (±50 µm, ±50 µm, ±10 µm). 
At each position, the Monte Carlo simulation provides a dataset of n 

= 100,000 results for the final value of the uncertainty of the mea-
surement in XYZ-coordinates. Fig. 6a shows the dataset obtained for the 
measuring uncertainty at the border of the NanoPla working range, 
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when the moving platform nominal position is x{1} = 0 mm, y{1} =

25 mm, the piezostage nominal position is x{s} = 50 μm, y{s} = 50 μm, 
z{s} = 5 μm, the confocal sensor readout, zexp

CS , has been set equal to 2 
mm, and its position offset, zCS

o , equal to 0 mm. At this position, the 
expanded uncertainty that provides an interval with 95 percent of the 
resultant values of the Monte Carlo simulation are the following at X, Y 
and Z-axes respectively: U95,x = 247.24 nm, U95,y = 93.26 nm, U95,z =

944.22 nm. 
In addition, to study how the measuring uncertainty varies along the 

working range of the NanoPla, Monte Carlo simulations have been 
performed along different points covering the area. Fig. 6b shows the 
measuring uncertainty along one quadrant of the working range, since 
the results are symmetric with respect to X and Y-axes. These measuring 
uncertainties (ux, uy, uz) have been calculated as the standard deviation 
of the 100,000 results obtained for each position (k = 1). In all the cases, 
the piezostage nominal position is x{s} = 50 μm, y{s} = 50 μm, z{s} =

5 μm, to consider the highest possible contribution. In addition, the 
confocal sensor readout, zexp

CS , has been set equal to 2 mm, and its position 
offset, zCS

o , equal to 0 mm. 
As shown in Fig. 6b, the measuring uncertainty in Z-axis is the 

highest along the whole working range, being 169.81 nm at the position 
X = 0.05 mm, Y = 0.05 mm, Z = 0.005 mm. This is due to the fact that 
the confocal sensor measuring errors are one of the highest contributors. 
In addition, as shown in Equation 16, the angular deviations of the 
levelling system and the piezostage around X and Y-axes (εLS

x,o, εLS
y,o) 

contribute to the measuring uncertainty in Z-axis, multiplied by the 
displacement of the moving platform in X and Y-axes (x{1}

, y{1}), thus, it 
increases when the moving platform displaces from the reference posi-
tion (0,0), being 836.19 nm at the position X = 25.05 mm, Y = 25.05 
mm, Z = 0.005 mm. 

Similarly, the uncertainty in X-axis increases when the platform 
displaces along Y-axis, and the uncertainty in Y-axis increases when the 
platform displaces in X-axis. Fig. 6b shows that the measuring uncer-
tainty in X and Y-axes at the position X = 0.05 mm, Y = 0.05 mm is ux =

57.72 nm and uy = 57.40 nm, respectively; the measuring uncertainty at 
the position X = 12.55 mm, Y = 12.55 mm is ux = 92.36 nm and uy =

92.13 nm, while the measuring uncertainty at the position X = 25.05 
mm, Y = 25.05 mm is ux = 154.70 nm and uy = 155.08 nm. However, 

considering relative uncertainties, at the position X = 12.55 mm, Y =
12.55 mm, the relative uncertainty in X and Y-axes are ux/x = 7.34 nm/ 
mm and uy/y = 7.34 nm/mm, while at the position X = 25.05 mm, Y =
25.05 mm, the relative uncertainties are ux/x = 6.18 nm/mm and uy/y 
= 6.19 nm/mm. This is due to the fact that one of the contributors in X 
and Y-axes is the angular deviation of the piezostage (εLS

z,o) multiplied by 
the displacement of the moving platform in Y-axis in the case of the X- 
axis measuring uncertainty, and by the displacement in X-axis, in the 
case of the Y-axis measuring uncertainty. Therefore, in the three axes, 
the measuring uncertainty is magnified when the moving platform is 
displaced from the reference position (0,0). 

On the other hand, in order to study the influence of the piezostage 
positioning uncertainty, the measuring uncertainty has been calculated 
along different points of its working range in the XY-plane, and for z{s} =

5 µm. The moving platform is considered to be at the reference position 
(0,0), in order to cancel the errors associated to its displacement. 
Similarly, due to the fact that the errors of the confocal sensor are much 
higher than the piezostage errors, they have been eliminated in this 
calculation, considering that the NanoPla could integrate more precise 
instruments. The capacitive sensor system, as well as the laser system are 
part of the NanoPla and are not exchangeable, thus, their influence has 
been maintained. Fig. 7a shows the dataset obtained for the measuring 
uncertainty at the border of the piezostage working range, when its 
nominal position is x{S} = 0 µm, y{S} = 50 µm and z{S} = 5 µm. At this 
position, the expanded uncertainty that provides an interval with 95 
percent of the resultant values of the Monte Carlo simulation are the 
following at X, Y and Z-axes respectively: U95,x = 48.19 nm, U95,y =

52.88 nm, U95,z = 139.33 nm. The error map is shown in Fig. 7b. As seen, 
the measuring uncertainty in X and Y-axes increases when the piezo-
stage displaces from its reference position (0,0), this is due to the fact 
that the uncertainty of the angular deviations of the piezostage (εLS

x,o, εLS
y,o,

εLS
z,o) are multiplied by the displacement. However, since the piezostage 

displaces in a small range, the variation of the measuring uncertainty is 
minimal. The main uncertainty contributors in X and Y-axes are the laser 
system measuring errors, the thermal expansion of the metrology frame 
and the linearity errors of the piezostage. In Z-axis, one of the main 
contributors to the measuring uncertainty are the measuring errors and 
repeatability of the capacitive sensors system, which is independent on 
the displacement. 

Table 1 
Uncertainty contributors of the positioning process.  

Error type Source and 
parts 

Description Compo- 
nent 

Value  Method PD Standard 
deviation 

Components 
inaccuracies 

Laser system 
{0}-{1}  

Wavelength instability δ{1}
x =δ{1}

y 

ε{1}
z 

<50 ppb M Uniform 0.7 nm 
1.9 × 10− 8 rad 

Sensor resolution δ{1}
x =δ{1}

y 

ε{1}
z 

1.58 nm  M Uniform 0.5 nm 
1.2 × 10− 8 rad 

Laser beam mixing δ{1}
x =δ{1}

y 

ε{1}
z 

<2 nm  M Uniform 1.2 nm 
4.2 × 10− 8 rad 

RMSD δ{1}
x =δ{1}

y 

ε{1}
z 

5.4 nm  E [36] Normal 5.4 nm 
1.97 × 10− 7 rad 

System misalignments Laser system 
{0}-{1}  

Plane mirror form errors δ{1}
x =δ{1}

y 

ε{1}
z 

633/10 nm per 100 
mm 

M Uniform 15.8 nm 
5.72 × 10− 7 rad 

Misalignment between laser beam and plane 
mirror 

δ{1}
x =δ{1}

y 

ε{1}
z 

≪ 1 nm M Negligible 

Misalignment between laser beams and plane 
of motion 

δ{1}
x =δ{1}

y 

ε{1}
z 

<25 nm R [37] Uniform 14.4 nm 
3.71 × 10− 7 rad 

Non-squareness between laser beams α{1}
xy 1 × 10− 6 rad R [37] Uniform 5.77 × 10− 7 rad 

Environmental 
deviations 

Laser system 
{0}-{1}  

Refractive index environmental compensation δ{1}
x =δ{1}

y 

ε{1}
z 

1 ppm  M Uniform 2.5 nm 
6.4 × 10− 8 rad 

Metrology 
frame 
{0}-{1} 

Thermal expansion δ{1}
x δ{1}

y ε{1}
z 19 nm 

24 nm  
E [36] Normal 19 nm 

24 nm 
4.35 × 10− 7 rad  
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4.3. Influence of the NanoPla different contributors in the final measuring 
uncertainty 

In order to study the individual contribution of the different com-
ponents of the NanoPla, Monte Carlo simulations have been performed 
considering their influence separately. The contributors have been 
divided by components: laser system, capacitive sensors, confocal 
sensor, piezostage and motorized micrometer. Moreover, all the mis-
alignments in the assembly are also considered as a unique contributor, 
since they can be reduced during the assembly and evaluated by cali-
bration methods. Similarly, thermal expansion is also considered as a 
unique contributor, since it can be reduced by improving the tempera-
ture control. However, laser system refractive index environmental 
compensation and plane mirror form errors are considered inside the 
laser system contribution, since they are intrinsic to the laser system. 
Table 3 shows the results for the moving platform at the reference po-
sition (x{1} = 0, y{1} = 0), and at the edge of its working range (x{1} =

25, y{1} = 25). In all the cases, the piezostage nominal position is x{s} =

50 μm, y{s} = 50 μm, z{s} = 5 μm, to consider the highest possible 
contribution. In addition, the confocal sensor readout, zexp

CS , has been set 

equal to 2 mm, and its position offset, zCS
o , equal to 0 mm. It can be 

observed that, at the reference position, the highest contributor in X and 
Y-axes are the misalignments in the assembly, followed by the thermal 
expansion, while the highest contributor in Z-axis is the confocal sensor, 
followed by the misalignments in the assembly. Similarly, at the edge of 
the NanoPla working range, the highest contributors in the three axes 
are the misalignments in the assembly, which are the only errors whose 
influence is highly amplified when the moving platform displaces from 
the reference position. 

In addition, from Equations 15 and 16, it can be inferred that the 
magnitude of the confocal sensor readout (zexp

CS ) affects the final mea-
surement uncertainty, which have a maximum range of 4 mm (±2 mm). 
Similarly, the position of the confocal sensor in Z-axis (zCS

o ) also affects 
the final measurement uncertainty. 

The influence of the magnitude of the position of the confocal sensor, 
zCS

o , and the magnitude of its readout, zexp
CS , are following studied at the 

reference position of the moving platform (0,0), to cancel the errors 
caused by its displacement, none of the other uncertainty contributors 
has been cancelled in this calculation. The results are shown in Table 4. 

It can be inferred from Table 4 that the position of the confocal 

Table 2 
Uncertainty contributors of the scanning process.  

Error type Source and parts Description Compo-nent Value Method PD Standard 
deviation 

Components’ 
inaccuracies 

Capacitive sensors 
{0}-{1} 

RMSD δ{1}
z ε{1}

x ε{1}
y C1 = C2 = C3 =

57.08 nm 
E [38] Uniform 34.2 nm 2 

2.58 × 10− 7 

rad 
2.42 × 10− 7 

rad 
Positioning error δ{1}

z ε{1}
x ε{1}

y C1 = 28 nm 
C2 = 202 nm 
C3 = 164 nm 

M Uniform 60.80 nm 2 

2.84 × 10− 7 

rad 
3.52 × 10− 7 

rad 
Confocal sensor 
{CS} 

Static Noise εsc 99 nm E, M Normal 99 nm 
Resolution εsc 122 nm E, M Uniform 70.4 nm 
Linearity errors εsc 190 M Uniform 109.7 nm 

Piezo 
stage 
{LS}-{S} 

Linearity errors δ{S}
x =δ{S}

y 

δ{S}
z 

0.05 % 
0.5 % 

M Uniform 14.4 nm 1 

1.4 nm 1 

Positioning noise δ{S}
x =δ{S}

y 

δ{S}
z 

0.5 nm 
0.1 nm 

M Uniform 0.5 nm 
0.1 nm  

Motorized micro-metre 
{LS}-{S} 

Sensibility ε{LS}
x,o ε{LS}

y,o 5.9⋅10− 7 rad 
1.26⋅10− 6 rad 

M Uniform 3.41 × 10− 7 

rad 
7.26 × 10− 7 

rad 
System 

Misalignments 
Capacitive sensors and 
targets 
{0}-{1} 

Non-parallelism between probes and 
targets 

δ{1}
z ε{1}

x ε{1}
y ≪ 1 nm M, R Negligible 

Repeatability of the compensation δ{1}
z ε{1}

x ε{1}
y C1 = C2 = C3 =

171 nm   
E Uniform 59.1 nm 2 

4.48 × 10− 7 

rad 
4.18 × 10− 7 

rad 
Non-orthogonality between laser 
system and capacitive sensors 

α{1}
zx α{1}

yz 1.14 × 10− 6 rad  

1.31 × 10− 6 rad 

E (CMM) Uniform 1.14 × 10− 6 

rad  

1.31 × 10− 6 

rad 
Confocal sensor and 
moving platform 
{1}- {CS} 

Angular deviation of the sensor Z-axis ε{CS}
x = ε{CS}

y 1 × 10− 5 rad E (CMM) Uniform 5.78 × 10− 6 

rad 

Levelling system and 
fixed base 
{0}- {LS} 

Angular deviation of the piezostage ε{LS}
x =

ε{LS}
y ε{LS}

z 

4 × 10− 5 rad 
1 × 10− 5 rad 

E (EL) 
E (CMM) 

Uniform 2.31 × 10− 5 

rad 
5.78 × 10− 6 

rad 
Environmental 

deviations 
Thermal expansions 
{CS} 
{0}-{LS} 

Thermal expansion confocal sensor 
{CS} 

εsc 65 nm/⁰C E (external 
setup) 

Weibull 39.44 nm 

Thermal expansions piezostage 
{0}-{LS} 

δ{S}
x =δ{S}

y 

δ{S}
z 

≪ 1 nm M Negligible  

1 Position dependent. Value shown for the position X = 50 µm; Y = 50 µm; Z = 5 µm of the piezostage (worst case scenario). 
2 Effective value at the center of the moving platform. Position dependent, value shown for the position X = 25 mm; Y = 25 mm (worst case scenario). 
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sensor in the moving platform has a great influence in the final 
measuring uncertainty in X and Y-axes. Equation (15) shows that this is 
because in X-axis, zCS

o is directly multiplied by the angular deviations 
ε{LS}

y,o , ε{1}
y , being ε{LS}

y,o the most significant. The term zCS
o is also included 

in the calculation of Z-axis measuring uncertainty (Equation 16), but, in 
this case, it is multiplied by angular deviations that are, in turn, multi-
plied between themselves, reducing their effect. That is why, the Z-axis 
measuring uncertainty seems unaffected by the variation of zCS

o . 
It can also be inferred from Table 4 that, when the magnitude of the 

confocal sensor readout increases, the measuring uncertainty also in-
creases significantly in X and Y-axes. As shown in Equation (15), this is 
due to the fact that, in the case of X-axis, the value zexp

CS , is directly 
multiplied by the angular deviations εLS

y,o, εCS
y,o and ε{1}

y , being εLS
y,o the most 

significant (Table 2). The measuring uncertainty in Z-axis seems to be 
unaffected by the variations of zexp

CS , that is because, although, zexp
CS is also 

multiplied by angular deviations in the calculation of Z-axis measuring 
uncertainty (Equation 16), they are also multiplied between themselves, 
reducing their effective value. 

4.4. Good practices inferred from the Monte Carlo simulations 

In this section, it has been analyzed how the position of the NanoPla 
affects its final uncertainty. The displacement of the moving platform 
along its working range (±25 mm, ±25 mm) has a great effect in the 

three coordinates of the measuring uncertainty, due to the fact that the 
angular errors are amplified by the distance, being the main uncertainty 
contributor when displacing from the reference position (0,0). In 
contrast, the short-range displacement of the piezostage along its 
working range (±50 µm, ±50 µm) has an insignificant influence in the 
final uncertainty. Therefore, in order to minimize the errors caused by 
the moving platform displacement, the sample should be placed 
centered in the NanoPla working range, by matching, when possible, the 
center of the sample with the NanoPla reference position (0,0). In this 
manner, the displacements from the reference position will be mini-
mized, and, hence, the measuring uncertainty. Moreover, it has been 
observed that the uncertainties in the determination of the angular de-
viations of the levelling system and piezostage (εLS

x,o, εLS
y,o, εLS

z,o) are the 
highest contributors, thus, they should be minimized by using more 
precise instruments for their determination, or by defining calibration 
procedures. 

On the other hand, Monte Carlo simulations prove that the confocal 
sensor position and its readouts also have a significant effect in the final 
measuring uncertainty. The smallest uncertainties are achieved when 
the offset of the confocal sensor origin (zCS

o ) is equal to zero, that is when 
the reference readout of the confocal sensor is coincident with the point 
at which the XY-plane of the laser system intersects with the confocal 
sensor beam (Fig. 8). It must be noted that in order to do that, the 
measured surface must also intersect with the laser system XY-plane. In 
addition, when possible, the whole measuring surface of the sample 
should be contained inside the working range of the confocal sensor. 

Finally, the magnitude of the confocal sensor readouts also 

Fig. 6. (a) Scatter diagram of the final uncertainty in n = 100,000 measure-
ments, at the position X = 0.05 mm, Y = 25.05 mm and Z = 0.005 mm. (b) 
Measuring uncertainty map along the working range of the NanoPla. 

Fig. 7. (a) Scatter diagram of the final uncertainty in n = 100,000 measure-
ments, at the position X = 0 mm, Y = 0.05 mm and Z = 0.005 mm. (b) 
Measuring uncertainty map along the working range of the piezostage, with the 
moving platform at the reference position (0,0). 
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influences the final measuring uncertainty. In order to minimize the 
maximum measured value, the reference of the confocal sensor readouts 
should be taken at a point of the sample surface that is neither a valley, 
nor a peak. As it is shown in Table 4, an offset as small as 1 mm in any of 
these two values, increases around 28 % the measuring uncertainty in X 
and Y-axes, so it is important to standardize this process in order to 
minimize possible deviations caused by the human factor. Fig. 8 shows a 
correct positioning of the sample and the confocal sensor. As it can be 
seen, the sample surface is contained in the 4-mm working range of the 
confocal sensor. The reference of the confocal sensor readouts is taken at 
the point of the sample surface at which the sensor beam intersects with 
the laser system XY-plane. In order to achieve that, it may be necessary 
to use auxiliary elements to take the reference readout of the confocal 
sensor, and to elevate the sample to the right level, before the 
measurement. 

5. Conclusions 

This work presents a procedure for performing an uncertainty budget 
in order to estimate the final measuring uncertainty of a precision 
metrology system after error compensation, using Monte Carlo simula-
tions. This procedure is implemented in the NanoPla, a 2D-long range 
nanopositioning stage, with a confocal sensor integrated. During the 
design of the NanoPla, in previous works, precision system design 
principles, such as error budget, have been applied. Once the NanoPla is 
a functional system, its errors have been characterized and compensated 
when possible. Therefore, in this work, when the errors are compen-
sated, only the uncertainty of that compensation affects the final mea-
surement, and, thus, the final measuring uncertainty. 

The first step of the uncertainty budget procedure is knowing the 
structure, the parts and the components of the system, as well as its 
measuring procedure. In the specific case of the NanoPla, the measuring 
procedure consists in a positioning process, and, in a scanning process, 
which are performed separately and consecutively. Then, the mathe-
matical error model needs to be obtained. For that purpose, it is 
important to define a coordinate reference system for each part, and 
identify all the relative movements between them. Once this is done, the 
uncertainty budget contributors must be identified, characterized and 
located in the transformation matrixes and vectors of the mathematical 
error model. The uncertainty budget contributors are divided into two 
groups, depending on whether they occur during the positioning process 
or during the scanning process. Inside these groups, they are divided into 
three subgroups, depending on their cause: component inaccuracies, 
misalignments between parts and environmental deviations. Then, 

Table 3 
Contribution to the measuring uncertainty of the NanoPla components.  

x{1}
, y{1} Contributor ux [nm] ux [%] uy [nm] uy [%] uz [nm] uz [%] 

0 mm, 
0 mm 

Laser system  16.84 8.56 %  11.91 4.30 % 0 0.00 % 
Capacitive sensors  0.86 0.02 %  0.77 0.02 % 60.83 12.80 % 
Confocal sensor  11.56 4.04 %  11.54 4.03 % 142.11 69.88 % 
Piezostage  14.46 6.31 %  14.49 6.36 % 14.44 0.72 % 
Motorized micrometre  1.45 0.06 %  0.68 0.01 % 0.04 0.00 % 
Misalignments in the assembly  48.17 70.07 %  47.30 67.76 % 57.06 11.27 % 
Thermal expansion  19.02 10.93 %  24.05 17.52 % 39.23 5.33 % 
Total  57.72 100 %  57.40 100 % 169.81 100 % 

25 mm, 
25 mm 

Laser system  16.88 1.18 %  11.92 0.59 % 0 0.00 % 
Capacitive sensors  0.86 0.00 %  0.77 0.00 % 69.89 0.70 % 
Confocal sensor  11.56 0.55 %  11.54 0.55 % 142.40 2.92 % 
Piezostage  14.46 0.87 %  14.49 0.87 % 14.44 0.03 % 
Motorized micrometre  1.45 0.01 %  0.68 0.00 % 20.06 0.06 % 
Misalignments in the assembly  152.06 95.88 %  152.34 95.63 % 816.65 96.06 % 
Thermal expansion  19.05 1.50 %  23.95 2.36 % 39.46 0.22 % 
Total  154.70 100 %  155.08 100 % 836.19 100 %  

Table 4 
Measuring uncertainty of the NanoPla for different values of zCS

o and zexp
CS .  

zCS
o [mm] zexp

CS [mm] x{1}
, 

y{1}
x{s}

, y{s}
, 

z{s}

ux 

[nm] 
uy 

[nm] 
uz 

[nm] 

20 0 0, 0 0, 0, 0  463.36  462.89  170.31 
10 0 0, 0 0, 0, 0  233.11  232.60  169.67 
1 0 0, 0 0, 0, 0  37.32  36.83  169.54 
0 0 0, 0 0, 0, 0  29.17  28.67  169.67 
0 1 0, 0 0, 0, 0  37.65  37.28  169.41 
0 2 0, 0 0, 0, 0  55.90  55.36  169.30 
0 4 0, 0 0, 0, 0  99.71  99.35  169.40  

Fig. 8. Scheme of the confocal sensor position with respect to the Laser system XY-plane and the sample.  
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Monte Carlo method is used to propagate the uncertainties in the 
mathematical error model, and to obtain the final measuring uncertainty 
of the NanoPla along its working range, considering all the casuistry, 
such as different positions of the confocal sensor. The results show that 
the measuring uncertainty is position dependent, and, it increases when 
the moving platform displaces further from its reference position (0,0). 
In addition, the confocal sensor position in Z-axis in the moving plat-
form, which depends on the sample surface height, is also a relevant 
uncertainty contributor. After analyzing the results, good practices 
during the measuring procedure are proposed to minimize the final 
measuring uncertainty. 

Using the NanoPla as a case study, our work provides a methodology 
that is totally reproducible in any precision system, being this a 
remarkable scientific contribution. For that reason, the transformation 
matrices and vectors of the mathematical model are defined thoroughly, 
being this part one of the most crucial for the correct calculation of the 
uncertainty budget. Another crucial part is the uncertainty contributors’ 
identification. In this work, authors also define each of them for the 
NanoPla case as a way to help reproducibility of this analysis in different 
works with other precision systems, whose uncertainty contributors will 
probably be similar. It must be highlighted that the uncertainty budget 
presented in this work is performed on a functional system and, thus, the 
contributors to the measuring errors can be directly measured and 
compensated when possible. For this reason, it is important to define 
how they are measured to estimate the uncertainty of their compensa-
tion. In addition, although in a functional system is not possible to make 
changes in the structural design anymore, the uncertainty budget allows 
optimizing the operating procedure to minimize some of the uncertainty 
contributions. 

In this article, the measuring scanning process is considered inde-
pendent from the positioning process. Nevertheless, the NanoPla is also 
capable of measuring while performing motion. In this type of mea-
surement, more error contributors are involved, such as dynamic errors. 
For that case, a new uncertainty budget should be performed. In this 
line, future work should focus on defining calibrations procedures to 
reduce the uncertainty of the compensation of angular deviations of the 
piezostage, which are the greatest contributors when the NanoPla dis-
places from its reference position. 

Funding 

This research was funded by the Ministerio de Ciencia e Innovación 
(MCI) of the Spanish government, the Agencia Estatal de Investigación 
(AEI) of Spain, and the Fondo Europeo de Desarrollo Regional (FEDER), 
project RTI2018-097191-B-I00 “MultiMet”; and by Gobierno de Aragón 
(Ref. Group T56_20R) and co-funded with Feder 2014–2020 “Con-
struyendo Europa desde Aragón”. 

CRediT authorship contribution statement 
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