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Abstract

This article presents original probabilistic forecasting models for day-ahead hourly energy generation forecasts for a
hotovoltaic (PV) plant, based on a semi-parametric approach using three deterministic forecasts. Input information of these
ew models consists of data of hourly weather forecasts obtained from a Numerical Weather Prediction model and variables
elated to the sun position for future instants. The proposed models were satisfactorily applied to the case study of a real-life
V plant in Portugal. Probabilistic benchmark models were also applied to the same case study and their forecasting results
ompared with the ones of the proposed models. The computer results obtained with these proposed models achieve better
oint and probabilistic forecasting evaluation indexes values than the ones obtained with the benchmark models.
2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
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1. Introduction

The need to integrate power generating plants based on renewable sources into electric power system has boosted
he installation of photovoltaic (PV) plants. The installed power capacity of PV plants worldwide has exceeded 843
W by the end of 2021 [1], and a large expansion is foreseen until 2030, reaching a global energy generation
etween 2.4 and 6.1 thousand TWh, depending on the growth scenario considered [2]. However, energy production
rom PV plants is affected by sunlight, temperature, cloud cover, etc., which makes its power production highly
ariable over time. Thus, as the level of power integration from PV plants into the power system grows along the
oming years, the need for accurate and reliable short-term forecasting models (STFMs) of their power production
ill increase. The forecast of power generation in PV plants is necessary for the correct operation of the power

ystem, helping to reduce costs and uncertainties [3].

∗ Corresponding author.
E-mail address: luisalfredo.fernandez@unirioja.es (L.A. Fernandez-Jimenez).
https://doi.org/10.1016/j.egyr.2023.01.059
2352-4847/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http:
//creativecommons.org/licenses/by-nc-nd/4.0/).

Peer-review under responsibility of the scientific committee of the 3rd International Conference on Power, Energy and Electrical Engineering,
PEEE, 2022.

http://www.elsevier.com/locate/egyr
https://doi.org/10.1016/j.egyr.2023.01.059
http://www.elsevier.com/locate/egyr
http://crossmark.crossref.org/dialog/?doi=10.1016/j.egyr.2023.01.059&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:luisalfredo.fernandez@unirioja.es
https://doi.org/10.1016/j.egyr.2023.01.059
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


L.A. Fernandez-Jimenez, C. Monteiro and I.J. Ramirez-Rosado Energy Reports 9 (2023) 495–502

a
S
d
f
t
w
p
t

v
f
c
o
i
t
d

P
m
a
c
m
f
t
r

p
u
o
t
v
w
o
(
w
s

t
b
p
c

2

d
B

STFMs (horizons up to 72 h) have had the greatest development in literature, as they enable interesting
pplications for PV plants managers (preparing bids to electricity markets) and for Transmission or Distribution
ystem Operators (scheduling of power system operations). STFMs for PV plants can be approached by two
ifferent perspectives. The first one, more traditional, corresponds to deterministic or point-forecast models. The
orecast with these models is focused on the expected mean/average value of the hourly PV energy generation at
he desired future instant. Deterministic forecasting models are not able to quantify the uncertainties associated
ith the predicted value. In contrast, the second type of models are capable of such quantification. These are the
robabilistic forecasting models (PFMs), which are gaining interest as they provide predictions for the future with
heir associated probability, allowing the risk of a decision relying on such predictions to be quantified [4].

PFMs are intended to obtain a probability density function (PDF) of the predicted variable or the range of
alues where it will be according to a confidence level [5]. In the development of PFMs a statistical distribution
or the PDF of the predicted variable can be assumed beforehand. This is the case of the parametric approach; by
ontrast, the nonparametric approach does not assume any distribution. Parametric PFMs fit the forecasting errors
f a deterministic model to a supposed density function. In [6] a parametric PFM for solar irradiance prediction
s presented where a normal distribution is assumed to calculate prediction intervals with the idea of transferring
hem to PV power intervals. Another work [7], describing a parametric PFM for solar irradiance, assumes a normal
istribution for the error of the deterministic forecast provided by the combination of two linear models.

Van der Meer et al. [5] present a description of the methods (parametric and nonparametric) used for PFMs of
V plants production, with their most relevant characteristics, and show that the quantile regression has been the
ost widely used method. The inclusion, as explanatory variables, of forecasts of weather variables obtained with
Numerical Weather Prediction (NWP) model and variables related to the solar position at the future instant can

onsiderably reduce the forecasting error [8]. A review of the latest advances in the development of forecasting
odels for PV plants can be found in [9,10]. The new forecasting models are becoming more and more complex,

ocusing the development of probabilistic models on the nonparametric approach. Despite this, we consider that
here is still room for models based on the parametric approach that can be competitive (similar or better forecasting
esults) against those of the nonparametric approach.

This paper presents two PFMs (called PFMB1 and PFMB2 models) for the hourly energy generation of a PV
lant for the next day. These PFMB models are semi-parametric models, in the sense that the Beta distribution is
sed for the PDF of the hourly PV energy generation variable, although the parameters of such Beta distribution are
btained by two deterministic forecasting models. The first model, PFMB1, only uses explanatory variables related
o the sun position in the forecasting horizon, while the second model, PFMB2, uses also forecasts of weather
ariables for that future instant. Their forecasting results, for a real PV plant, are compared with those obtained
ith two benchmark probabilistic models, being superior those obtained by models PFMB1 and PFMB2. The best
f the two proposed models, the PFMB2 model, by providing as forecasting result the probability density function
PDF) of the hourly power generated in the PV plant at the future instant, can be useful both for plant managers,
ho can evaluate his/her risks when offering the PV energy produced in the electricity market, and for distribution

ystem operators.
This article is structured as follows: Section 2 presents the proposed PFMB models, with the methodology used

o determine the parameters of the selected PDF distribution (Beta distribution). Section 3 presents probabilistic
enchmark models and the evaluation indexes used for comparisons of PV power forecasting results. Section 4
resents a case study and the application of the proposed and benchmark models to a real-life PV plant with the
omparisons of their results. Section 5 presents the conclusions of this article.

. The PFMB models

The PFMB models seek to obtain the PDF for the PV energy generated in each of the hours of the following
ay. A Beta distribution has been chosen for its flexibility in modelling the variable to be predicted. The PDF of a
eta distribution for the hour h is given by (1), where α (h) represents the value of the first parameter for hour h

(α (h) > 0), β (h) the value of the second parameter (β (h) > 0), and B(α(h), β(h)), represents the Beta function
for hour h, defined by (2).

f (x; α (h) , β(h)) =
xα(h)−1 (1 − x)α(h)−1

0 < x < 1 (1)

B(α(h), β(h))
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B(α(h), β(h)) =

∫ 1

0
zα(h)−1 (1 − z)β(h)−1 dz (2)

The methodology is structured in two stages: a first stage of normalization of the variable to be predicted and
second stage of calculation of the parameters of the Beta distribution for the prediction horizon. Three point

orecasting models are used, one in the first stage and two in the second stage, as it is described in the next
aragraphs.

Since the Beta distribution is only defined in the range [0,1], it is necessary to normalize the hourly energy
roduced in the PV plant by (3),

En (h) =
E (h)

EM AX (h)
(3)

here En (t) represents the normalized hourly PV energy generation, in per unit, at hour h; E (h) represents the
ourly PV energy generation, in MWh, at hour h; and EM AX (h) represents the maximum value of hourly PV energy
eneration, in MWh, at hour h, which corresponds to the value that would be generated in the PV plant under a
lear-sky condition. In this work we have used an ensemble of artificial neural networks to calculate the EM AX (h)

alue.
In the second stage, two point forecasting models are used to provide the value of the point forecast of the

ormalized hourly PV energy generation, Ên (h), and the point forecast value of the square of the normalized
ourly PV energy generation, Ê2

n (h), both for hour h. Both models were also implemented with ensembles of neural
etworks. The values of the two parameters of the Beta distribution for hour h are obtained by the matching moments
ethod [11], as expressed in (4), where both parameters are calculated from the expected value of the normalized

ourly PV energy generated for hour h and the expected value of the square of the normalized hourly PV energy for
our h. These expected values are the forecasted ones for hour h obtained from the previous point forecasting models.
otice that the denominators of (4) correspond to the variance of the hourly PV energy generation normalized
ariable.

α (h) =

Ên (h) ×

(
Ên (h) − Ê2

n (h)
)

Ê2
n (h) −

(
Ên (h)

)2 β (h) =

(
1 − Ên (h)

)
×

(
Ên (h) − Ê2

n (h)
)

Ê2
n (h) −

(
Ên (h)

)2 (4)

The values of both parameters must be greater than zero, which is a condition imposed by the Beta distribution.
herefore, (4) must meet some conditions: the denominator and the numerators must be positive, what leads to the
onstraints given on the left side of (5). These restrictions are fulfilled by applying the corrections expressed on the
ight-hand side of (5),⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Ên (h) > 0

Ên (h) < 1

Ê2
n (h) < Ên (h)

Ê2
n (h) >

(
Ên (h)

)2

⇒

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

i f
(

Ên (h)
)

≤ 0 then ˜̂En (h) = ϵ

i f
(

Ên (h)
)

≥ 1 then ˜̂En (h) = (1 − ϵ)

i f
(

Ên (h)
)

≥ 1 then ˜̂E2
n (h) = (1 − ϵ) ×

(
˜̂En (h)

)
i f

(
Ê2

n (h)
)

≤

(
Ên (h)

)2
then ˜̂E2

n (h) = (1 + ϵ) ×

(
˜̂En (h)

)2

(5)

here ˜̂En (h) represents the corrected point forecast value of the normalized PV energy generation for hour h; ˜̂E2
n (h)

epresents the corrected point forecast value of square of the normalized hourly PV energy generation for hour h;
nd ε is a small marginal value. Thus, the final corrected parameters, αc (h) and βc (h), of the Beta distribution are
alculated by substituting in (4) the values of Ên (t) and Ê2

n (h) by their corrected values, when the correction is
ecessary.

The expected value of the hourly PV energy generation for the hour h, i.e., its point forecast with values expressed
n MWh, in the interval [0; EM AX (h)], can be obtained by using the mean value of f (x; αc (h) , βc(h)) multiplied

y the corresponding maximum possible value for the hour h, that is, EM AX (h).
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3. Evaluation indexes and benchmark probabilistic forecasting models

In order to check the goodness of the forecasts obtained by the PFMB1 and PFMB2 models, we defined three
ndexes for models’ performance evaluations and two benchmark probabilistic forecasting models (linear quantile
egression models, LQRM1 and LQRM2).

The first two indexes were used to evaluate deterministic forecasts, and the third one to evaluate probabilistic
orecasts. The first index was the Mean Absolute Error (MAE) and the second one was the Root Mean Square Error

(RMSE) which are defined by (6) and (7), respectively,

M AE =
1
N

h2∑
h=h1

⏐⏐⏐Ê (h) − E(h)
⏐⏐⏐ (6)

RM SE =

√ 1
N

h2∑
h=h1

(
Ê (h) − E(h)

)2
(7)

here Ê (h) is the point forecast for the hourly PV energy, in MWh, generated in the PV plant for hour h; E(h) is
he real hourly PV energy generation, in MWh, for hour h; h1 and h2 are the first and the last, respectively, sunlight
ours of the evaluation time period; and N is the total number of sunlight hours in such period.

The third evaluation index was the Continuous Ranked Probability Score (CRPS), which has widely used in the
literature to evaluate probabilistic forecasts. A probabilistic forecast is characterized by its reliability or calibration,
sharpness and resolution [12]. CRPS evaluates jointly the three characteristics [13]. The instantaneous CRPS, that
is, the value corresponding to a forecast that is subsequently materialized into an actual value, is defined by (8),
assuming that the probabilistic forecast is expressed by the cumulative distribution function C F ; 1 corresponds to
the indicator function (Heaviside step function); and y is the actual value. CRPS is negatively oriented (that is, a
lower value of CRPS indicates a better forecasting performance) and its value is expressed in the same unit as the
forecasted variable.

C R P S (C F, y) =

∫
R

[C F (x) − 1 (x ≥ y)]2 dx (8)

The quantile regression consists of estimating the parameters of the functions that link the quantiles of the
dependent variable with their explanatory variables. If the functions are linear then the model is known as a Linear
Quantile Regression (LQR) model. In [14] the authors propose a method to fit the linear quantile regression model,
so that the model estimates the θ th quantile, 0 < θ < 1, of the forecasted variable on the basis of a linear
relationship, as expressed in (9), where Êθ (t)L Q R is the θ th conditional quantile of forecasted variable (hourly PV
energy generation) for the hour t; βθ is the vector of coefficients; x (h) is the vector of explanatory variables for
such moment; and δ is the error term.

Êθ (h)L Q R = βθ x (h) + δ (9)

The vector of coefficients βθ can be estimated by minimizing the loss function ρθ (z) (known as the pinball
loss function) defined by (10) so that the expected values of the vector of coefficients for the θ th quantile, β̂θ , are
obtained by (11), where i represents any sunlight hour in the fitting period and Nh is the number of data (hours)
used to fit the model. Then, the expected value of the θ th conditional quantile of forecasted variable (hourly PV
energy generation) for the hour h is obtained by (12).

ρθ (z) =

{
θ z i f z ≥ 0

(1 − θ) z i f z < 0
(10)

β̂θ = arg min
β

[ Nh∑
i=1

ρθ (E (i) − βx (i))

]
(11)

β̂θ x (h) (12)

Notice that any conditional quantile has its own vector of coefficients, β̂θ . If the vectors of coefficients of different
quantiles are computed separately, crossing quantiles can appear, i.e., Êθ1 (h)L Q R > Êθ2 (h)L Q R when θ1 < θ2. In

order to avoid crossing quantiles, the rearrangement method described in [15] was used.
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4. Case study and computer results

The PFMB models and the benchmark models were used to forecast the hourly energy production of a PV plant
laced in Portugal. The forecast is carry out at 9:00 each day, obtaining the predictions for the following day’s
unlight hours. The PV plant has a rated power capacity of 10 MW and it is composed of single-axis tracking PV
odules. The time series of hourly electric energy production of that PV plant for 41 months (from January 2017 to
ay 2020) was available. In addition to that time series, the energy production data were completed with weather

orecasts data and data related to the solar position for each of the registers of the hourly energy production of the
V plant.

The weather forecasts data were obtained from Meteogalicia, the Galician weather service [16], which provide
aily weather forecasts with high resolution for the region of Galicia (north-west of the Iberian Peninsula) and with
edium resolution for the entire peninsula. The forecasts provided by Meteogalicia for the region where the PV

lant is located include the hourly values of the main weather variables on the earth’s surface for the next 72 h,
ith a spatial resolution of about 12 km, that is, it provides the forecasts of these variables for a set of geographical
oints that form a grid with a spatial resolution of 12 km.

The forecasts for the four grid points corresponding to the geographical positions closest to the PV plant were
ownloaded from the Meteogalicia server for the whole study period. Subsequently, the forecasted value of each
eather variable for the PV plant position was calculated as the weighted average of the values for these four closest
oints. The weighting factor used was the square of the Euclidean distance between the PV plant position and the
osition corresponding to each of these four points. Initially the number of weather variables was very large, but it
as reduced to 9 after a correlation study between each weather variable and the hourly energy produced in the PV
lant. The variables thus selected are those listed in Table 1 within the group of “Forecasted weather variables”.

Table 1. Selected explanatory input variables for the probabilistic forecasting models.

Group Denomination Name of variable Meaning

Solar variables

V1 Declination Solar declination (◦)
V2 H0 Extra-terrestrial solar irradiance (W/m2)
V3 Altitude Solar altitude (◦)
V4 Azimuth Solar azimuth (◦)

Forecasted weather variables

V5 temp Temperature at 2 m (K)
V6 swflux Surface downwelling shortwave flux (W/m2)
V7 mslp Mean sea level pressure
V8 mod Wind module at 10 m (m/s)
V9 rh Relative humidity at 2 m (0 to 1)
V10 cft Cloud cover at low and mid levels (0 to 1)
V11 cfl Cloud cover at low levels (0 to 1)
V12 cfm Cloud cover at mid levels (0 to 1)
V13 cfh Cloud cover at high levels (0 to 1)

The complete set of explanatory information includes four additional variables related to the solar position for
ach one of the hours in the period under study, which are included in the group “Solar variables” of Table 1, and
hey correspond to the angle of solar declination, the extra-terrestrial solar irradiance, the angle of solar altitude,
nd the angle of solar azimuth.

In order to collect only the information relevant to PV energy generation, only data corresponding to hours of
unlight were included in the database. The complete dataset was divided in training or fitting dataset and testing
ataset. The training dataset comprised the period from January 2017 to May 2019 (29 months), and the testing
ataset comprised the period from June 2019 to May 2020 (12 months).

The selection of the distribution used in the models was carried out with a statistical analysis of the variable to
e predicted. The normalized hourly PV energy generation of the training dataset was tested with the Skewness–
urtosis plot proposed by Cullen and Frey [17], which suggested that the Beta distribution was an appropriate

hoice.
Two models, PFMB1 and PFMB2, were developed with the proposed methodology. The PFMB1 model used as

xplanatory variables only those from the “Solar variables” group of Table 1. The PFMB2 model used the two sets
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of explanatory variables, that is, the 13 variables in Table 1. The comparison of the results of both models allows
us to determine the predictive value of the variables corresponding to the group of “Forecasted weather variables”.

In the first stage, a point forecasting model was created to predict the hourly energy that would be generated in
ach hour in the case of a clear-sky day condition. This model was developed in the following steps:

1. The records corresponding to clear-sky days were selected from the database. This selection was made by
taking those records in which the value of the variable V11 was null (absence of clouds at low and medium
levels). This selection was then filtered by visual inspection of the hourly energy generation curve.

2. A Bayesian regularized neural network (BRNN) [18] was trained using as input variables only the explanatory
weather variables (V1 to V4) of this reduced dataset. This type of single hidden layer neural network
was chosen because of its better generalization characteristics and lower tendency to overfitting than back-
propagation neural networks. The number of neurons in the hidden layer was determined using a 5-folds
cross-validation procedure.

3. To improve the performance of the hourly PV energy generated forecasting model for clear-sky hours, we
used an ensemble of 100 BRNNs as the described in the previous step. Each one of the BRNNs in the
ensemble corresponded to a training process of the same BRNN with different initial weight values. Once
the ensemble was trained, the hourly PV energy generation values, assuming a clear-sky condition for all the
records in the training and testing dataset, were obtained as the mean value of those values provided by each
one of the members (BRNNs) of the ensemble.

4. The values obtained in the previous step were used to normalize the hourly PV energy generation of the
training and testing dataset according to (3).

In the second stage, two point forecasting models were developed using a similar solution to the one described
n the previous stage, that is, two ensembles of BRNNs neural networks. These models were trained to achieved
eterministic forecasts of the normalized hourly PV energy generation and of the square of the normalized hourly
V energy generation. The selection of the optimal number of neurons for the members of each ensemble was carry
ut with a 5-folds procedure with the training dataset. The mean value of the outputs of each of the two ensembles
onstituted the two deterministic forecasts needed for the determination of the parameters of the Beta distributions.
nce the ensembles were trained, they were used to obtain the forecasts for the testing dataset. These forecasts were
sed to determine the values of the two parameters of the Beta distribution for each hour in the testing dataset. Their
alues were corrected (when it was needed) by applying (5) with an ε value of 0.001. The expected value of the

hourly PV generated energy for each hour was calculated as the mean value of the corresponding Beta distribution
multiplied by the energy generated during each hour in a clear-sky day. The expected hourly PV energy values were
used to compute the RMSE and MAE indexes values for the complete testing dataset.

The probabilistic forecasts of the two PFMB models were evaluated by means of CRPS. Instantaneous CRPS
was calculated for each hour of the testing dataset using the cumulative probability function of each hourly Beta
distribution. Finally, the mean CRPS was calculated for the entire testing dataset. The values of the CRPS, RMSE
and MAE indexes obtained for the two PFMB models are shown in Table 2.

Table 2. Forecasting results for the testing dataset.

Model CRPS (MW) MAE (MW) RMSE (MW)

PFMB1 0.702 1.037 1.632
PFMB2 0.556 0.757 1.233
LQRM1 0.851 1.222 1.632
LQRM2 0.692 0.994 1.319

The two linear quantile regression models, LQRM1 and LQRM2 models, were developed by fitting their
oefficients using the training dataset for 99 quantiles, from quantile 0.01 to 0.99. The LQRM1 model used as
xplanatory variables exclusively the group of “Solar variables”, while the LQRM2 model used the total set of
xplanatory variables shown in Table 1 (variables V1 to V13). Once the coefficients were determined, they were
sed to calculate the outputs corresponding to the testing dataset. The output corresponding to the 0.5 quantile was
aken as the expected value, and the corresponding values of the RMSE and MAE indexes were determined. For

he calculation of the instantaneous CRPS for each hour, the empirical distribution formed by the 99 values of the
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quantiles was used. The results for the three evaluation indexes (CRPS, MAE and RMSE) of the linear quantile
regression models LQRM1 and LQRM2 for the testing dataset are shown in Table 2.

By comparing the prediction results shown in Table 2, various conclusions can be drawn:

• The use of weather forecast as explanatory variables improves the forecasting results of the models. Thus, the
PFMB2 model obtains better values in all the evaluation indexes than the PFMB1 model. The LQRM2 model
also performs better than the LQRM1 model.

• If we compare models using the same set of explanatory variables, PFMB models are superior to LQRM
models. Thus, the PFMB1 model presents better values of MAE and CRPS than the LQRM1 model, and
a similar value for the RMSE index. Both models use the “Solar variables” group (Table 1) as explanatory
variables. The PFMB2 model presents better values in all three evaluation indexes than the LQRM2 model.
These two models use all the explanatory variables listed in Table 1 as explanatory variables.

• From the four developed models, the PFMB2 model is the one that shows the best forecasting results from
the viewpoints of probabilistic forecast and point forecast.

Fig. 1 represents the forecasts and actual hourly PV energy generation values for the sunlight hours of seven
consecutive days in the testing period (1 Oct 2019 to 7 Oct 2019) obtained with the PFMB2 model. The expected
value of hourly PV energy generation (point forecast) is plotted in red colour; the real value is plotted in blue
colour; and the prediction intervals for 50% of probability (PI 50%, corresponding to values between quantiles 0.25
and 0.75) and for 90% of probability (PI 90%, corresponding to the values between quantiles 0.05 and 0.95).

Fig. 1. Actual and forecasted hourly PV energy generation values for sunlight hours in seven consecutive days in the testing period. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

5. Conclusions

This paper presents two novel probabilistic forecasting models, called PFMB1 and PFMB2, designed to provide
the probability density functions of hourly energy generation in a PV plant for all the hours of the following
day. These models are based on a semi-parametric approach by which the two parameters of a Beta distribution,
corresponding to the PDF of the hourly PV energy production, are determined by means of forecasts obtained from
deterministic forecasting models. Such deterministic forecasting models provide normalized values of hourly PV
energy generation and of its square value. The data are previously normalized in the range 0 to 1 using the hourly
PV energy generation in each hour assuming a clear-sky day.

The PFMB1 model uses four explanatory variables corresponding to the position of the sun with respect to
the location of the PV plant in each of the hours. The PFMB2 model uses nine additional explanatory variables
corresponding to weather forecasts. This model yields better computer forecasting results than the PFMB1 model,
illustrating the predictive value of using weather forecasts as explanatory variables.

The computer results of the two PFMB models developed with the proposed methodology, PFMB1 and PFMB2,
were compared with those provided by benchmark probabilistic forecasting models. These benchmark models used
501
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the same explanatory variables that the PFMB models. The results of the new PFMB models were better than those
of the benchmark models, from the viewpoints of probabilistic forecast and point forecast.

Further research is undergoing to improve the forecasting results of the proposed models. The new research lines
n which we are working include the extension of the explanatory variables set including new variables related to the
emporal and spatial variation of the forecasts of weather variables more directly related to the PV power production.
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