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A B S T R A C T

Power flow analyses are essential for the correct operation of power grids, however, electricity systems
are becoming increasingly complex to analyze with the conventional numerical methods. The present work
proposes a typed graph neural network based approach to solve the power flow problem. The neural networks
are trained on benchmark power grid cases which are modified by varying the injections (load and generation),
branch characteristics and topology. The solution to the power flow analysis is found when all voltage values
are known. The proposed system infers the voltage magnitude and phase and is trained so that the obtained
values minimize the violation of the physical laws that govern the system, this way the training is achieved in
an unsupervised manner. The proposed solver has linear time complexity and is able to generalize to grids with
considerably different conditions, including size, from the grids available during training. Though the training
is unsupervised and does not suppose any ground truth data, the solutions obtained are found to have a close
correlation with the conventional Newton–Raphson method. The results are additionally validated by finding
the root mean square deviation from the Newton–Raphson method, and the faster, though less accurate, DC
approximation method.
. Introduction

For correct power system operation, power flow analyses must
e executed frequently, as they are necessary for many procedures
uch as power systems planning, security assessment, management and
ptimization, Glover et al. (2012). Conventionally, the power flow
nalysis is carried out by determining and solving a set of non-linear
lgebraic equations with iterative numerical analysis methods; most
nown methods of this type have been tested at some point to solve
he power flow problem, Stott (1974) and van Amerongen (1989). In
ecent years both the importance and complexity of software modeling
f the electrical grid have increased due to higher electrical demand
nd the need to increase the sustainability of the conventional power
rid, Smith et al. (2022). These issues arise from the ambitious, yet nec-
ssary, goals for emission reduction. Electrification of diverse energy
ectors, such as heating and transport, has become a strategy for decar-
onization, this phenomenon has consequently increased the demand
nd the dependence on electricity, Xie et al. (2021). In parallel, the use
f variable renewable energy sources (VRES), such as solar and wind,
s expanding. VRES are non-dispatchable and require power systems
o become more flexible; they may cause loading in sections of the
rid where it is usually not expected and cause instability, Babatunde
t al. (2020). Many of the methods currently used for power system
odeling were developed before widespread integration of VRES and

he electrification of transport and heating, furthermore, most are
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computationally intensive. The increasing complexity of the electricity
system may become too convoluted to describe in a timely and precise
manner with conventional PF analysis approaches, thus requiring the
investigation of new tools for power system modeling (Tovar-Facio
et al., 2021).

With the emergence of artificial intelligence, many systems such
as decision trees, neural networks and fuzzy logic methods have been
applied to power system problems, Vankayala and Rao (1993) and
Lopez-Garcia et al. (2020). Amongst these approaches, artificial neural
networks (NNs) have shown promise to a certain extent, due to their
ability to synthesize complex mappings accurately and rapidly, along
with the possibility to continuously learn. However, most NNs used for
power system modeling, such as in Hu et al. (2021) and Fikri et al.
(2018), implement multi-layer perceptrons (MLPs). MLPs usually suffer
from local minima and over-fitting issues, in addition to not scaling
well to larger power grids; MLP based models cannot be used for grids
of different size or configuration from the ones they are trained on.

Recently, graph neural networks (GNNs) have gained popularity for
learning structured data and transferring learned information beyond
training conditions (Battaglia et al., 2018). These methods convey
strong relational inductive biases by establishing the GNN architecture
directly on the structure of the analyzed system, which guides these
approaches towards learning not only about the elements of the system,
but also the relationships between them. By basing the proposed solver
on GNNs, several advantages are introduced, such as scaling well to
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larger power grids, and having the ability to generalize decently on
grids of different size and configuration from the grids seen during
training.

There are a few other works that apply GNNs (or NNs in general)
for power grid analysis. The work in Owerko et al. (2020) uses GNNs
but is based on imitation learning, and thus the GNN is burdensome to
train and does not generalize well outside similar cases to those seen in
training. A pioneering work by Donon et al. (2020) also applies GNNs,
and training is carried out in an unsupervised manner, however the
model is complicated and does not consider changes in grid topology
during training.

The proposed model presents a simple GNN based solver to calculate
the AC power flow in a way that allows to solve many different scenar-
ios in parallel, considering the continuously changing balance between
energy supply and demand, and does this in linear time as opposed
to the exponential time needed for conventional methods that solve
Jacobian matrices. The proposed solver is based on a generalization
of GNNs called typed graph networks (TGNs) (Avelar et al., 2019),
which allows different types of elements to be defined instead of the
usual nodes and edges. The use of TGNs allows to obtain more faithful
representations of the different elements present in electrical grids, such
as the branches and the different types of buses, by considering each of
them as different node types in the corresponding graph representation.
Like other GNN based models, the presented solver can generalize to
electrical grids of different sizes and parameters, yet it additionally
considers changes in the grid topology during training, making it
specially adequate for analyzing different scenarios of possible line
outages, which is essential for security assessments. Additionally, the
training is carried out in an unsupervised manner, applying physics-
informed neural networks by incorporating information of the physical
system in the loss function and aiming to minimize the violation of
the physical laws that govern the system, thus eliminating the time
consuming need of solving the training cases beforehand with other
solvers to produce targets. The solver is modular in nature, allowing to
connect different node types in any desired configuration. Additionally
the time complexity of the proposed solver is linear, in contrast with
common methods, such as the Newton–Raphson, which has exponential
time complexity.

In summary, the proposed method consists of a TGN based sys-
tem that abstracts the relationship between the different elements
in the electrical grid to solve the steady state power flow problem
for dynamical networks, i.e. considering different grid configurations,
injections and branch characteristics. Thus, the presented work presents
a valuable step towards developing a machine learning based system
that is able to assist in analyzing flexible electrical grids of increasing
complexity, while improving speed and reducing the computational
burden of essential power flow analyses.

2. Preliminaries

In this section the basic components and power flow formulation
are described, along with a general description of TGNs, which are the
basis of the proposed model and solver. The description of the variables
used to describe the electrical grid can be found in Table 1, and the
definition of the main components used in the proposed solver are
found in Table 2.

2.1. Power flow formulation

This work focuses on solving the power flow problem of power
grids in a steady-state condition. Power grids are basically formed by
buses, branches, loads and generators. The buses are the nodes to which
the other elements are connected. Branches connect two buses and are
modeled internally using the standard 𝜋 transmission line model. The
branch series impedance is given by the complex value: 𝑧𝑘 = 𝑟𝑘 + 𝑖𝑥𝑘,

where the resistance of the branch model constitutes the real part, and

2

Table 1
Power grid nomenclature.

Variable Units Definition

𝑛 – Bus ID index
𝑚 – Generator bus ID index
𝑘 – Branch ID index
from𝑘 – Sender bus ID of branch 𝑘
to𝑘 – Receiver bus ID of branch 𝑘
𝑉𝑛 kV Voltage magnitude at bus 𝑛
𝜃𝑛 rad Voltage phase at bus 𝑛
𝑃𝑑𝑛 MW Active power load at bus 𝑛
𝑄𝑑𝑛 MVAr Reactive power load at bus 𝑛
𝑃𝑔𝑚 MW Active power generation at generation bus 𝑚
𝑉 𝑔𝑚 kV Voltage magnitude setpoint at generation bus 𝑚
𝑟𝑘 Ω Series resistance for branch 𝑘
𝑥𝑘 Ω Series reactance for branch 𝑘
𝑏𝑘 𝑆 Total line charging susceptance for branch 𝑘
𝜏𝑘 – Transformer tap ratio
𝜃shift
𝑘 rad Transformer phase shift

the equivalent reactance, the imaginary part. The shunt susceptance of
the equivalent branch model is represented by 𝑏𝑘; this general model
can include an ideal phase shifting transformer located at the sender
end of the branch. The objective of the power flow analysis is to
determine the voltage magnitude and phase at all buses for a given
load, generation, and grid configuration state.

The power that flows through the grid depends on the power
imbalances at the buses and the impedance of the branches, while
the power balance at each bus is determined by the possible loads,
generators and branches attached to it. Loads and generators constitute
the external injections of the power grid, loads as a specified power
demand, and generators as a specified power source. Given the grid
topology, the specified values of the injections and line characteristics,
the proposed power flow solver computes the resulting voltages in
the buses and hence the current flow through the branches can be
determined. The relationship between the branch characteristics, the
voltages of the buses and the currents is given by:
[

𝑖from𝑘
𝑖to𝑘

]

= 𝑌𝑏𝑟,𝑘

[

𝑣from𝑘
𝑣to𝑘

]

(1)

where 𝑖from𝑘
and 𝑖to𝑘 represent the complex current injections at the

ender and receiver sides of branch 𝑘, respectively; 𝑣from𝑘
and 𝑣to𝑘 are

he complex voltage values at the sender and receiver sides of branch
, respectively; the 𝑘 branch admittance matrix 𝑌𝑏𝑟,𝑘 given by:

𝑏𝑟,𝑘 =

⎡

⎢

⎢

⎢

⎣

(

𝑦𝑘 + 𝑖 𝑏𝑘2
)

1
𝜏2𝑘

−𝑦𝑘
1

𝜏𝑘𝑒
−𝑖𝜃shift

𝑘

−𝑦𝑘
1

𝜏𝑘𝑒
−𝑖𝜃shift

𝑘
𝑦𝑘 + 𝑖 𝑏𝑘2

⎤

⎥

⎥

⎥

⎦

(2)

where the series admittance element 𝑦𝑘 is denoted by 𝑦𝑘 = 1
𝑧𝑘

.
It should be noted that before the load flow is solved, the network

osses are unknown, thus, a generator bus, called the slack bus, is
esignated to compensate for these losses. The voltage magnitude and
hase are given beforehand for the chosen slack bus (𝑛 = 0), and

the power needed to compensate for the total grid losses must be
determined. In addition to the slack bus, two other types of buses are
defined: 𝑃𝑉 buses constitute the set of buses directly connected to a
generator (that are not the slack bus); the remaining non-generation
buses are classified as 𝑃𝑄 buses. For each 𝑃𝑉 bus 𝑛𝑃𝑉 , the voltage
magnitude is given by 𝑉 𝑔𝑛𝑃𝑉 and the generated active power is given
by 𝑃𝑔𝑛𝑃𝑉 ; for these buses the voltage phase 𝜃𝑛𝑃𝑉 , and the generated
reactive power 𝑄𝑔𝑛𝑃𝑉 , must be determined. For each 𝑃𝑄 bus 𝑛𝑃𝑄, the
active and reactive powers are given by: 𝑃𝑛𝑃𝑄 = −𝑃𝑑𝑛𝑃𝑄 and 𝑄𝑛𝑃𝑄 =
−𝑄𝑑𝑛𝑃𝑄 ; for these buses both voltage magnitude and phase, 𝑉𝑛𝑃𝑄 and
𝜃𝑛𝑃𝑄 , must be found.

For a solution to be obtained, the power balance in all nodes must
be achieved by solving a non-linear equation system of the form 𝛥𝑆 = 0,
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Fig. 1. Relationship between a power grid toy example and the corresponding TGN layer.
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Table 2
Proposed solver components.

Component Definition

 A graph
𝜁 Set of node types
𝑖 Set of type 𝑖 nodes
𝑑𝑖 Embedding dimension of type 𝑖 nodes
𝐀 Adjacency matrix
𝐿 Total message passing iterations
𝑇 Total TGN layers

which is deconstructed into nodal power balance equations as functions
of unknown voltage values, as shown below for a bus 𝑛:

𝛥𝑃𝑛(𝑉𝑛, 𝜃𝑛) = 𝑃𝑔𝑛 − 𝑃𝑑𝑛 − Re

⎡

⎢

⎢

⎢

⎣

⎛

⎜

⎜

⎜

⎝

∑

𝑘∈ (𝑛)
𝑛=from𝑘

𝑖from𝑘
+

∑

𝑘∈ (𝑛)
𝑛=to𝑘

𝑖to𝑘

⎞

⎟

⎟

⎟

⎠

⋅ 𝑣𝑛

⎤

⎥

⎥

⎥

⎦

(3)

𝛥𝑄𝑛(𝑉𝑛, 𝜃𝑛) = 𝑄𝑔𝑛 −𝑄𝑑𝑛 − Im

⎡

⎢

⎢

⎢

⎣

⎛

⎜

⎜

⎜

⎝

∑

𝑘∈ (𝑛)
𝑛=from𝑘

𝑖from𝑘
+

∑

𝑘∈ (𝑛)
𝑛=to𝑘

𝑖to𝑘

⎞

⎟

⎟

⎟

⎠

⋅ 𝑣𝑛

⎤

⎥

⎥

⎥

⎦

(4)

here 𝑘 ∈  (𝑛) represents all the branches that are connected to bus
.

There are 𝑁𝑝𝑣 + 2𝑁𝑝𝑞 voltage values that must be found (only
hase for 𝑃𝑉 buses and both phase and magnitude for 𝑃𝑄 buses),
here 𝑁𝑝𝑣 and 𝑁𝑝𝑞 are the number of 𝑃𝑉 and 𝑃𝑄 buses, respectively.
fterwards, 𝑁𝑝𝑣 + 1 reactive power balance equations are solved to

ind the generator reactive power injections, and this way all unknown
ariables are found.

.2. Typed graph networks

It results straightforward to represent a power grid as a graph, the
pproach taken in this work is illustrated with a toy example in Fig. 1.
he toy power grid shown in Fig. 1(a) includes 𝑃𝑉 , 𝑃𝑄 and slack
odes, the branches that connect them and the external injections;
ig. 1(b) shows how the proposed solver architecture is directly related
o the grid structure. The goal of the presented system is to infer the
oltage values by representing the power grid as graph structured data
nd learning the relationships between the different elements; in other
ords, the proposed system takes a relational data graph as input,
nd outputs nodal voltage predictions. To achieve said goal, TGNs are
mployed; a brief description is found below.

Normally, a graph is defined as  = ( , ), with  = {1,… , 𝑁} a
inite set of nodes, and  = {1,… , 𝐾} ⊆  ×  a set of edges defined
s nodal pairs. In a single sample of a graph signal, an input vector

from the graph input 𝐱 ∈ R𝑁 is assigned to each node in  . The
𝑛

3

raph structure, or topology of the graph, is represented in matrix form,
ypically by an adjacency matrix 𝐀 ∈ R𝑁×𝑁 , defined as:

𝑖,𝑗 =

{

1, if (𝑖, 𝑗) ∈ 
0 otherwise

(5)

The generally accepted graph network model proposed by Battaglia
t al. (2018) projects the nodes, edges, and possibly the entire graph to
𝑑-dimensional space. The nodal embedded states iteratively add infor-
ation from their 𝑘-hop neighborhood over numerous message-passing

teps, in which nodes are updated as a function of the embedded values
f neighboring nodes and their own previous state. Information is
ropagated between nodes, edges and possibly the whole graph (Gilmer
t al., 2017). The broadcasting of signals on the graph is computed
s a series of local operations, commonly matrix multiplications with
djacency matrices are employed. Taking 𝑧(𝑙)𝑛 ∈ R𝑑 as the embedded
tate of node 𝑛 on iteration 𝑙, the embedding, updating and outputting
teps are:

𝐳(0) = 𝐱 (6)
(𝑙+1) = 𝑓

(

𝐳(𝑙), �̄�
)

(7)

𝐳(𝐿) = 𝐲 (8)

here 𝐳 represents the embedded state of the graph, 𝐲 the nodal
rediction output, 𝑓 a non-linear state update function that depends
n the accumulated messages of neighboring nodes and the previous
tate of the nodes themselves; �̄� = 𝐀 + , with  as the identity
atrix, is an adjacency matrix augmented with self loops (to allow the

ncorporation of information from the nodes themselves, and not just
rom neighboring nodes) (Kipf and Welling, 2017).

The elements of the power grid are related through the grid topol-
gy, and the state of the grid depends on both external injections and
his configuration, it is thus evident that a natural correspondence
etween power grids and graph networks exists. However, the defined
us types are fundamentally different in that each has different char-
cteristics and a different number of expected outputs. Furthermore,
he branch characteristics are important factors in determining the
esulting voltages, such that they cannot be treated as simple edges,
ut are not expected to produce an output. In essence, the different grid
lements should be treated as distinct node types, as shown in Fig. 1(b).

TGNs are a generalization of GNNs, in that instead of defining
odes and edges as the graph elements, the concept of node types is
dopted. This way the edges can be defined as a type of node, and a
inite number of additional node types can be designated. This outlook
resents several advantages; each node type can have different output,
rojected state dimensions, and update function parameters.

This way a relevant difference with respect to conventional GNNs is
he way the message-passing and update iterations are computed. For a
GN with a 𝜁 set of node types, message passing functions are defined
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for node types that have at least one pair of adjacent nodes, to compute
messages from one projection dimension to the other:

 = {𝜇 ∶ R𝑑𝑗 → R𝑑𝑖
| 𝑖, 𝑗 ∈ 𝜁, 𝐴𝑖,𝑗 ≠ 𝟎} (9)

The outputs from the message passing functions are propagated via
atrix multiplication with adjacency matrices that indicate the sparsity
attern between the different node types, e.g. an adjacency matrix
etween types 𝑖 and 𝑗 nodes is represented as 𝐴𝑖,𝑗 ∈ R𝑑𝑖×𝑑𝑗 . For each
ode type 𝑖, their corresponding update function, 𝜙𝑖 concatenates their
revious state with the propagated messages from neighboring node
ypes, such that:

𝑖 ∶ R𝑑𝑖+𝐷𝑖 → R𝑑𝑖 (10)

𝑖 =
∑

𝜇∶R𝑑𝑗 →R𝑑𝑖
𝑗∈ (𝑖)

𝑑𝑖 (11)

here  (𝑖) represents the set of all node types that directly interact
ith type 𝑖 nodes, and 𝐷𝑖 is the dimension of the final accumulation
f messages that are concatenated from the neighboring node types.
hus the update function input for each node consists of the final
ccumulation of messages concatenated with their previous node state.

This way, the TGN structure takes as input a feature vector for every
ode of every node type, i.e. 𝐱𝑖 ∈ R𝑓𝑖 , for a node type 𝑖, where 𝑓𝑖 is

the dimension of the input features. All nodes are projected to their
corresponding embedding space through a linear function, 𝛾𝑖 ∶ 𝐱𝑖 →
𝐳𝑖 ∈ R𝑑𝑖 . Then message passing and node update functions are repeated
iteratively for 𝐿 message passing steps. The nodal outputs are obtained
from a final mapping, 𝜑𝑖 ∶ 𝐳𝑖 → 𝐲𝑖 ∈ R𝑜𝑖 ; where 𝑜𝑖 is the desired output
dimension for 𝑖 type nodes.

3. Methodology

In this section a description of how the TGN framework is applied
to solve the power flow problem is presented. It is shown that by
training four small MLPs, the power flow problem can be solved in
linear time, robust to changes in topology (in particular to single
branch line outages) and different branch characteristics. The training
is not supervised, but physics-informed, and the solver architecture is
modular in nature. First a description of the proposed TGN based model
is reported, and then the training mechanism is explained.

3.1. TGN based power flow solver

In the proposed method, a predefined number 𝑇 of TGN layers is
used to iteratively approximate the missing voltage values at every
node of the power grid. The message passing and update functions, 𝜇
and 𝜙, are small fully connected neural networks; their parameters are
the only ones that must be learned. These functions are the same for
all nodes of the same type in the same layer, supporting the concept of
combinatorial generalization, this way, the same TGN architecture can
operate with input graphs of different sizes and shapes.

While the embedding, message passing, update and output functions
of each TGN layer are independently parameterized, the layers are
structurally the same; each one is defined by four types of nodes:
branch nodes (𝐸) to include branch characteristics, 𝑃𝑉 nodes (𝑃𝑉 )
for generator buses, 𝑃𝑄 nodes (𝑃𝑄) for load buses, and slack nodes
(𝑆 ) for slack buses. Different input features are defined for each type
of node, as shown below for a layer 𝑡:

𝐱𝑃𝑉

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑉𝑖(𝑡)
𝜃𝑖(𝑡)
𝛥𝑃𝑖(𝑡)
𝑄𝑔𝑖(𝑡),

𝐱𝑃𝑄

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑉𝑗 (𝑡)
𝜃𝑗 (𝑡)
𝛥𝑃𝑗 (𝑡)
𝛥𝑄𝑗 (𝑡),

𝐱𝑆

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑉𝑠
𝜃𝑠
𝑃𝑔𝑠(𝑡)
𝑄𝑔𝑠(𝑡),

𝐱𝐸

⎧

⎪

⎨

⎪

⎩

𝜌(𝑟𝑘, 𝑥𝑘)
𝛿(𝑟𝑘, 𝑥𝑘)
𝑏𝑘

(12)
∀𝑖 ∈ 𝑃𝑉 , ∀𝑗 ∈ 𝑃𝑄, ∀𝑠 ∈ 𝑆 , ∀𝑘 ∈ 𝐸
 c

4

As was mentioned in Section 2.1, the branch series impedance is
given by the complex value: 𝑧𝑘 = 𝑟𝑘 + 𝑖𝑥𝑘 = |

|

𝑧𝑘||∠𝜑, however, making
reference to the conventional admittance matrix, the branches admit-
tance magnitude and phase are chosen as features. The admittance is
given by: 𝑦𝑘 = 1

𝑧𝑘
= 1

|𝑧𝑘|
∠−𝜑 = 𝜌∠𝛿. Defining the magnitude and phase

of the series admittance of each branch as 𝜌 and 𝛿, respectively, the first
two branch node features are thus established as:

𝜌(𝑟𝑘, 𝑥𝑘) =
1

√

𝑟2𝑘 + 𝑥2𝑘

(13)

𝛿(𝑟𝑘, 𝑥𝑘) = − arctan(
𝑥𝑘
𝑟𝑘

) (14)

The last branch node feature 𝑏𝑘 corresponds to the total line
charging susceptance. These branch input features remain unchanged
throughout all TGN layers. Concerning the other features, the rotating
angle of the buses is measured relative to the chosen slack bus, as
is common in power flow analyses, i.e. 𝜃𝑛 = 𝜃𝑠, ∀𝑛 ∈

(

𝑃𝑉
⋃

𝑃𝑄
)

.
Apart from this, an initial ‘flat’ guess of voltage magnitude values is
established, with 𝑉𝑗 = 1 (per unit), ∀𝑗 ∈ 𝑃𝑄. This initial voltage state
is used for the first TGN layer, and the following TGN layers receive the
voltage approximation of the previous layer; after each approximation,
the power balance error (𝛥𝑃 and 𝛥𝑄) is calculated at each bus and is
used as part of the input features for the next TGN layer. The reactive
power at generator buses is locally compensated, such that 𝛥𝑄𝑗 = 0,
this does not provide additional information and is thus excluded from
the 𝑃𝑉 input features. A similar situation happens with the slack
node where both active and reactive powers are compensated; thus, the
calculated powers generations are used as input features. Furthermore,
the same adjacency matrices are used for every layer of the TGN based
solver since the configuration of the power grid is not altered between
layers.

For the message-passing steps three distinct adjacency matrices are
defined: between 𝐸 nodes and 𝑃𝑉 , 𝑃𝑄 and 𝑆 nodes, as shown
n Eq. (15). Only three adjacency matrices are needed because bus
ype nodes cannot be directly connected to each other, but instead are
lways connected through branch type nodes. The adjacency matrices
ay be transposed depending on whether information is moving from
branch node to a bus node, or vice versa.

𝑃𝑉 , 𝐸 ∈ R|𝑃𝑉 |×|𝐸 |

𝐀𝑃𝑄, 𝐸 ∈ R|𝑃𝑄|×|𝐸 | (15)
𝐀𝑆, 𝐸 ∈ R1×|𝐸 |

A predefined number 𝐿 of message passing and state update steps
s set; for this procedure, the same NNs 𝜇 and 𝜙, are applied at each
teration to propagate and aggregate information across the graph,
nd update the graph state. At the final update step, each node has
hared information with neighboring nodes 𝐿−hops away (Battaglia
t al., 2018). This iterative message-passing and updating process is
llustrated in Fig. 2. The output of each TGN layer is obtained by
ecoding the final states of the 𝑃𝑉 and 𝑃𝑄 node types. The layer
utputs correspond to the inferred change in voltage values, 𝛥𝑉 and
𝜃, with respect to the input voltage values, for the corresponding TGN

ayer, as shown below:

𝑃𝑉

{

𝛥𝜃𝑖 , 𝐲𝑃𝑄

{

𝛥𝑉𝑗
𝛥𝜃𝑗

, (16)

𝑖 ∈ 𝑃𝑉 , ∀𝑗 ∈ 𝑃𝑄

The voltage values after every TGN layer are updated by:

̂ (𝑡 + 1) = 𝛥𝑉 + 𝑉 (𝑡) (17)

�̂�(𝑡 + 1) = 𝛥𝜃 + �̂�(𝑡) (18)

With the updated voltage values, Eqs. (3) and (4) are used to
alculate the power balance error in each bus, the reactive power
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compensation in generator buses, and both active and reactive power
compensation in the slack bus. If the last layer has not been reached, the
voltage values and power balance error values are used to determine
the graph input for the next TGN layer, otherwise, they are used to
evaluate the cost function. The iterative portion of the proposed power
solver structure is summarized by Algorithm 1 and illustrated in Fig. 3.
If the model is being trained, the final voltage inference is used with the
power equilibrium equations to calculate the loss function and then the
Adam optimization algorithm is applied to find new NN parameters, as
is explained in Section 3.3. If the model is not being trained, the process
ends with the final voltage inference values.

Algorithm 1 TGN based PF solver

Require:  =
⋃

𝑖∈𝜁
𝑖, 𝐴𝑖,𝑗 ∈ R𝑑𝑖×𝑑𝑗

|𝑖, 𝑗 ∈ 𝜁 , 𝜁 = {𝑃𝑉 , 𝑃𝑄, 𝑆, 𝐸}

Input:  = grid state (injections, branch characteristics,
topology)

1: 𝑉 (0)
𝑃𝑄 = 1, �̂�(0)𝑃𝑉 ,𝑃𝑄 = 0 ⊳ Flat start

2: 𝑡 = 0
3: while 𝑡 ≤ 𝑇 do ⊳ Iterate over a predefined number of TGN layers
4: 𝛥𝑃 (𝑡) = 𝑃𝑔 − 𝑃𝑑 − 𝑃𝑏𝑢𝑠(𝑉 (𝑡), �̂�(𝑡)) ⊳ Power balance error
5: 𝛥𝑄(𝑡) = 𝑄𝑔 −𝑄𝑑 −𝑄𝑏𝑢𝑠(𝑉 (𝑡), �̂�(𝑡))
6: for each 𝑖 ∈ 𝜁 do ⊳ For all node types
7: 𝐱𝑖 = 𝐟𝑖(𝑉 (𝑡), �̂�(𝑡), 𝛥𝑃 (𝑡), 𝛥𝑄(𝑡),) ⊳ Input features: 𝐱𝑖 ∈ R𝑁𝑖×𝑓𝑖

8: 𝐳(0)𝑖 = 𝛾𝑖(𝐱𝑖) ⊳ Node embedding: 𝐳𝑖 ∈ R𝑁𝑖×𝑑𝑖

9: 𝑙 = 0
0: while 𝑙 ≤ 𝐿 do ⊳ 𝐿 message-passing steps
1: �̄�𝑖 = concat

(

𝐴𝑖,𝑗 ⋅ 𝜇𝑖
(

𝐳(𝑙)𝑗
))

,∀𝑗 ∈  (𝑖) ⊳ Message
aggregation

2: 𝐳(𝑙+1)𝑖 = 𝜙𝑖

(

𝐳(𝑙)𝑖 , �̄�𝑖
)

⊳ Update ∀𝑖 ≠ 𝑆
3: 𝑙 ← 𝑙 + 1

14: end while
15: end for
16: 𝑉 (𝑡)

𝑃𝑉 = 𝜑𝑃𝑉

(

𝐳(𝐿)𝑃𝑉

)

⊳ Outputs: 𝐲𝑖 ∈ R𝑁𝑖×𝑜𝑖

17: 𝑉 (𝑡)
𝑃𝑄, �̂�

(𝑡)
𝑃𝑄 = 𝜑𝑃𝑄

(

𝐳(𝐿)𝑃𝑄

)

𝑡 ← 𝑡 + 1
18: end while

Output: �̂�(𝑇 )𝑃𝑉 , 𝑉
(𝑇 )
𝑃𝑄 , �̂�(𝑇 )𝑃𝑄 ⊳ Final voltage inference

3.2. Model computational complexity

Each TGN layer is composed of four main functions: encoding,
message passing, updating and decoding. The four functions are defined
by small MLPs, with either one or two layers. All MLPs with two layers
have one layer with a hyperbolic tangent activation function, and a
linear layer; the MLPs with a single layer are linear. Different instances
of the encoding MLPs are defined for each of the four node types (𝑃𝑉 ,
𝑃𝑄, 𝐸 , 𝑆 ); these MLPs have a single layer of size 𝑓𝑥 × 𝑑𝑥 for each
ode type 𝑥, where 𝑓𝑥 and 𝑑𝑥 are the corresponding feature vector size
nd embedding dimension, respectively. Five message passing functions
re defined: two to exchange information to and from 𝑃𝑉 and 𝐸 ,
wo to exchange information between  and  , and one for passing
𝑃𝑄 𝐸 T

5

nformation from 𝑆 to adjacent 𝐸 nodes. The message passing MLPs
ave two layers, the first of size 𝑑𝐼𝑁 × 𝑑𝐼𝑁 , and the second of size
𝐼𝑁 × 𝑑𝑂𝑈𝑇 . When a type 𝑥 node casts information unto a type 𝑦 node
𝑥 → 𝑦), 𝑑𝐼𝑁 and 𝑑𝑂𝑈𝑇 represent the embedding size of the type 𝑥
nd type 𝑦 nodes, respectively. Only 𝑃𝑉 , 𝑃𝑄 and 𝐸 are updated; 𝑆
odes pass their corresponding information through the 𝐸 nodes but
o not need to be updated, as no information is sent to them and no
utput is required from them. 𝐸 nodes receive information from 𝑆 ,
𝑃𝑉 and 𝑃𝑄; 𝑃𝑉 and 𝑃𝑄 nodes only receive information from 𝐸 .
he aggregating and update function for 𝐸 has two layers, one of size
𝑑𝐸 + 𝑑𝑃𝑉 + 𝑑𝑃𝑄 + 𝑑𝑆 ) × 𝑑𝐸 , and the other of size 𝑑𝐸 × 𝑑𝐸 . The update
unctions for generator and load bus type nodes also have two layers,
ne of size (𝑑𝑥 + 𝑑𝐸 ) × 𝑑𝑥, and the other of size: 𝑑𝑥 × 𝑑𝑥, where 𝑥 = 𝑃𝑉
r 𝑥 = 𝑃𝑄. Only 𝑃𝑉 and 𝑃𝑄 require an output, their decode MLPs
onsist of a single layer of size 𝑑𝑥 × 𝑜𝑥, where 𝑜𝑃𝑉 = 1 and 𝑜𝑃𝑄 = 2. In
otal, each TGN layer has the following number of trainable parameters
:

= (4𝑑𝑃𝑉 + 4𝑑𝑃𝑄 + 4𝑑𝐸 + 2𝑑𝑆 )𝑑𝐸 + 3𝑑2𝑃𝑉 + 3𝑑2𝑃𝑄 + 𝑑2𝑆
+(𝐹𝑃𝑉 + 𝐺𝑃𝑉 )𝑑𝑃𝑉 + (𝐹𝑃𝑄 + 𝐺𝑃𝑄)𝑑𝑃𝑄 + 𝐹𝐸𝑑𝐸 + 𝐹𝑆𝑑𝑆 (19)

If all embedding dimensions are the same 𝑑 value, then:

= 21𝑑2 + (𝐹𝑃𝑉 + 𝐺𝑃𝑉 )𝑑 + (𝐹𝑃𝑄 + 𝐺𝑃𝑄)𝑑 + 𝐹𝐸𝑑 + 𝐹𝑆𝑑 (20)

In this particular case, for simplicity, all nodes were embedded to
he same dimension, with 𝑑 = 16, so that 𝑃 = 5648. This value is
ndependent of the size of the electrical grid.

With 𝑁𝑥 representing the cardinality of a type 𝑥 node set, the encod-
ng function for a type 𝑥 node has complexity (𝑓𝑥𝑁𝑥𝑑𝑥), and since 𝑓𝑥
nd 𝑑𝑥 are predefined constants, this translates to a (𝑁𝑥) complexity.
imilarly, each decoding and message passing function has complexity
(𝑁𝑥). The update function includes an aggregation procedure which

nvolves the multiplication of sparse adjacency matrices, with dense
atrices that represent messages passed from one type of node to

nother. The total amount of values in all sparse matrices is 2𝑁𝐸 , the
omplexity of the aggregation multiplications for a type 𝑥 node is at
ost (2𝑁𝐸𝑑𝑥). The total amount of nodes 𝑁 = 𝑁𝑃𝑉 +𝑁𝑃𝑄+𝑁𝑆 +𝑁𝐸
epends on the particular case of electrical grid, but as all operations
ave at most (𝐷𝑁) = (𝑁) complexity (with 𝐷 being some constant
ependent on the chosen hyperparameters), the time complexity of the
roposed solver is linear with respect to the size of the electrical grid.

.3. Model training

The proposed TGN solver is trained in batches, the independent NNs
f the TGN layers are trained simultaneously based on a cost function
hat only considers the final voltage inference and the resulting power
alance error. The cost function is given by:

1
𝐻

𝐻
∑

ℎ=1

(

1
𝑁

𝑁
∑

𝑛=1

(

𝛥𝑃 2
𝑛,ℎ + 𝛥𝑄2

𝑛,ℎ

)

)

(21)

here 𝑁 represents the total number of buses, and 𝐻 the total number
f samples (𝑛 and ℎ being the node and sample indices, respectively).
he gradients of this cost function with respect to the parameters of the
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Fig. 3. TGN based power solver structure.
mbedding, message-passing, update and output NNs is calculated with
he backpropagation algorithm. These gradients are used to modify the
alues of the NN parameters via the Adam optimization algorithm,
fterwards a new batch of data is introduced to the TGN model and
he process is repeated until the cost function converges to a minimum
alue. This way, as is evident, the learning is unsupervised; the goal of
he cost function is to enforce Kirchhoff’s current law by minimizing
he power balance error in all nodes.

. Numerical tests and discussion

In this section the design of the experiments performed to validate
he proposed TGN based power flow solver is described, along with the
esults obtained.

.1. Dataset

The data for all experiments is based on benchmark IEEE test
ases, similar to the default test cases available for Matpower (Zim-
erman et al., 2011); perturbations are added to the injections, branch

haracteristics and grid topology for each sample.
The information of the IEEE test cases is imported through three

wo dimensional arrays, with information for the buses, generators,
6

and branches, respectively. From the bus array, the values of the
active and reactive power demand are extracted, and a proper ID
number is assigned to each substation. Uniform noise is added to the
value of the active and reactive power loads, 𝑃𝑑 and 𝑄𝑑, so that the
resulting values vary between 50% and 150% of the original value. The
power load is restricted so that the rare case of the total load demand
being higher than the sum of the maximum power generation limits
is avoided. From the branch array, the indices of the buses at each
side of the branch is collected, as well as the resistance, reactance,
susceptance and tap ratio values of the branch. Similarly as with the
bus perturbations, uniform noise is added to these values so that they
are between 90% and 110% of the test case value. An important aspect
of the presented work is the introduction of change to the electrical grid
topology in the different samples during training of the system; to this
effect, in each sample a different random branch is disconnected. This
way both injection and topology changes are involved during training.
From the generator array, the ID of the generator bus is considered,
along with the maximum permitted active power generation and the
nominal voltage magnitude of these buses. The voltage magnitude is
uniformly sampled between 90% and 110% of the nominal value, the
active power generation is uniformly sampled between 25% and 75%
of the allowed range. All voltage magnitude values from load buses are
initialized to 1 P.U. and all voltage phase values are set to the slack bus
angle reference.
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This way, a group of objects that represent a batch of electrical grid
samples is formed. Said representation is structured so that it is ready to
be used to calculate adjacency matrices and the inputs to the proposed
TGN based model.

4.2. Model construction

In the following tests, three electrical grid sizes are employed based
on the case 30, case 57 and case 118 standard IEEE power grids. For
this reason, three instances of the proposed solver are generated, each
trained on an electrical grid of fixed size. The three instances of the
TGN based power solver share the same hyperparameters: number of
TGN layers, number of message passing and update steps, embedded
dimension of node types, and learning rate. The number of TGN lay-
ers is empirically chosen to produce a precise enough solution while
maintaining the overall size of the solver relatively small; this number
is set at 𝑇 = 15. Furthermore, to avoid the distortion of messages being
ropagated from distant nodes (Topping et al., 2022), only two message
assing and update steps are defined (𝐿 = 2) for each TGN layer. As
nce mentioned previously, the embedded dimension for all types of
odes is set to 𝑑 = 16. The optimizer used is the Tensorflow (Abadi
t al., 2015) implementation of the Adam algorithm, with a learning
ate of 1𝑒−4, and all other parameters are left with the default values.
he three instances are trained relatively quickly, with only 1250, 1500
nd 1500 learning iterations for the TGN instances trained on case 30,
ase 57 and case 118 grids, respectively.

.3. Conventional test

The first experiment consists of testing the three instances of the
roposed solver on electrical grids of the same size as the ones they are
rained on, changing power grid injections and disconnecting random
ranches. For each grid size, 20 power grid states are generated; the
orresponding TGN instance is applied to infer the missing voltage
alues at each node. To validate the obtained results, they are com-
ared with the solutions calculated with the trusted and conventional
ewton–Raphson (N–R) method using Matpower (Zimmerman et al.,
011). Because of the way the batch samples are generated, some input
amples result in non-feasible grid states that do not converge with
he N–R method, for these cases the proposed solver does infer some
olution, but in the presented results only those that converged with
he N–R method are considered.

To further explain the inference procedure, Fig. 4 shows the ab-
olute difference between the final N–R based result and the outputs
btained at distinct TGN iterations of the proposed method, for a single
ample of the case 118 grid. This way, 𝑖𝑡𝑒𝑟 0 corresponds to the output
f the first TGN layer; 𝑖𝑡𝑒𝑟 𝑡 represents an intermediate layer, in this case
= 7; 𝑖𝑡𝑒𝑟 𝑇 represents the final output, with 𝑇 = 15. The abundance of

low error vertices on the magnitude side of the first layer is due to the
quantity of generator (𝑃𝑉 ) nodes, for which the voltage magnitude is
known from the original state of the grid. As the iterations advance, it
is shown that the output of each node approaches the N–R output, even
though the learning is not supervised and the N–R result is not known
during training.

To exemplify the similarity between the resulting voltage values
obtained with the N–R method and the proposed TGN based solver
Figs. 5 to 7 illustrate the final voltage magnitude and phase results
of a single sample, obtained with the proposed TGN based solver and
the N–R method. Fig. 5 shows the results for a sample state of case 30
grids, displaying the voltage magnitude and phase of each substation
on the left and right graphs, respectively. Figs. 6 and 7 show similar
experiments for case 57 and case 118 grids, respectively. These are
purely illustrative graphs, since they only show the outputs of a single
power grid instance.

In order to show a more general perspective of the precision of

the proposed solver, Figs. 8 to 10 show scatter plots with the N–R t

7

Table 3
Voltage magnitude RMSE.

Test size

Case 30 Case 57 Case 118

DC 0.040139 0.045667 0.028195
TGN Trained on case 30 2.5092e−04 3.9902e−03 1.7344e−03
TGN Trained on case 57 8.5203e−03 2.3706e−03 2.0319e−03
TGN Trained on case 118 3.6260e−04 3.9346e−03 2.3699e−04

Table 4
Voltage phase RMSE.

Test size

Case 30 Case 57 Case 118

DC 0.012974 0.016247 0.079729
TGN Trained on case 30 2.2852e−03 0.068866 0.017480
TGN Trained on case 57 0.01229 4.4389e−03 1.2320e−03
TGN Trained on case 118 6.1418e−03 0.01686 0.010423

based solutions and the proposed solver solutions, for test batches with
20 samples. The value of the correlation coefficient between the two
results is also shown in the bottom right of the scatter plots. Fig. 8
shows the correlation between the proposed solver solution and the
N–R based solution, for magnitude (PU) on the left and for phase on
the right (radians). That is, the N–R based solutions, for all the buses
in all the samples of the test batch, are compared to the corresponding
values obtained with the proposed method. Figs. 9 and 10 show similar
plots for case 57 and case 118, respectively. In all cases, there is a
high level of correlation with all coefficients being above 0.98; the least
correlated case is the one corresponding to the voltage phase solution of
the case 118 grids. The most correlated case corresponds to the voltage
magnitude solution of the case 118 grids, although this can be partly
explained by the high rate of generator nodes in that specific case (the
voltage magnitude values are known beforehand).

4.4. Extrapolation to different grid sizes

One of the crucial points of the proposed model is the capability to
be tested on grids of different size from the ones they are trained on,
due to the graph structure representation of the system. To evaluate
the generalization performance of the proposed solver when faced with
different grid sizes, each of the three TGN instances is tested on batches
of the other two grid sizes that do not correspond to the ones they
were trained on. Each grid in the test batch is obtained as described
in Section 4.3, with varying injections, line characteristics and grid
configuration through the elimination of a random branch.

To add another point of comparison to the results, the test samples
are additionally solved using the DC approximation method, which
does not consider the reactive power in the electrical grid and uses
linear network equations that relate real power to bus voltage angles
(instead of complex bus voltages). The DC approximation is simple
and robust, and for these reasons, sometimes used for contingency or
real-time dispatch analyses (Van Hertern et al., 2006).

In Tables 3 and 4, the solutions obtained with the proposed method
and the DC approximation are compared to the results obtained with
the N–R method, which is considered the correct solution. The compar-
ison is measured using the root mean square error (RMSE):

𝑅𝑀𝑆𝐸 =

√

√

√

√

∑𝐻
𝑖=1

(

∑𝑁
𝑗=1(𝑥𝑖,𝑗 − �̂�𝑖,𝑗 )2

)

𝑁𝐻
(22)

where 𝑥𝑖,𝑗 represents the solution obtained with the newton raphson
method for a bus 𝑗 at test sample 𝑖, �̂�𝑖,𝑗 represents the corresponding
solution obtained with either the DC approximation method or the
proposed TGN based method, 𝑁 represents the total number of buses
of the tested grid and 𝐻 represents the total number of samples in the
est batch.
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Fig. 4. Evolution of the absolute difference between the proposed method outputs throughout the TGN layers and the final N–R based output, for a single sample of the case 118
grid, showing voltage phase difference in radians (left) and voltage magnitude in P.U. (right).

Fig. 5. Voltage magnitude and phase solutions for a single sample of the case 30 grid.

Fig. 6. Voltage magnitude and phase solutions for a single sample of the case 57 grid.

8
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Fig. 7. Voltage magnitude and phase solutions for a single sample of the case 118 grid.
Fig. 8. Correlation of TGN based power solver with Matpower’s Newton Raphson solution for case 30 V magnitude (left) and phase (right).
Fig. 9. Correlation of TGN based power solver with Matpower’s Newton Raphson solution for case 57 V magnitude (left) and phase (right).
Fig. 10. Correlation of TGN based power solver with Matpower’s Newton Raphson solution for case 118 V magnitude (left) and phase (right).
The first row of Table 3 shows the voltage magnitude RMSE of the
C approximation results and the N–R method results, tested on grids

rom the three different test case sizes. The following rows show the
MSE of the solutions obtained with different instances of the proposed
ethod, trained on case 30, case 57 and case 118 power grids, and

ach of them tested on all grid sizes. Table 4 is similar, but comparing
oltage phase values.

The best results for each test case are marked in bold; as would be
xpected, most of the best results are obtained from grids tested on
9

grids of the same size as the ones they were trained on. The results of
the TGN instances tested on grids of the same size as the ones they are
trained on are the same as in Section 4.3. As shown in Table 3, even
when tested on grids of different size, the proposed method performs
better than the DC approximation method when calculating voltage
magnitude, this is expected as the DC approximation method considers
all voltage magnitudes constant at 1 PU. Table 4 shows that in most
cases, the proposed TGN based method performs better than the DC
approximation when calculating voltage phase as well. At times the
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Fig. 11. Time in seconds needed to solve different numbers of power grid scenarios,
for the case of 118 buses, using the TGN based solver and the N–R based Matpower
approach.

results are very similar, like with the TGN instance trained on case
57 and tested on case 30 grids, and with the TGN instance trained
on case 118 but tested on case 57 grids. In the worst case, which is
with the TGN trained on case 30 but tested on case 57 grids, the DC
approximation obtained a smaller error, however the TGN solution is
still quite decent. As shown, the worst results are obtained when testing
the case 57 grid, this can be explained by the wide range of values
the injection parameters can take for this particular grid case, which
presents values very different from the ones seen in the other two cases.
Still, the errors in the worse case are considerably small, and it is shown
that smaller grids are able to generalize to bigger grids, and vice versa.

4.5. Time considerations

As was mentioned in Section 3.2, the time complexity of the model
is linear, and thus the calculation time does not increase as sharply
as the N–R method with respect to the size of the electrical grid. To
illustrate this, Fig. 11 shows the time in seconds needed to run a
different number of scenarios of the 118 bus test case power grid. The
number of power flow iterations is shown on a logarithmic scale. In
this case, running 𝑛 scenarios multiplies the number of inputs by 𝑛
or the proposed solver, and the scenarios are solved in parallel. With
he N–R based approach, the 𝑛 scenarios are processed sequentially. It
s shown that although for a small number of inputs the N–R based
ethod is faster, as the number of inputs grows, the time required is

ubstantially shorter with the proposed method. These considerations
how an important reduction in the time needed to carry out numerous
ower flow iterations, which in combination with the robustness to
ingle branch outages and differences in branch characteristics, make
t a beneficial tool for power grid planning and risk assessment.

. Conclusion

The proposed TGN based power flow solver takes advantage of
he intuitive connection between the electrical grid data and graph
epresentations to learn the relationships and dynamics between the
ifferent types of elements present in electrical grid models to ana-
yze power flow. An important aspect of the presented work is the
eneralization capability to infer decent results for essentially different
rids (varying injection, branch characteristics and topology). As far as
he authors know, there is no other work that solves the power flow
roblem by training neural networks with both different injections and
ifferent grid configurations. The proposed method does not imitate

ny other existing method, but rather is based on minimizing the active

10
and reactive power imbalance at each node of each sample during the
training of the parameters.

The proposed method exploits several benefits of GNNs, e.g. they
scale linearly with the number of edges and embedding size. Further-
more, since the voltage variables are not directly modified by the
proposed method, we completely avoid the computation of Jacobian
matrices and their inverse, which is necessary in the N–R method.
These two characteristics are key reasons as to why the proposed model
computation time scales in a more linear way with respect to the test
grid size than the N–R method. It is worth mentioning that the testing
of different grid sizes is not possible for conventional MLP methods, and
that these methods are inefficient for larger grids as their size depends
on the grid size, whereas the presented method does not, due to it being
based on local operations and shared modules.

Through the shown numerical tests, it is shown that the proposed
TGN based method obtains results very close to those obtained with a
conventional Newton–Raphson based method, even when the learning
is unsupervised. The tests are carried out in batches, with each sample
of the batch representing an independent electrical grid from the rest.
However, in future work, steps can be taken to capture sequentiality in
time, i.e. instead of the samples being autonomous from each other, if
each sample represents the state of the grid over a certain time duration
𝛥𝑡, then 𝐻 samples would represent the grid state evolution over a
total time of 𝐻 ⋅ 𝛥𝑡 (assuming reliable injection forecast information
is available). Additionally, the framework of the proposed model can
be improved to continuously learn and adapt to the environment.

The results presented constitute a beneficial step toward a NN based
system that can be applied for contingency analysis, real-time dis-
patch and techno-economic analyses, or as an aid to improve different
stages of power system planning, optimization, operation and control
of electrical grids.
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