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1 | INTRODUCTION

As is well known, two essential requirements for future 3D displays will be the following: (1) to display an image of a
scene/object equally magnified to its size in all three dimensions, and (2) to provide continuous parallax in all directions,
so that viewers do not suffer from any accommodation and convergence conflict and there is no optimal viewing distance
when viewing the 3D image.

At the moment there are two technologies that exist that can meet these requirements: light field and holography. They
have a very similar optical geometry but their light fields in front of the display panel are not the same.! This difference
is induced from the fact that the light field is formed by the overlapping between expanding beams of pixel cells for light
field display but coherent addition of rays from each pixel with those from other pixel cell in holographic displays.

Holography is considered to be the natural 3D visualization technology. In essence, a hologram modifies an input
wave (typically a plane beam) by modifying its amplitude and phase in such a way that the desired wavefront (a real or
synthetic object) is reproduced.

Currently, there are two limitations that prevent progress in the generation of realistic synthetic hologram 3D images:
The first is the SLM (spatial light modulator display) technology, its size and resolution and the possibility of modu-
lating both amplitude and phase.? They cannot perform as expected due to the lack of technical supports from optical
components and display panels. The most of these problems are caused by the finite pixel’s sizes of the currently avail-
able displays and the resolving power of viewing zone forming optics.®> Another limitation is that current devices cannot
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simultaneously represent the amplitude and phase modulation required by ideal holograms. Finally, the small size of
these devices does not make them suitable for commercial applications.

But pending the arrival of a suitable technology, progress can be made in solving the problems related to the synthesis
of computer generated holograms (CGH). Therefore, in some cases, it is necessary to simulate the process that generates a
scene from the CGH. This process involves the CGH calculation and its subsequent reconstruction when it is illuminated
by a reconstruction wave.

The second drawback is the computational cost of generating holograms. As in the case of graphics, the amplitude
and phase pattern of the CGH can be obtained from a model by means of calculations.

There are different techniques to calculate CGH:* Point cloud represent objects as a collection of discrete luminous
points, Polygon methods are based on convolution calculus (e.g., the angular spectrum method), depth map encoding
holograms and ray-based methods that, essentially, approximate the hologram by a discretized light field.> It is possible
improve its final quality but increase the use of computational resources (CPU/GPU usage time, memory ... ) as they
recalculate the hologram (modifying the phase or intensity patterns): as examples we can cite the use of neural com-
puting,®” phase hologram optimization® or realistic images with global illumination.’ These feedback techniques do not
allow estimating the computation time of a hologram in a deterministic way.

Monte Carlo integration offer the most general solution to physically accurate lighting simulation.!® It is based on
using a random subset of all the rays that should be traced to obtain a perfect image with no obvious loss in the final
quality obtained. In this case, the relevant parameters are the optical path of the ray from the source to the CGH plane
(including the corresponding bounces on the objects in the scene) and the intensity of the ray.

Given this scenario, the question arises: can the use of computational resources for CGH synthesis be reduced? The
answer to this question proposed in this article is defined as partial Monte Carlo sampling (PMCS) for CGH. Another ques-
tion is: How does the quality of the image obtained from a CGH change using PMCS-based computational techniques?
Holography naturally reproduces three-dimensional scenes, but the commonly used image quality assessment functions
consider point arrays (2D) from 3D scenes. Therefore, to answer this question we have restricted our CGH analysis to
two-dimensional scenes obtained by synthetic or real photography of a three-dimensional world.

So, Present work evaluates the holograms calculated using PMCS techniques. The goal is to reduce the computa-
tional cost associated with CGH generation by controlling the quality of the image reconstructed from it, in terms of the
similarity between the images obtained from the CGH and the original.

Section 2 describes the PMCS algorithm used. Section 3 describes the variables and procedures used to quantify the
quality of the images. Section 4 shows the results of the images obtained in the simulations. Section 5 shows the results
of the images obtained in the laboratory. Sections 6 and 7 analyse and compare the results obtained. The Annex shows
some of the images generated for this work.

2 | CGHAND MONTE CARLO: PMCS

Generation of a CGH for a complex computer model of a three-dimensional scene (that simulates a real world-scene)
involves two fundamental steps: (a) Selecting the sample points on the scene, that will act as light sources: even if the
scene can have a continuous model, computer rendering of the scene needs to discretize it, so only a number of points
in the scene will contribute to the generation of the hologram. (b) Propagating the light wavefronts produced on those
sample points to the plane of the hologram, and accumulating them.

Both processes are related, so distribution of selected points can favor or disfavor different techniques of propagation.
For example, if all selected points lie on a plane parallel to the hologram plane, some kind of plane wavefront propagation
could be used (such as direct convolution, FFT convolution or angular spectrum methods). If the sample points follow
any kind of geometric layout, each one should be managed as an independent point wave source and propagated using
Kirchhoff or Fresnel formulae.

In either case, there is an additional problem: not all points selected in the scene contribute to all the plane in the
hologram, as occlusions can exist. This occlusion problem can be solved by means of ray-tracing techniques: for each light
source we must decide if it illuminates a given pixel in the hologram, throwing a ray from the point to the pixel. This kind
of direct simulation is very inefficient (as it was already found for non-holographic ray tracing rendering techniques). So
we must use an inverse method: first, for each pixel in the hologram, throw some rays into the scene, that will define
the point sources that are visible from that pixel. Then, add the contribution of those sources to the hologram pixel, as
independent point sources.
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In order to generate a hologram for a 3D scene, we must record a section of the light wavefront generated by the scene
on a given plane (CGH plane). Information recorded on this section plane will allow later to reconstruct (recover) the full
light wavefront, as originally generated by our scene.

This wavefront is the sum of all the light coming from our scene (see Figure 1), that is inherently continuous, but
can be discretized as a number S of source points, considering each of them as a point light source which generates an
spherical wave. The value of the wavefront at the hologram section will be calculated as the sum of all those spherical
waves, evaluated at the hologram plane.

The hologram plane is also discretized (with a resolution of W x H pixels), so each spherical wave must contribute to
every pixel. For each wave, we use the classical formula for the complex amplitude of an spherical wave, so the value for
the wave at point in hologram is obtained as:

U@ = Y U@ = UG &
S

with 7 = g — p, and S the set of samples over the scene.

For each point g in hologram, we must accumulate contributions for all source points S. That accounts for a total of
SxWxH operations. Quality of the result depends on how precisely the scene is discretized, that is, how many points S are
used to sample the scene. For large numbers of samples S this can become very time-consuming.

What we are really computing, for each pixel in the hologram, is the integral of the light arriving from the scene, and
we sample the scene to compute the integral. Initially we use a brute force sampling method. In CG it has been proven
that Monte Carlo methods are efficient to compute this kind of integrals, so we can apply them here. We define a PMCS
by choosing only some random subset R of the S samples on the scene to compute the value at each pixel on the hologram.
For this method to be correct, the subset must obey a known probability density function (PDF) (which defines the weight
of each sample), and be different for each pixel on the hologram. Our calculation now becomes:

U@ = YU = UG .w, @
R

with 7 = g — p;, R the random set of samples chosen for point g, and w; the weight of sample i.

Once the hologram is constructed, the wavefront at any other plane parallel to it can be calculated, simulating the
wavefront propagation. This process of propagation between two parallel planes can be accomplished by Fourier optics,
in particular with the angular spectrum method [ref].

Nv

Zy

FIGURE 1 Simplified geometry of wave propagation from a generic object to hologram plane.
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This method only requires a couple Fourier transforms to propagate the wave, so it can be implemented very efficiently
via FFT. If wave section U, (complex amplitude) is known at a z = 0 coordinate, the value U, at another z position can be
calculated as:

U, = F~{(F(U,)-P2), 3)

where P(z) is a propagation function that depends only on the distance z, and F, F~! are the direct and inverse Fourier
transform operators.

For now, the goal with this PMCS algorithm is to have a static scene (i.e., geometry and materials do not change
over time) and test if it is possible to generate an image in real time. This requirement can be defined as a target
FPS (frames per second) render rate. It ranges from 25 FPS for traditional cinema, 50 FPS for computer displayed
images, and up to 100 or 200 FPS for a high-quality display. The higher the rate, the more faithfully movement is per-
ceived. A detailed cost estimation analysis for CGH calculations are compiled in Reference 11. The main problem to
achieve the desired results is the calculation time, which depends directly on the number of rays used to calculate
the scene.

In this method, multiple rays are shot from each pixel of the synthetic 2D image obtained to calculate each pixel on
the SLM. So, if we start from a synthetic image (SI) with a number of pixels N x M, and the SLM has a number of pixels
W x H, the theoretical number of rays that must be launched from each pixel of the synthetic image would be W x H
and the total rays needed to generate the hologram would be (W x H) x (N x M). As we increase the resolution of the
images, the computational cost increases. Let’s assume a flat synthetic scene of size 1024 x 1024 points of which we want
to calculate its hologram to display on a screen of 1920 x 1080 pixels. Each of the object’s points must send amplitude and
phase information to all the pixels of the hologram. This amounts to a total of 2174 x 10'? rays.

Image pixels mesh are generated with 32, 64, 128, 256, 512, and 1024 points per side. Rays used for CGH are shown
on Table 1. Same table shows the distance between image points for the different series using as measurement unit the
simulated pixel size, (8 um). High frequency information is lost when the image resolution decreases (see Table 2), which
affects the details of the original image as will be seen in the images in following sections.

2.1 | PMCS algorithm

This section describes the application of Monte Carlo techniques to the calculation of the complex light wavefront gener-
ated by a two-dimensional scene under illumination. In order to analyse the effects of Monte Carlo sampling (which will
be later detailed) we choose a simple scene that allow to perform some optimizations that do not affect the conclusions
of the analysis.

The scene is a set of continuous surfaces in space generating a wavefront that travels to the eye of the observer (or
the optic system of a recording setup). Our goal is to register that wavefront over a planar surface, our hologram (H).
Following the Huygens principle, this continuous wavefront could be modeled at his origin (the surfaces on our scene)
as a set of point sources, ideally infinite in number. We should just integrate over all those sources to get the value of the
wavefront at each point of H. That integral is discretized, so in fact we use a set of samples over the scene, with their
amplitude adjusted according to the surface area they represent.

To perform the integral over the full set of Sy discrete sources, we implement a Monte Carlo integration method. In
order to calculate the complex wavefront value W at a point on the hologram (x;,yy), the contribution ws(x;, y,) of each
source wave s from out set of Sy on that point must be summed:

S
WX, Yi) = )\ Ws (s V). €)

s=1

To apply Monte Carlo methods, we need to rewrite the sum as the product of a volume and an average value, like

Sy
1
W (X, Y1) = Sy S—was(xh,ym : (5)
s=1
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TABLE 1 Raysused to CGH calculus versus percentage of PCMS rays used (K) and sampled image size (N x N points).

Distance between mesh points (units: CGH pixel )

K 322
(%) 27.34

5 106.108
10 212.108
15 319.10%
20 425108
25 531.10%
30 637.108
35 743.10%
40 849.10%
45 956.108
50 106.10°
55 117.10°
60 127.10°
65 138.10°
70 149.10°
75 159.10°
80 170.10°
85 180.10°
90 191.10°
95 202.10°
100 212.10°

Note: CGH size: W = 1920, H = 1080 pixels.

642
13.67
425.108
849.108
127.10°
170.10°
212.10°
255.10°
297.10°
340.10°
382.10°
425.10°
467.10°
510.10°
552.10°
595.10°
637.10°
679.10°
722.10°
764.10°
807.10°
849.10°

128%
6.83
170.10°
340.10°
510.10°
679.10°
847.10%0
102.10'°
119.10%
136.10'°
153.101°
170.10'°
187.101°
204.10%°
221.10%
238.10%
255.10%
272.10%°
289.10%
306.10'°
323.10%
340.10'°

2562
3.42
679.10°
136.10'°
204.10%
272.10%
34.10%°
408.10'°
476.10%°
544.10%°
612.10%°
679.10%°
747.101°
815.10%°
883.10%0
951.10%
102.101
109.10
116.101
122.101
129.101
136.10"!

TABLE 2 Loss of information when decreasing image resolution from Nyquist theorem.

N

X N (mesh)

AX

In

Loss factor

Note: X = 7 mm: horizontal image size. fg = 1/X: horizontal max object frequency. fy: Nyquist frequency. Ax = % (um) CGH pixel: 8um.

of samples from Sy, where each sample is chosen with a probability density p(s), and calculate the integral as

322

256

16 X fs
0.03125

642 1282
128 64
32xf, 64 X f,
0.0625 0.125

2562
32

128 X f
0.25

5122

1.71

272.10%
544.10'°
815.101°
109.10
136.101
163.10M
190.1011
217.10"!
245.101
272.101
299.10%
326.10!
353.10!!
381.10!
408.101!
435.101
462.1011
489.10!!
516.10"!
544.101

5122

16

256 X fs
0.5

10242
0.85
109.101
217.10"
326.10"!
435.101
544.10"
652.10"
761.101
870.10!
978.10"!
109.10'2
120.10'2
130.10'2
141.1012
152.10'2
163.1012
174.102
185.1012
196.102
207.1012
2174.1012

10242

512 X f;

Monte Carlo integration allows to reduce the number of sources used for the integration: choose a random subset S,

1
W (Xn, yn) = S¢ 5
m

SZm

s=1

Ws(xh’yh)

p(s)

(6)

The choice of the probability density p(s) can help to enhance the accuracy of the calculation, if some a priori knowl-
edge on the distribution of wy(xy,, yn) is available (i.e., choose the samples which will contribute a higher value with higher
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probability). In our case, where a totally general complex scene could be the source (so no clue about the wavefront can
be used) the last resort for p(s) is the uniform random distribution, so p(s) = 1.

In a complex scene the full set of Sy sampled sources in the scene will be determined implicitly from a rendering setup
where both scene and point of view will define which points in the scene contribute to the hologram. For the tests in this
article, as we focus on the effect of the Monte Carlo sampling, we use a simplified scene with just one surface (a square,
possibly textured), and the full set of Sy sources is explicitly defined.

2.1.1 | Discretization of the scene

First step is to generate the Sy samples for the full discretized version of our surface. The process can be described by the
following steps:

« Resolution to sample our square is chosen, let it be N.

+ A uniform sampling grid of size Sy = N X N samples is layered on the square, generating points (u;, v;) on parametrical
coordinates on the range [0, 1]x[0, 1].

« For each sampling point (u;,v;), an spherical source is generated, with origin at the point in the square determined by
(u;,vj), and with amplitude A proportional to its area.

« In case the square should be textured, the amplitude A is modulated by a gray level extracted from the texture at
coordinates (u;, vj), via point sampling.

So, we construct the list or point sources that will contribute to the hologram. This process is not taken in account to
compute the time cost, because is previous to CGH calculations.

2.1.2 | Monte Carlo samples selection

Next step is to select, for each pixel on the hologram, a random subset of S;,, samples suitable for Monte Carlo calculations.
For a continuous domain of integration, this process is usually done selecting integration points in the domain with one
(or several) uniform random variables &.

For a discrete domain like ours, this process is not so simple. Choosing S, samples from a full set of Sy using a random
variable £ can lead to selection of duplicate samples, distorting the Monte Carlo calculation. A method to avoid repetition
of samples must be used. This is accomplished with a method called shuffling:

o Sort the set of Sy samples in a random order with the shuyffle algorithm.
For each sample i in the set
— Choose one other random position j in the set, from i to the end.
- Swap samples i and j.

o Select the first Sy, samples of all Sy in the shuffled set.

This process should be performed for every pixel on the hologram. Execution of the shuffling algorithm is expensive
(it must be repeated billions of times), and can lead to some implementation problems when GPUs are used. To solve this
problems, a slightly modified version can be used:

« Perform the shuffling only one time at the beginning of the process, giving a randomly sorted set of samples.
« For each pixel, choose a random starting point £ inside the set of Sy samples.

» Use then next S, samples from & position (possible wrapping around the set of Sy samples).

This process guarantees that a different uniform random set of samples is used for each hologram pixel, as the Monte
Carlo algorithm requires.
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2.1.3 | Hologram calculation

To compute the CGH, all values of the wavefront at the hologram plane must be calculated. The hologram can be
represented as an array of H X W complex values. The full calculation of the hologram can be depicted with this
algorithm:

// Define the full set of Sf samples
samples f =
// For each pixel of the hologram
for i=1 to H
for j=1 to W

// Determine position

xh =

vh =

// Traverse full set of sources

hologram[i,j] = 0

for s=1 to Sf

hologram([i,j] += wave(samples f [s],xh,yh)
// Average

hologram[i,j] = holograml[i,j]l/Sf
// Scale to integration volume
hologram[i,j] = hologram[i,j]*Sf

where wave () is a function that calculates the contribution of an individual point source to the hologram. Using our
Monte Carlo algorithm, this can be rewritten as:

// Define the full set of Sf samples
samples £ = ...
// Shuffle the full set of Sf samples
samples s = shuffle(samples f)
// For each pixel of the hologram
for i=1 to H
for j=1 to W
xh =
vh = ...
// Select random subset of Sm sources
// from the shuffled sample set
r = uniform random var(l,Sf);

samples m = samples s[r ... r+Sm]
// Traverse random subset of sources
hologram[i,j] = 0

for s=1 to Sm
hologram([i,j] += wave(samples m[s], xh,yh)
// Average

hologram[i,j] = hologram[i,j]/Sm
// Scale to integration volume
hologram([i,j] = hologram[i,j]*Sf

Figure 2 shows the flowchart of this pseudocode.
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FIGURE 2 Monte Carlo algorithm flowchart.

3 | PMCS FORCGHAND QUALITY MEASUREMENTS
In order to arrange the image quality measurements, we consider three variables related to CGH synthesis using PMCS:

1. The number of beams used on PMCS algorithm. PMCS ratio: it is based on using a random subset of all the rays that
should be traced in order to obtain a perfect image with no obvious decrease in the final quality obtained.

2. The resolution considered for the scene. PMCS resolution: it is also interesting to analyse the behavior of the images
as a function of the resolution used to discretize the object: the sampling period of an image, that is, the number of
points at which it is encoded, also determines the computation time for the CGH.

3. CGH simulated versus CGH displayed in the lab: simulated CGHs have been modeled including amplitude and phase
modulation. CGHs used in the laboratory use only phase modulation, due to the limitations of current SLMs.

We have not used any algorithm to improve the quality of the final image. The aim of the study is to know the effi-
ciency and effectiveness of the proposed methods as a function of these variables when calculating a CGH by free space
propagated ray tracing.

Two options has been considered as reference image when making comparisons between holograms:
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1. The image obtained from the hologram calculated with all possible rays (100% of rays), that is, the image obtained
from a “perfect” hologram.
2. The object that generates the hologram (the original image).

To compare an image I with image R (considered as reference image), some evaluation functions can be used. The
first one is root-mean-square error (RMSE) (Equation 7), defined as. where I and R are the two images to compare, p
and q are pixel coordinates, I and R are the mean values of I and R respectively, I, 4 are the pixels p, g of the image to be
compared with the reference image defined as R, ;. RMSE used definition is slightly modified in order to compare series
with different reference image.

P.q 2
Upg — Rpg)
RMSE = 4| = ’; o (7)
~r(Rp.g)

Another well-known evaluation function is the correlation coefficient (CC) defined as
D.q 7 o
g —DRpg —R)
cC = N.M\Dg p.g . )
V (Ztha = 12) (S5 Ry - R

When RMSE = 0 means that both images are the same. The CC ranges from 0, which means that there is no correlation
between images, to 1, which represents an exact match. We will use them in the following sections to compare the quality
of the reconstructed image changes modifying PMCS parameters as resolution or ray ratio conditions.

4 | PMCS FORCGH:SIMULATION

Several images have been used for the analysis, in this work we present the results of the image shown in Figure 3, since
we have observed that results are generalizable. It is a calculator and has been chosen for the following characteristics:
it is an object of 7 mm side, with fine details (e.g., the numbers) and with well-defined edges. Both, details and edges of
the image (which are step functions in the intensity function) are strongly affected by the diffractive effects implicit in
hologram generation.

CGHs are obtained by ray tracing, using PMCS calculations. The CGHs obtained take in account both amplitude and
phase modulation. The range of rays used for each series is from 5% to 100% in increments of A5% (see Table 1).

From this object the ideal hologram has been calculated with various resolutions points/side (see Table 3). Both the
CGH plane and the reconstructed images are framed in a 15.36 x 8.64 mm field that coincides with the area of a commer-
cial SLM (PLUTO-2.1 spatial light modulator) in order to compare the simulated holograms with those obtained by a real
device.

The images obtained from the CGH are calculated by Fourier transform propagation of a plane wave perturbed by the
CGH, from the hologram plane to the plane where the image is formed.

FIGURE 3 (Left) Initial image used for hologram synthesis, 7 mm side length, 1024 x 1024 mesh points. Image framed in the 15.36 X
8.64 mm field. (Right) Image detail.
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TABLE 3 Graphics series of quality measurements.
Type Simulation images Lab images
Ref. PCMS Object PMCS Object
RMSE Figure 7 Figure 9 Figure 13 -
CcC Figure 8 Figure 10 Figure 14 Figure 15

Abbreviations: Object, original image; PMCS, image obtained from CGH calculated with 100% of rays; Ref., image used as reference.

Figure 4 shows both, the rays involved for the synthesis of each hologram (x axis) and the time required to calculate
the CGH of the calculator image for all resolutions as a function of the number of rays used. The calculus have been made
using a PC computer (Intel Xeon X5675 @ 3.07GHz, 20 GB RAM and GPU 2x GeForce GTX 660h ). The range of rays
used goes from 106 x 10® rays for the hologram of a square with 32 points of resolution per side and 5% of rays used to
over 217 x 102 s for an object with 1024 points of resolution per side and the total number of rays emitted for each one
(see Table 1).

These time values can be significantly improved by using more modern hardware. According to official CUDA bench-
mark test, it can be divided by a factor of 100 using GeForce RTX 3090 Ti. This would imply that holograms with the
resolution and percentage of beams used in PMCS could be synthesized in real time below the blue line shown in Figure 4.
Figure 5 shows the simulation results from CGH with 100% rays used and all resolutions considered and Figure 6 shows
details of them.

Following subsections show the results of the quality measurements for different series. Table 3 organizes the graphs
according to the type of CGH obtained (simulated or laboratory) and the reference image used.

41 | 100% PMCS CGH as reference

RMSE results are shown in Figure 7. In these plots the reference image is the one obtained with a 100% ray-synthesized
hologram. As an example, some images of series, with 128, 512, and 1024 points per side resolution are shown on Annex

PMCS time measurements

107 o % 128
g < 256
102 b P il
o —— 1024
1008 1009 1010 1011 1012
Rays used

FIGURE 4 Time measurements: Rays send from the object to virtual SLM for all series (x axis) and CGH time cost versus rays used.
Blue line shows the estimated limits for moving images (30 fps). Dashed lines are time cost estimations using a GPU GeForce RTX 3090 Ti.
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FIGURE 5 Reconstruction images obtained from 100% rays PMCS CGH under several object resolution (points per size).
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FIGURE 6 Detail of reconstruction images obtained from 100% rays PMCS CGH under several object resolution (N = points per size).

(see Tables A1,A3, and A5). Details are shown too (Tables A2,A4, and A6). For all series, RMSE evolution in function of
PMCS rate indicates its improvement when the number of rays used per hologram increases.

Figure 8 shows the correlation coefficient for all series and images. Again, the reference image in each case is the
image reconstructed from the hologram calculated with 100% rays. It should be noted the largely smooth behavior of the
graph for all series, such that significantly decreasing the percentage of rays used has little effect on the image quality, as
can be seen in the tables referred to.

4.2 | Original image as reference

Another option is to compare the images of each series with the original image. The results are shown in Figure 9 (RMSE)
and Figure 10 (CC) and show analogies and differences with respect to the previous graphs: in each series, both indicators
improve as the percentage of rays used increases.
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FIGURE 7 Simulation images: RMSE as a function of resolution (color) and percentage of rays used. The reference image is obtained

from the hologram calculated with 100% PMCS.
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FIGURE 8 Simulation images: CC as a function of resolution (color) and percentage of rays used. The reference image is obtained

from the hologram calculated with 100% PMCS.
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FIGURE 9 Simulation images: RMSE as a function of resolution (color) and percentage of rays used. The reference image is the
original sampled at each resolution.
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FIGURE 10 Simulation images: CC as a function of resolution (color) and percentage of rays used. The reference image is the original
sampled at each resolution.
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This improvement is barely noticeable from a relatively low percentage of rays used, around 30% according to the series
(see also Tables A1,A3, and A5). It is again observed that the performance improves, in general terms, as the resolution
used increases.

5 | PMCS PHASE CGH: EXPERIMENTAL RESULTS

To test the CGHs generated by PMCS in the laboratory, the previous analysis has been repeated with the images obtained
from the previously calculated phase holograms, displaying them in an SLM with the same geometrical characteristics
(PLUTO-2.1 spatial light modulator). The hologram has been calculated so that the object is in a plane where it can be
captured directly on a CCD, without the need for additional optics (Figure 11).

Both simulation process and laboratory set-up for CGH register and images reconstruction have the same geometrical
parameters (distance to the virtual-real SLM, pixel size, no lens, wavelength, etc.). This allows comparisons between the
two measurements. The essential difference between the simulated and real holograms lies in the fact that the simulation
allows modulation in amplitude and phase, whereas the SLMs available in the laboratory only allow modulation in phase.

To obtain the reconstructed image in the simulated holograms, we use the free-space propagation of a plane wave
perturbed by the CGH (using the well-known Fourier transform formulation) and evaluate it at the distance that coincides
with the distance used to record the CGH reconstruction in the laboratory (300 mm).

It should be noted that this SLM only modulates the phase of the incident wave, so no direct relationship can be
established between the results obtained and the simulated results. In addition, the whole experimental set-up (actual
SLM modulation, CCD non-linear response, etc.) involves the inclusion of an added transfer function which also affects
the recorded image.

Figure 12 shows the holograms obtained with 100% beams for all resolutions analysed in this work. It shows not only
the field of the image but also the field of the whole SLM. The details of the images are also shown in the center.

For images with low resolutions, diffraction orders appear. These are associated with the spatial frequencies generated
by the periodic distribution of the points and worsen the image quality. Edge effects are also clearly observed in higher
resolution images. In all cases the SLM size frame appears and is also shown in the images.

Following the criteria used for the simulated images, we show the series obtained for 128, 512, and 1024 points of
resolution per image side and their central details (Tables A7,A9,A11 for complete image and Tables A8,A10,A12).

In the case of the series with low resolution we find that the diffraction orders added by the periodic distribution of
the points decrease as the percentage of rays decreases when using PMCS, disappearing for very low percentages. On the

S ——
A

;V A
Laser
I .
splitter
Beam
expander >
Camera
(without optics)
Real image plane 3 o | i

CCD camera plane

FIGURE 11 Experimental setup schema. SLM plane is located at 300 mm of object plane (and CCD camera plane).
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FIGURE 12 Experimental images obtained with 100% rays for all resolutions. Image used for hologram synthesis. 7 mm side. (Left)
Image framed in the 15.36 X 8.64 mm field. (Right) Detail in the center of the image.
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other hand, noise increases. For high resolution images (1024 dots/side) edge diffraction effects also decrease significantly
as the percentage of rays decreases. Image noise also increases.

Figures 13 and 14 show the RMSE and CC for all calculated series. As in the case of the simulated measurements, the
image calculated with 100% of the rays has been taken as the reference image.

Figure 15 shows the CC for the series using as reference the object image (Figure 3). Figures 16 and 17 show detail
images of the three highest resolution series (1024, 512, and 256 dots per side) at various ray ratios.

6 | DISCUSSION RESULTS

Computer-generated graphics allow us to put ideas into our minds. In fact, an image is something in between an idea and
an object, real or virtual. In this article, we focus on generating by simulation physically accurate holograms of scenes
in which the phenomenologically correct interaction of light with matter is simulated. For this purpose, the holography
phenomenon is modeled and the photorealistic rendering of the scene is performed.

But what makes a well-made image? What kind of images will allow useful information to be transferred accurately
and efficiently from the computer to our minds?

Given the wide range of possible approaches offered by the world of computer graphics and the visualization devices
available to us, the answer is far from be simple. In the context of this article, we are looking for generating by simulation
holograms of rendered images whose final result is physically correct. However, in this objective binomial, we want to
involve another aspect normally less considered, the one that involves the observer’s brain, which is the one that ultimately
perceives the scene. The reason for this approach is that the authors consider that both physical precision and subjective
perception play a definitive role in what could be called a realistic image.

Series of CGHs of a flat object, parallel to the CGH plane, have been calculated using as variables the image resolu-
tion (points/side) and the percentage of rays used for the calculation of amplitude and phase. The reconstructed images
resulting from illuminating these CGHs have been simulated and the images resulting from projecting the calculated
phase onto a commercial SLM have been obtained in the laboratory.

The simulations and laboratory images obtained show that a reasonable quality can be obtained with fewer rays. In
fact, some of the effects linked to diffraction effects (e.g., edge effects) are improved, avoiding the computational overhead
required by other proposals already mentioned.

08

0.6
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0 . . . .
0 0.2 0.4 0.6 0.8 1

PMCS percentage index

FIGURE 13 Lab.images: RMSE as a function of resolution (color) and percentage of rays used. The reference image is the original
sampled at each resolution.
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FIGURE 14 Lab. images: CC as a function of resolution (color) and percentage of rays used. The reference image is the original
sampled at each resolution.
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FIGURE 15 Lab.images: CC using as reference image the original image. Example images are shown on Figures 17 and 16.

Quality measurements (RMSE and CC) have been performed using as reference two images for each series: the image
obtained from the CGH calculated from 100% of the rays emitted by the sampled object and the image of the real object.
These measurements have been performed both for the simulated images and for the images obtained in the laboratory.

Reducing the percentage of rays does not significantly worsen the image quality when using amplitude and phase
modulations (simulated images). For images obtained in the laboratory (phase-only CGH) the measurements indicate an
improvement when comparing these images with respect to the original.
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FIGURE 16 Examples of lab. calculator image of 1024 points-size image versus percentage of PMCS used.
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FIGURE 17 Examples of detail images related to the graphic in Figure 15. Rows: Image resolution (pixels/size). Columns: Percentage

of PMCS used.

Tables show that noise dominates the image detail for low percentages of rays used in the PMCS
algorithm. On the other hand, the diffraction effects of each point are evident for high values of ray

percentage.

Previous work has shown that there is a threshold beyond which the observer does not perceive a significant improve-
ment in the quality of the image he or she sees.!>!3 The results of the previous section also point in this direction. In the
case of the simulated images, the correlation coefficients obtained vary very little from a threshold of the percentage of
rays (Figures 8 and 10). Figure 8 uses as a reference image the one obtained with the hologram using 100% rays. Data are
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asymptotic to the CC value 1. When compared to the original image (Figure 10) the variation remains very small for most
of the graph but the image resolution effects become evident as we decrease the number of dots per side of the image.
The same is observed for RMSE (Figures 7 and 9)

Comparing experimental PMCS images with 100% PMCS reference images, RMSE and CC worsen for several reasons:
SLM uses only phase modulation information, CCD camera sensor, optical setup ... also affects the total transfer function
of the system. Nevertheless, they maintain a similar behavior to those obtained in the simulation. Figures 13 and 14 show
these values.

The fundamental difference with simulated CGH is that we only get closer to the ideal image when increasing the
resolution above the pixel size of the modeled SLM (see Figure 15). For lower resolutions, point diffraction effects become
more and more evident the lower the resolution. Even in the case of holograms calculated with 100% rays there is a clear
mismatch with original image.

But is this reference image the best possible? Graph on Figure 16 and tables on Annex show that the details of the
calculator are best seen with a lower percentage of rays than 100%. It can be seen how the effects of diffraction on the
one hand and noise on the other hand reduce the value of this parameter for high and low percentages respectively. This
analysis is subject of future work.

7 | CONCLUSIONS

As in the case of computer graphics, the digital approach always generates a sampling of the world. But in addition, in
order to calculate a CGH, phase-related calculations have to be added to the CG calculations, which forces the computa-
tional cost to increase. Even in this case, they are not perfect reconstructions of the initial objects: diffractive optics has
inherent phenomena (such as edge effects, speckle, ghost images due to higher orders ... ). This cost would increase even
more if techniques are used to improve the quality of final images.

This work looks in the opposite direction: we describe an algorithm based on Monte Carlo techniques for CGH calcu-
lation, which we call PMCS, and series of CGHs have been calculated by varying the sampling resolution for the model
mesh (pixels/side) and the percentage of rays used (see Table 1).

To analyse the quality of these series (Section 4), the RMSE and CC have been calculated taking as reference the CGH
that uses all possible rays and the original image. These measurements have been performed for simulated holograms
(including amplitude and phase modulation) and holograms in the laboratory (phase only).

Both RMSE and CC indicate that it is possible to decrease the percentage of rays used without significantly decreasing
the image quality. This information is consistent with both simulated and laboratory holograms. It is evident that quality
images increases with number rays used and image resolution.

In the case of laboratory holograms, it is observed that the appropriate reference image is the original, and the best CC
values are obtained for intermediate ranges of ray ratios (see Figure 16). It is also in agreement with the observed images
(Figure 17).

We establish a direct relationship between desired image quality and calculation time in function of the specific needs
of each case. For example, in order to obtain real time in the generation of an image (below 30 FPS) and seeing the results
obtained and estimated, it would be necessary in the best case of image quality a factor 2 of computing power with respect
to a GeForce RTX 3090 Ti GPU (Figure 4).

Future work: For production applications based on Monte Carlo algorithm efficiency is of primary concern: image
noise (variance) must be low at practical computations times. Our next goals will be sampling techniques that significantly
improve rendering efficiency for image-plane sampling, maintaining the idea of reduced sampling, but adapting sampling
distributions to the characteristics of the image pixels, and including 3D scenes.
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ANNEX

Tables of simulated and lab images PMCS series, both complete and detail, for 10247, 5122, and 128> mesh grid.
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TABLE A3 Simulation calculator reconstruction for 512
points/size CGH resolution versus PMCS percentage of rays used.

5 10 15 20

85 920 95 100

TABLE A4 Detail of calculator reconstruction for 512
points/size CGH resolution.

85 90 95 100

Note: Image reconstruction versus PMCS percentage of rays used.
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TABLE A5 Simulation calculator reconstruction for 128 points/size
CGH resolution versus PMCS percentage of rays used.

5 10 15 20

65 70 75 80

85 90 95 100
TABLE A6 Detail of calculator reconstruction for 128
points/size CGH resolution.

5 10 15 20

25 30 35 40

45 50 55 60

65 70 75 80
85 90 95 100

Note: Image reconstruction versus PMCS percentage of rays used.
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TABLE A7 Lab. calculator reconstruction for 1024
points/size CGH resolution versus PMCS percentage of rays used.

5 10 15 20

80

85 90 95 100

TABLE A8 Detail of calculator reconstruction for 1024
points/size CGH resolution versus PMCS percentage of rays used.

[N
[$,]

=
.O.

.m.

N
w
w
o
w
(6]

65 70 75 80

85 90 95 100
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TABLE A9 Lab. calculator reconstruction for 512
points/size CGH resolution versus PMCS percentage of rays used.

5 10 15 20

TABLE A10 Detail of calculator reconstruction for 512
points/size CGH resolution versus PMCS percentage of rays used.

i i - 25 of 27
EET—— iy
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TABLE A1l Lab. calculator reconstruction for 128
points/size CGH resolution versus PMCS percentage of rays used.

5 10 15 20

TABLE A12 Detail of calculator reconstruction for 128
points/size CGH resolution versus PMCS percentage of rays used.
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