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Abstract: If the appearance of digital images does not coincide with what they look like when they are
presented as authentic photos or videos, we must reflect on concepts such as mimesis, truth, Artificial
Intelligence and impersonation, something that is currently gaining prominence in the education of
teachers and university professors. The current study presents the results of a research focused on the
scope and knowledge of the so-called ‘deepfake images’ by the university student body of the Visual
and Plastic Education subject, in the Graduate Certificate in Primary Education, and the student
body of the Activity Design subject, in the master’s degree in Secondary Education—Specialty in
Drawing, in the subject of Activity Design, University of Zaragoza. To do so, a quasi-experimental
design with qualitative methodology was used, in which of 100 students participated. As a data
collection strategy, reports were used, based on semi-structured questions, for the analysis of the
development of critical thinking. The achieved results allow us to verify that deepfakes put forward
an innovation in the study by university classrooms. The use of these deepfake representations is a
novel issue that generates some moral and ethical controversy due to the different uses it can have,
where the age of the interpreter is a differentiating factor for the knowledge and the possibilities that
these imaginaries present. Therefore, it is a work area belonging to the field of artistic education on
which little exploration and research has been conducted. Based on the obtained results, we conclude
that there is currently a better awareness on the part of artistic education, and of education itself, in
general terms, regarding the knowledge by the students, the relevance of its use, and the possibilities
of these technological tools, both in their creative aspect and their misinformative ones.

Keywords: art education; deepfakes; creativity; misinformation

1. Introduction

The study of the scope of the existing knowledge in higher education on digital
deepfakes focuses on a pilot project within the Visual and Plastic Education subject, in
the Graduate Certificate in Primary Education at the Education Faculty, and the Activity
Design subject, in the master’s degree in Secondary Education—Specialty: Drawing, Image,
and Plastic Arts. The aim of both subjects is to train future teachers of art education;
in the case of the bachelor’s degree oriented towards basic education and in the case of
the master’s degree oriented towards secondary and higher education. The objective is
deepening and promoting the critical thinking of the students, through the practical use of
aesthetic knowledge, defined around deepfake representations that increasingly, and with
more democratization, come out to meet us [1]. Artificial Intelligence (hereinafter AI) is
fashionable in culture, leisure, sports, politics [2], war, and pornography; in campaigns that
mean equally both smear and misinformation, as well as images that address entertainment,
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knowledge and reminiscence of past and historical characters, which are presented through
creative and artistic images [3,4]. These two aspects, one positive and the other negative,
are the two poles through which one can study the benefits and dangers of AI inside
the higher education of future graduates in Primary Education and future teachers of
Secondary Education. In this paper, we address the analysis of various experience reports
where the knowledge concerning these new images among university students is revealed,
as well as the consideration of these imaginaries within a fake ambit, the differentiation
between images that correlate with the empirical reality and others that are the result of
AI, in addition to their consideration as ethical and responsible images, being, lastly, the
assessment of whether these images belong in artistic education.

2. The Background of Artificial Intelligence in Contemporary Societies

Contemporary art education cannot be oblivious to the “fake digital culture”. The
products of visual culture are neither a political movement nor an academic movement;
however, they are a medium through which the political is projected, as well as questions
of identity, desire and sociability [5]. For this reason, because they are intimately related to
the social, through representations close to the model they imitate, they are the territory of
the educational. With regard to the new contemporary images that come to our attention,
we find some very specific ones, such as deepfakes. But what is a deepfake? And how to
study it to learn this new reality that has arisen and has been provoked in recent times?
This term is an English compound term formed by the words fake and deep learning. It is
an AI technique that allows users to edit false videos of people who seem to be real, using
its algorithms of unsupervised learning, known as GAN (generative adversarial network),
and already existing videos or images. The outcome of this technique is a very realistic,
albeit fictional video. The origin of these deepfake visualities and narratives can be traced
to the iconic film Rogue One: A Star Wars Story (2016), in which Princess Leia comes to the
fore and can always return with new dialogues and new actions thanks to her deepfake
(See Figure 1).
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Figure 1. Princess Leia deepfake as generated by ILM (Industrial Light & Magic). Source: https:
//lrmonline.com/news/millie-bobby-brown-is-princess-leia-in-new#deepfake-video/. Accessed
on 6 May 2019.

Through these technologies, the creation or recreation of deceased people grants us a
promise of duration, of permanence against the passage of time [6]. These images, created
through this technology, introduce us, firstly, in the artistic fact, in the pure creation, in the
fictional, the representative; they are used to revive popular people, for non-commercial
purposes, just purely historical or artistic, so that they can be known by new generations.
Examples of this are the return to life of Lola Flores, Salvador Dalí, or Mario Moreno
Cantinflas, or the traveling circuses that include acts with virtual reality animals into their
shows, to preserve that traditional essence of the circus, at a time when work with animals
is no longer allowed.

https://lrmonline.com/news/millie-bobby-brown-is-princess-leia-in-new#deepfake-video/
https://lrmonline.com/news/millie-bobby-brown-is-princess-leia-in-new#deepfake-video/
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Second, these images have also been used in politics, pornography, cinema, music [7]
and with a greater presence and that is increasing in recent years.

Concerning this second intention, there are politicians and world leaders who have
suffered discredit because of the impersonation of their identity through this technology.
Two specific examples of this misuse are that of President of the United States Barack Obama
in 2018 [8] or, in 2019, some manipulated videos of Democratic Party politician Nancy Pelosi
when she was speaker of the House of Representatives, in which she appeared with obvious
symptoms of drunkenness. Those were videos that questioned Pelosi’s honourability
and that had to be denied, not without problems. Zannettou et al. [9] list a number of
actors associated with the development and distribution of deepfakes, which range from
governments, political activists, criminals, and malicious individuals who have spread
images that do not coincide with real facts through social networks [8]. An intentionality of
various forms of extorsion and manipulations of the public and their opinion regarding
specific issues may be the motivation behind the actions of these actors [9].

These representations bring about confusion or discord in the viewer, economic benefit,
passion for a specific idea or organization, genuine and pure chaotic fun [10].

In fact, deepfakes are closely related to so-called fake news, so in vogue currently. If
we trace one of the first projects about the creation of false images through AI processes,
we found the origin in a project of the company N-Vidia (Blinded for peer-review). In 2017,
through the combination of existing images of real profiles from people in social networks,
extracted using big data technology, portraits of non-existent people were created. They
look recognizable due to familiarity with the photographic document, but they lack any
causal relationship, since they do not keep memory of any reference.

Besides these examples, during the current war in Ukraine since the Russian invasion,
there has been in 2022 an event that marks the turning point in the use of these visualities
for identity theft, which has not passed unnoticed. Thus, we find the emergence on social
networks and digital platforms on 16 March 2022, of a deepfake of President Volodymyr
Zelensky calling for the surrender of Ukraine and the return of the region of Dombás. This
act was the first time that AI in the form of a deepfake was used as a weapon of war, for the
destabilization of armies, in the society of knowledge and information (See Figures 2 and 3),
something that Agarwal (2019) already envisioned as a future possibility in politics [2].
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This has opened up a polarised debate on the need for a regulatory framework for AI
that has pitted thinkers, entrepreneurs, engineers and tech moguls in the form of CEOs
such as Elon Musk against each other, who, for the moment, have not reached any kind of
consensus on how to put limits on the AI industry.
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3. Theoretical Framework: Audience, Education and Deepfakes

The relationship that is established between a deepfake and a viewer is the same as
with any other type of realistic image. The familiarity with the model, its realistic aesthetics
and its appearance as a truthful image means that the model presented is not mistrusted.
This circumstance moves the spectator to perform actions, such as, in the case of Lola Flores,
to buy beer. All these representations present themselves as subjects, and as objects, in the
duality of the same effect provoked by the image. To represent means to present oneself as
something that represents and every representation, every sign or process of presentation,
includes a double dimension: a reflexive dimension, presentation of oneself; a transitive
dimension, which represents something—a dual effect—the effect of subject and the effect
of object [11].

These dualistic processes demand a participatory response from the public. Paulo
Favero [12] points out that the images that circulate in contemporary digital habitats are,
at the same time, agents that produce actions and representations that carry meanings.
Salvador Dalí or Lola Flores are two icons of 20th century culture that are presented as
digital technologies in terms of the imperatives of the image, between performativity and
agency, between mobility and participation [13]. A participation that is nourished by
affects, by the senses through which it acts and by the feelings of those who participate
and connect [14]. The recognisable figures of those who present themselves to us, have to
do with the figure of Banquo’s ghost at Macbeth’s table who returns to draw attention to
us [15]. As Brea [6] points out, it is as if they could open the way to the Mephistophelian
pact, we institute them perhaps as promises of memory: memory that expands the lived
towards the others—in whom the self expands into the collective of which every image
teaches—but also and above all towards the future—and its other inhabitants [6].

The response demanded by the deepfake from the spectator is found in the dialogues
themselves, which promote these imaginaries, inviting us to act. The deepfakes tell us
what to do and how. Giving up arms in Zelenski’s case, visiting an exhibition and what to
expect from it with Salvador Dalí, that is, the intentionality they have for the spectators,
is confronted, and equalised to the extent that the material conditions of the technology,
which fall within a logic of economic and banking rationality, are made possible.

Thus, deepfake technologies are situated in their appearance in the world by virtue of
the conviction of providing a gift from those who are wise to those who are ignorant [16].
The use of popular cultural figures to influence at a particular moment in time gives these
images the capacity to be emblematic, to express ideas and to present themselves as a role
model [17].

The immaterial construction of the reality that is driven by these procedures picks up
the yearnings of the finitude of a past time. A presentation of images with a mnemonic
vision provided by technology. The separation of the concepts of reality and fiction are
diluted in their borders, “projecting both on the construction of virtual situations in which
representation and presence, absence and memory are lowered” [13]. The level of relaxation
of the above is based on the digital aspect of the images, which, without losing its condition
of presence, becomes more present through the messages it transmits. Likewise, the

https://www.bbc.com/news/technology-60780142
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component of absence is mitigated with the presentation of these digital images that
transport us as spectators to past times or situations that have not been in the sense of
Barthes [18].

However, and in the light of the above, the study is based on an enquiry that is based
on the urgency of the latest visual events, and there is not yet a solid theoretical panorama
that can be reflected in this section. Culture and education lack the necessary reflection
addressed by the scientific community to be able to relate other previous or parallel studies
to the one presented. As this is research that breaks with established models, we find that
there is no theoretical apparatus to serve the purposes of the research. The same happens
with most of the references used, coming from visual culture in its different approaches,
but far from glimpsing the underlying theoretical problems and the theses that should
emerge in this understanding of the fictional and the false. However, it is true that there are
academic studies that map the landscape of the incorporation and development of these AI
techniques in numerous fields of study and point to education itself in general terms in one
case, or related to technical fields related to biomedicine or engineering through systems
and applications in others [19,20].

Therefore, we must refer to the few authors that are mentioned and the few previous
studies [9,21–23], this research being a spearhead in the educational world and in other
tangential ones such as Moxey [15], when he refers to the enrapture of the images that
surround us and the lack of judgement in the face of the familiarity of the models, something
that is undoubtedly identified with the images studied by Virilio [24] through the support
or the mimetic impulse.

Authors who have addressed the question of the effects of presence in these deepfakes,
preceded by holographic images, which is also extensible to those created through AI,
point out in the case of Gumbretch [22] that this presence is as important as the effects of
meaning [15], as the ability to affect us, their aesthetic and poetic appeal, and their status as
presentation add complexity to our understanding of the new current imaginaries. The key
to understanding these images lies in materiality as a formative element in understanding
deepfakes as social images [25]. An approach that recognises the centrality of materiality
and allows us to look at and use images as socially salient objects, as active and reciprocal
rather than simply implications of authority, control, and passive consumption on the one
hand, or aesthetic and supremacist discourses on the other. This is questionable given
recent events, when they are used precisely for the supremacist control of some societies
over others, and when we talk about their implications for war.

Therefore, in this sense, the two tensions on which the theory is based continue to be
those of the materiality and meaning of these imaginaries. This is complicated by the lack
of veracity, if not verisimilitude, that these images present [26].

Against this backdrop, where AI has a history that has marked some disinformational
milestones in recent years (Zelenski’s deepfake, the appearance of Nancy Pelosi with
symptoms of drunkenness through a manipulated video, etc.) and a promising future
ahead, with no end in sight, artistic education is a priority in which to address these
issues. The relevance of making future teachers and professors literate in the current
state of the imaginary takes on an unusual prominence and of great transcendence for
the social and educational aspects of the new generations. The discourses and cultural
critical pedagogies [1,27,28] become highly topical, for the awareness and critique of what
surrounds the educational, media and simulacral context, which, this time, we do in visual
terms. Aguirre [29] points out that it is interesting to unmask the ways in which the political
is embodied through the aesthetic [30], just as it is necessary to generate, through education,
scenarios of dissent that allow for the reconfiguration of new forms of participation in the
inherited regimes of the sensible [28,31].

Equally, and in another way, as teachers we must learn to coexist with these new
technological tools in the education of the present and look to the future.

In another sense, the images created by AI techniques also have a positive side, where
deepfakes also meet us and are integrated into everyday life, jumping from what only
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a few years ago was something extraordinary in the cinema, to the reality of concerts
for all audiences, television advertisements dedicated to commercial products, in their
presentation as claims for monographic exhibitions about authors who are not among
the living, as is the case with the appearance of Salvador Dalí in the exhibition at the
St. Petersburg Museum in Florida in 2019, under the title of Dalí Lives. In this positive sense
is where deepfake images connect the past with the present, bringing back disappeared
figures, and there are numerous examples such as the aforementioned and other more
current ones that television has shown as authentic artistic creations of relevance, awarded
for this, such as the result of the startup Metaphysic that managed to progress through
to the final round of the North American talent show America’s Got Talent, where the
deepfakes of the jury of the competition appeared in real time as if they themselves were
the ones who were performing. The actors were transformed by AI techniques into their
digital doubles, to the disbelief of the viewers’ own eyes and those of the jury, who saw
themselves replicated on the screen.

They are postulated as something imaginary that expresses itself in terms of visual
indifference, of technicality and mechanistic brought to the fore by the literal aesthetics of
the technical images themselves. The loss of distinction between reality and representation,
between reality and fiction, and the persuasion of the spectator by appealing to stereotype,
are the field of study of visual culture in education. Regarding modernity, it does not
take place without faith or that which is believed in undergoing a destruction, without
the discovery of the lack of reality in reality; a discovery linked to the invention of other
realities [32]. Arts education must work to foster a critical spirit through the study, learning
and literacy of the new digital imaginaries. Ideas and purposes bring this work to the
forefront, where the future graduates of primary education must know fundamental parts
of the perceptive reality that surrounds us.

4. Objective and Hypothesis

The main question to which this research work responds concentrates on analysing
the knowledge, interest and need that exists, in relation to the possibilities presented for
its development in primary and secondary classrooms, in the so-called deepfakes that are
increasingly abundant in the knowledge and communication society.

The aim of this study was to find out the perception of university students about
deepfakes taking into account the socio-demographic variable of age, due to the follow-
ing considerations:

- Critical thinking competence increases with age, with lived experiences and not only
with university education [33].

- The maturity of the student is what really influences the application of critical thinking
competence in his or her social and personal life [34].

Based on this objective, we state the following hypotheses:

H1. There are differences in the knowledge of the deepfake phenomenon in relation to the age of
university students.

H2. University students consider the images created by means of AI as fake.

H3. University students can differentiate a deepfake image from an image from empirical reality.

H4. University students consider that the use of these types of images of deceased persons for profit
is unethical.

H5. There are differences in the consideration of these types of images within the field of art education.
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5. Methodology

The working methodology was a quasi-experimental design with a qualitative method-
ology based on reports with semi-structured questions. Experience reports were chosen as
the data collection tool. It was also implemented in class with an intervention model, with
3 sessions, the first one for sharing, the second one for explanation and the third one to
ask the questions in the report. We consider that it is adequate to the object of study since
the objective was to know each student’s ideas about the relevance of labour on deepfakes
within artistic education.

5.1. Informants and Procedure

On the basis of a convenience sample generated in situ with students studying for
their master’s degree in secondary education, future teachers in the area of art education,
due to the accessibility of the research team to the sample, informants were selected who
were representative of the student body in terms of gender, academic stage and average
class size. A convenience sample of 100 students is presented, university students aged
between 20 and 49 years, with a mean age of 29.70 years. Of these, 50 are 20 years old
(20 years) and 50 are over 20 years old (+20 years). They are divided between Graduate
Certificate in Primary Education (73 participants) and the master’s degree in Secondary,
High School, Vocational Training, and Languages, Artistic and Sport Education, within the
speciality of Drawing, Image, and Plastic Arts (27 participants). Of these, 64 women and
36 men took part in this study, which was carried out using a qualitative methodology.

As for the procedure, as well as the analysis of the data used in this study followed the
ethical criteria established by the good practice guidelines of the Committee on Publication
Ethics [35] and the basic principles of the Helsinki declaration for research involving human
subjects [36]. Before starting, they were reminded that the data would be processed for
research purposes only, the process of anonymization during processing was guaranteed, as
was the safeguarding of their anonymity in the resulting studies. They were also informed
of their right to withdraw from the study.

5.2. Instruments and Variables

The perception of deepfakes will be studied by means of an instrument generated
ad hoc. This is due to the non-existence of a defined instrument for the study of this
subject. A total of 100 individual and semi-structured experience reports were conducted
through the Google Form platform. They were carried out during the months of February
and May 2023, depending on the time availability of the informants, with an approximate
duration of 45 min. The reports were organised with 5 questions that initially had to
be answered with a closed answer “YES/NO” and then an open answer to justify the
initial choice.

The questions were designed based on the taxonomy proposed by Bloom (1971), which
ranges from the ability to collect information to judging an outcome [37].

The questions were as follows:

1. Do you know what a deepfake is?
2. Based on the imaginaries seen in class, can we consider that the images created by AI

belong to the domain of the fake?
3. Based on the imaginaries seen in class, understood as deepfakes, can one distin-

guish between images from empirical reality and images coming from virtual reality
understood as representations?

4. If one of the possibilities in their intention is economic, is it ethical to revive popularly
known figures, already deceased, to generate money through AI?

5. Do you consider that it belongs to the domain of artistic education to deal with the
education of these visual and audiovisual products?

The responses were then transcribed verbatim for further analysis [38]. The report was
designed by the researchers of the study and contained questions related to the following
themes: (1) knowledge; (2) recognition; (3) representation; (4) ethics and (5) education.
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This creation process was assessed by a panel of experts made up of university lec-
turers in educational sciences, didactics of plastic expression and educational psychology,
obtaining a Kappa index of intra-observer agreement of over 90%.

5.3. Educational Approach

The activity is developed from the study of the topic Visual Culture and its Education:
New Imaginaries, having three sessions for its realization, during two consecutive

weeks. Researchers were involved in the design/teaching of the course.
In the first session, the teacher/researcher begins by questioning the participant

students about their knowledge about the level of influence of current digital imaginaries,
and more specifically about the use of holograms, reflections, and deepfake images that are
used in entertainment, culture, politics and war. The teaching strategy of brainstorming
was used to develop the project, encouraging action research with active participation by
the teaching staff/researchers.

At the second session, a theoretical session occurs where different situations in which
these images have a significant relevance are shown and explained. An expository method-
ology is applied, supported by visual and audiovisual resources taken from the web and
social networks.

In the third and final session, the students answer a questionnaire designed according
to the hypothesis that we want to work with in this study.

5.4. Data Analysis

After transcription of the 100 semi-structured responses, an analysis of the data was
carried out using the constant comparative method [39]. The comparison will be made by
systematically comparing events, situations and contexts. Furthermore, different types of
comparisons will be made at each stage of the analysis.

Repeated data reductions were carried out [40]. This began with an extraction of
units of analysis from the context in order to carry out a coding of core categories. To
categorise these codes, they were grouped around phenomena discovered in the data
that were particularly relevant to the research hypotheses, with reference to the initial
established cores of interest and with attention to possible emerging categories [41]. This
section was carried out using NVivo 12 qualitative software.

6. Results

We begin by presenting an analysis of the results obtained in the experience reports
about the affirmative or negative responses in relation to the themes proposed by the
research group.

We can see how there is a predominant option in the students belonging to the age
range of twenty years old (20 years) in all questions, except in the question referring to the
possibility of differentiating the images generated by AI, where the answer is more similar
to that of the other age range (+20 years). Most of the students in this age range (+20 years)
are unaware of this kind of imagery. Most of them consider that they belong to the field
of false information, and that it is unethical to use the image of deceased people for profit.
In addition, they consider that this type of images should be incorporated into the Arts
syllabus for Primary Education (See Scheme 1).

The data reflected in the experience reports concerning the older students (+20 years)
reveal that in this age group the answers are not so polarized. Even though there is a greater
number of students who do not know this visual resource, another group does know of its
existence and knows how to describe it. They also consider these images to belong to the
field of fake news. We must emphasize that, in this demographic group, they consider that
they can recognize this type of images (See Scheme 2).
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The following is an analysis of the results obtained in the experience reports regarding
the categories established in relation to the answers on the study of deepfakes in the
primary and secondary education stages.

As for the argumentative part of the reports, the quality of the answers was good in gen-
eral, although the students (+20 years) showed a higher degree of reflection and argumentation.

The university students consider it to be a relevant subject for analysis, both in primary
and secondary classrooms and at university level, due to its topicality and growth. They
consider the relevance for primary and secondary school pupils of learning to differentiate
reality from representations. They find it difficult to differentiate false images from real
ones and consider that this is a form of manipulation that they and their future pupils face
in their daily lives. The role of arts education in helping pupils to make this differentiation
is highlighted. Another aspect that was mentioned was the importance given to visual
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literacy to ensure that primary and secondary school pupils can distinguish between real
images and representations.

Both age groups underline the interest of working on this aspect in the classroom from
the area of arts education due to the increasing presence of technologies.

One of the aspects highlighted, mainly by students under 20 years of age (20 years), is
the need to learn how to manage images on social networks, considering that technology is
evolving at a faster rate than knowledge and management of this type of communication
system. University students consider that by studying this imaginary, they develop critical
thinking leading to autonomy of thought, which is essential for primary and secondary
school students (See Scheme 3).
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7. Discussion

Since its development in postmodern terms [42], art education brings images closer
to the understanding and attention to the new narratives and visualizations that shape
our world.

H1. There are differences in the knowledge of the deepfake phenomenon in relation to the age of
university students.

Although in general there is a high level of ignorance of the phenomenon, students
(+20 years) state that they are more aware of this phenomenon. Since Rogue One: A
Star Wars Story kicked off AI in a democratised way, we have witnessed an exponential
and growing blurring of the boundaries between the physical and digital worlds in en-
tertainment, culture, politics, and warfare. We are witnessing a growing universe where
simulacrum seizes the experiences to convert them not into reality but into reality of the
events to be interpreted. The education in visual culture adds more resources, learnings,
and concerns to the teacher. In the visual, we place Photography, Video, Digital Art, Net.Art,
Cinema, Comic, Poster design, etc., languages that require a specific training and that allow
a self-expression for the child compared to other techniques, media, or resources [43]. In ad-
dition, in these times, the use of virtual reality is increasingly more used and democratized
in everyday life, through its utilization in advertising and, for some time, in the importance
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that it acquires in a few monographic exhibitions of deceased artists. Something that our
studying is not consciously aware nor critical with the images that come out to meet you.
When shown AI videos of popular deceased people, they had no different reaction to the
presentation of empirical videos [20].

H2. University students consider the images created by means of AI as fake.

Most of the students think that they are part of falsehood. Therefore, the hypothesis
has been confirmed by what was presented in the experience reports. Once the difference
between one type of image and another has been explained, they do consider that they
belong to the fake world, but they also state that it may be difficult or impossible to discern
or warn them.

H3. University students can differentiate a deepfake image from an image from empirical reality.

Students (+20 years) consider that they are able to distinguish deepfake images as
opposed to students (20 years) who, for the most part, cannot distinguish or recognise
deepfake images. This H3 is the hypothesis that yields an interesting polarisation of the
results. It highlights that the age factor in the answers is a determining factor.

However, and in spite of this, the students (+20 years) do not qualify how they can
systematically recognise these images, because they specify in specific cases how they
identify these images as opposed to others, highlighting in which cases it is evident that
the image is a deepfake, and when it is not. For example, they note that artistic deepfakes
of deceased cultural figures presenting current events or current advertising campaigns are
easily recognisable from the chronology of the story. However, it can be more complicated
when it comes to living, well-known people, when we lose the referentiality of the facts
and they may appear in places where the character could well be located [44].

Thus, some consider that AI-created images themselves are increasingly imperceptible
to the eye, as opposed to those that show empirical reality. The majority believe that in the
present day of 2023 it is still possible to distinguish these images created by AI technology.
However, they predict a future where it will be very difficult or impossible to identify one
image from another due to the pace and speed of technological progress.

Both those who are currently able to distinguish the real from the fake and those who
are not emphasise that what sets the pace at present for a greater or lesser distinction is
technological determinism. This idea reinforces what was stated at the beginning of the text
about the figure of Banquo’s ghost at Macbeth’s table, as we are not certain that what we
encounter in the present and in the future may be real or invented. The documentary nature
of images, of chronicling what is happening, has already been called into question and will
be an increasingly controversial issue that threatens and endangers today’s democracies
themselves [45].

H4. University students consider that the use of these types of images of deceased persons for profit
is unethical.

The students consider the use of this type of images of deceased people for profit-
making purposes to be unethical. Although there are very few differences between the two
groups analysed, students (20 years) are more critical in relation to this issue. They realise
this and are critical when they empathise with the loved ones or the deceased person, when
they react against its use as ethical.

For all these reasons, reality, representation, spectacle and simulation go hand in
hand, creating a reality in itself [46], which needs to be worked on in the training of future
arts education teachers and professors. This work involves students and teachers alike by
adopting critical teaching–learning [47]. Critical thinking can be taught through meaningful
dialogue and problem solving as the most appropriate methodologies [34].
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H5. There are differences in the consideration of these types of images within the field of art education.

The future graduated students from the Faculty of Education consider that this type
of imaginary should be worked on in primary classrooms from the point of view of artistic
education. Therefore, in contemporary art education, we can study, in the emergence of new
imaginaries and consumption formats for entertainment, culture, and advertising, the new
representational practices that involve a new way of accessing knowledge for individuals.
Thus, we find proposals that put us in front of deceased popular figures such as Salvador
Dalí who, in 2019, greeted visitors at the Saint Petersburg Museum in Los Angeles, during
the exhibition Dalí Lives; or Maria Callas in concerts on her world tour during 2021; all of
these images that come to our attention and, to which, attention from artistic education
should be paid. The constant dissolution of the physical and digital worlds, where the
boundaries between what is real and what is representation are blurred, are the object of
study in a scope of work where visual literacy, perceptual discrimination, and the critical
spirit, play an important role in the education at any formative stage. The postmodern
curriculum has been influencing the critical thinking of students about images and the
incorporation of new narratives through visual culture in education since the beginning of
the 21st century.

However, it turns out that from an opposite side there is misinformation, bad inten-
tions, and disrepute. The appearance of the Zelensky deepfake (See Figure 2) during the
Russian invasion of Ukraine in March 2022 makes us reflect and ponder that images and
now their power acquire a new meaning; how destabilizing agents and misinformers place
images in the frontline of battle. Likewise, the smear campaigns against politicians like
Nancy Pelosi, with a video with obvious symptoms of drunkenness of the American leader
had to be declared untrue by herself and her office.

All these cases lead us to ethical and moral debates, since reality is assaulted by the
representation, simulation and falsification of images that want to belong to the domain
of the empirical, not being able to do so because they are a product of creation and not
of empiricism [48]. And furthermore, from a legal point of view, what happens when
people already deceased are shown? The law is clear about what is allowed when using
images or fragments of videos in which a deceased person appears. Instead, and just like
with other technologies, the law does not specify what is to be done with deepfakes. In
principle, and since the image rights of a person disappear when this person dies, the heirs
or closest relatives would be the ones to authorize the use of the image of the deceased in
a deepfake. This will logically depend on the legislation of each country or state. These
visual manifestations that cling between the absence and the presence, the memory, and the
promise of the future, the past and the lived, the historical and the fictional, are exhibited
as immediate images that tell events of the present, as if they had come back to life.

Considering that only significant differences were observed in the question referring
to the discernment of the images and that this was significative in relation to the age range,
we place the interest and discernment in generational terms. The students (+20 years)
answered affirmatively, as opposed to the students (20 years) that considered that they
could not tell them apart. Age is a factor that, concerning technology, becomes a gap. We
perceive that the younger students bear an alienation in these terms of loss of discernment
between reality and representation; something that, we suppose, will increase because new
versions of the aforementioned programs and applications will be more powerful and more
hyper-realistic in the immediate future [33].

We must bear in mind that, although critical thinking must be developed beyond the
school or university, the university must be the place where it is encouraged in order to
create free and creative subjects [29].

8. Limitations and Prospective Studies

This work has some limitations, such as the lack of a previous strong theoretical
body. There is currently no conception that goes into the study of deepfake images in art
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education, something that will undoubtedly provide this time to which we must remain
attentive as teachers and researchers.

For this reason, and for future research, the aim is to broaden the scope that deepfakes
have in the most recent times. For example, the appearance in Spain of images that, by
means of AI, 13 and 14 year old children from a secondary school have manipulated
photographs of their classmates, with the aim of undressing them and sharing them on
social networks, with the damage that this entails. The families have now reported the
facts and the cases are in court. The relevance of AI and deepfakes is a reality that we must
deal with in the classroom, in order to learn about its positive side and even more about its
negative side.

Bringing the deepfake phenomenon, which is so fashionable in the media and AI
applications, into the territory of art education is a necessity given the emergence and
constant overflows that these images produce in their encounter with people, entertaining
in some cases and misinforming or destabilising in others. This is something that should
not escape the education of future teachers, with the perspectives that the present moment
throws towards the immediate future.

9. Conclusions

Our study initiates an awareness on the part of artistic education, and education itself
in general terms, regarding the students’ knowledge, the relevance of use and possibilities
of these technological tools, both in their creative side as in misinformation. All this has
been approached by critical thinking and the practical use of aesthetic knowledge, with
which we reach the following conclusions:

First, it is considered as a current issue for both student groups (20 years and +20 years),
as it draws attention due to their interest and contemporaneity; and it presents a novelty
in the study made in university classrooms concerning the training of Primary Education
teachers. It has been introduced and we are living with it without establishing a critique
in education, as it affects students and future generations, it needs to be studied now
and urgently.

Second, age is a differentiating factor about knowledge and possibilities that these
imaginaries offer. The answers are homogeneous inside each age range, while there are
significant differences between groups.

Third, the ability to distinguish between reality and representation already supposes
a problem in students (20 years). Meanwhile, the students (+20 years) are still capable of
discerning one type of image from the other. The development of critical thinking is, in these
terms, to be found in the encouragement of enquiry and suspicion with new imaginaries.

Fourth, the use of these imaginaries is going to be a topic to generate, now and in
the future, moral and ethical controversy, taking into consideration that its use can be
very diverse and have different purposes, both ludic and cultural, as well as malicious
and uninformative.

Fifth, we corroborate that a good part of the study of these imaginaries belongs to the
domain of artistic education, since that is what those who will dedicate to teaching in the
immediate future have let us know.

Finally, this study, although a pilot one, yields some evidence that will be reinforced,
contrasted and mostly investigated in successive works. This is an approach to the iconic
from critical thinking that introduces great potentialities for education in visual and au-
diovisual terms. A coexistence that raises awareness of the plurality of the world in
contexts where an integrating dialogue allows us to travel through the hybrid territories
that digital images offer us today. This educational process has a clear social function, of
dissemination and visual literacy that favours an understanding and enjoyment of the
environment. A current and necessary scenario in the context of the media, which deepens
reflection on the hegemony of images and the forcing of new views and perspectives on
technological images.
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