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Abstract The opacity of real-estate market involves some challenges in their
agent-based simulation. While some real-estate websites provide the prices of
a great amount of houses publicly, the prices of the rest are not available. The
estimation of these prices is necessary for simulating their evolution from a
complete initial set of houses. Additionally, this estimation could also be use-
ful for other purposes such as appraising houses, letting buyers know which
are the best offered prices (i.e. the lowest ones compared to the appraisals),
and recommending the buyers to set an initial price. This work proposes com-
bining dimensionality reduction methods with machine learning techniques
to obtain the estimated prices. In particular, this work analyzes the use of
non-negative factorization, recursive feature elimination and feature selection
with a variance threshold, as dimensionality reduction methods. It compares
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the application of linear regression, support vector regression, the k-nearest
neighbors and a multi-layer perceptron neural network, as machine learning
techniques. This work has applied a 10-fold cross validation for comparing the
estimations and errors and assessing the improvement over a basic estimator
commonly used in the beginning of simulations. The developed software and
the used dataset are freely available from a data research repository for the
sake of reproducibility and the support to other researchers.

Keywords agent-based simulation · machine learning · real-estate market ·
simulation setup

1 Introduction

Agent-based simulations (ABSs) use different autonomous entities called agents
for reproducing certain individual behaviors in a realistic way, in order to
simulate, analyze and predict the emergent behaviors of a certain group of
individuals (Davidsson, 2002). There are many different approaches for defin-
ing ABSs and implementing them. From a software engineering point of view,
the Ingenias Agent Framework was adapted to define ABSs and develop the
corresponding simulators with a model-driven development approach using an
adaptation of the Ingenias methodology and its language (Gómez-Sanz et al,
2010). PEABS (a Process for developing Efficient Agent-Based Simulators) al-
lows users to develop efficient simulators from the corresponding ABS models
(Garćıa-Magariño et al, 2015). From a sociology point of view, ABS models
can be defined with toolkits such as NetLogo, Repast Simphony, Repast and
Mason (North et al, 2013). ABSs can also use fuzzy techniques to manage
uncertainty in the simulations (Hassan et al, 2010).

In the last decades, the available data are exponentially increasing in most
domains (Reiser et al, 2002). The big data research field gathers the techniques
and methods for analyzing and managing these large amounts of data (Provost
and Fawcett, 2013). ABSs can be an appropriate approach for analyzing and
predicting relevant results from large amounts of data. For addressing this goal,
some works have used parallel computing (Borges et al, 2017). In particular,
the HLA Actor Repast approach is aimed at distributing Repast models for
high-performance simulations of scalable models (Cicirelli et al, 2011).

Nevertheless, the capability of performing realistic and complex ABS does
not only require the proper high-performance execution mechanisms. In some
domains, the difficult access to some data hinders the possibility of executing
realistic ABSs from all the initial real data. For example, the real-estate market
is opaque in some aspects such as the housing values (Chang et al, 2016).

In this context, the current work analyzes different ways of estimating non-
accessible data for ABSs in the context of the real-estate market. In particular,
it applies several dimensionality reduction methods and some machine learning
techniques. The analyzed dimensionality reduction methods are non-negative
matrix factorization (NMF), recursive feature elimination (RFE) and feature
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selection (FS) with a variance threshold. The applied machine learning tech-
niques are linear regression, support vector regression (SVR), the k-nearest
neighbors (KNN) and a multi-layer perceptron (MLP) neural network.

The selected methods offer a wide range of different approaches that can
be tested in this problem. Linear regression is simple, fast and its solution can
be found in closed form. It cannot deal with nonlinear dependences but it can
be seen as a baseline algorithm. KNN is a pure data driven method that does
not assume any particular form of the regression function. For classification,
it is known to have a bounded error in the limit of infinite number of samples.
It is assumed that two near samples should have similar output, which seems
reasonable in general. MLP is known to be able to approximate any function
under not very restrictive conditions. Thus it can model nonlinear behavior in
a natural way. SVR applies the ideas of sparse kernel machines to regression
problems. It can work with high dimensional spaces. The prediction is usually
efficient since it is based on a subset of the training points.

When working with a very big training dataset, it can be important to use
dimensionality reduction techniques. These techniques can reduce the process-
ing time when training different machine learning algorithms, which is partic-
ularly important in big data. In this work, we have considered NMF, RFE and
FS with a variance threshold as dimensionality reduction techniques, and we
have applied them to linear regression, SVR, KNN and MLP.

The contribution of this work is the use of machine learning techniques to
predict initial missing values in simulations of real-estate markets. Besides, the
dimensionality reduction NMF has been applied for the first time for house
price prediction. The different combinations of dimensionality reduction and
machine learning algorithms have been tested with data taken from Idealista1,
a popular Spanish real estate portal.

2 Related work

2.1 Real-estate simulations

Several works have simulated real-estate markets for different purposes. Some
simulation models focus on estimating the risks of the real-estate market, as
these are normally considered relevant by investors. For example, Pyhrr (1973)
presented a computer simulation model that calculates the risks of investing in
real-estate providing some probabilities. They considered both business risk
(related to real-estate transactions and their prices) and financial risks (re-
lated to debt financing). In this line of work, Jiang et al (2007) introduced a
simulation model for assessing the economic risk of a real-estate project. Their
approach was based on a weighted combination of risk factors. They obtained
the corresponding influencing weights by an analytical hierarchy process.

The proposal of Zhuge et al (2016) is more similar to the current one
from a methodological point of view, as both works are in the context of

1 https://www.idealista.com (last accessed October 22, 2018)
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ABS models. In particular, their approach analyzed the residential location
choices and the real estate prices by means of simulations. They simulated
negotiations between household buyer agents and owner seller agents. They
mainly considered the house prices and their accessibility. A case study about
a medium-sized city of China corroborated their proposal.

Other works apply simulation models for analyzing the investment behav-
iors of firms. Wang et al (2017) used ten years of real-estate information of
China for detecting the driving forces behind the macroeconomic variables.
They analyzed several influences between private and state-owned firms due
to the discriminatory financial constraints in China.

However, none of the aforementioned works has used real-estate simulations
for assessing the capability of machine learning and dimensionality reduction
methods for estimating the missing data at the beginning of simulations.

2.2 Machine learning methods and ABSs

Machine learning methods have been applied several times to reinforce ABSs
in the literature. For instance, the Q-learning algorithm has reinforced an
ABS model in the context of radiotherapy (Jalalimanesh et al, 2017). Their
approach was simulated with R-NetLogo package. They mainly modeled the
repercussions of different treatments considering the radio sensitivity of cells.
The learning algorithm improved the treatment plans for the cure of the tumor
with minimum side effects.

Machine learning has proven to be useful for incorporating some learn-
ing capabilities in the agents. For example, Wojtusiak et al (2012) included
learning capabilities in agents in stochastic ABSs in the context of trans-
portation logistics. More concretely, their autonomous logistics were enhanced
with learning predictive models for environment conditions and learning for
the evolutionary plan optimization. In addition, Khalil et al (2015) proposed
a framework for machine learning in interactive multi-agent systems (MIL-
MAS). The main goal of their framework is to enhance interactive agents to
learn from their interactions. Their proposed learning method outperformed
the Q-learning algorithm according to their experiments in the taxi domain.

Multi-agent systems (MASs) are the precursor of ABS and represent a
wider concept, concerning interactive autonomous entities, but not necessarily
aimed at simulations. Machine learning based on neural networks has been
combined with them in the literature. For instance, Cui et al (2016) applied a
MAS in combination with a neural network to achieve a distributed adaptive
consensus for reducing the burden of network communication. In addition,
Becker et al (2016) combined MAS and neural network methods for taking
routing decisions in a logistic facility. Their experiments showed the improve-
ment of their method over other well-known routing mechanism in a simulated
scenario based on real data from a car terminal.

Nevertheless, to the best of authors’ knowledge, machine learning tech-
niques have not been applied to obtain the initial missing values for ABSs.
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2.3 Big data

The exponential growth of data over time implies new challenges that are
studied by the big data field (Yaqoob et al, 2016). This steep increase of
data not only requires from new solutions for the upcoming challenges, but
also provides appropriate scenarios for testing and validating certain research
theories. In this context, the free open big data repositories are continuously
becoming more popular and useful.

The official and national repositories of some countries (e.g. USA and UK)
are especially relevant for their variety and amount of information and their
free open access. Some research studies have used these repositories. For ex-
ample, the official UK repository2 was applied to estimate the demands of cer-
tain kinds of activities based on the natural environment information (Tratalos
et al, 2016). This UK repository has also allowed Brown et al (2016) to train
a tool for estimating the impact of mega-nourishment interventions on coast
areas affected by the construction growth. Several European big data reposito-
ries have supported other research studies. For instance, Jayaram et al (2015)
analyzed the effective technological marketing strategies in several countries
of Easter Europe according to features such as privacy laws, demographics,
competitive conditions, attitude towards technology and corruption, thanks
to one of these repositories. They considered different marketing technologies
like digital profiling, websites, content management, social media, digital col-
laborations and analytics.

Several private companies own large and increasing datasets generated from
their business model. For example, 100 h of video is uploaded to YouTube ev-
ery minute, and 100 terabytes of data are uploaded daily in Facebook (Yaqoob
et al, 2016). More concretely in the real-estate context, Idealista is a popu-
lar Spanish website that includes about 9,000 new house offers per day. The
exportation and importation of the information from these private companies
are not as promoted and assisted as in the aforementioned official repositories,
but still some works like the current one can benefit from the information of
these private companies.

Certain big data scenarios have supported works about ABSs and more
generally MASs. For instance, the Care High Performance Simulation (HPS)
tool (Borges et al, 2017) defined and simulated ABS models with parallel
computing. In this way, developers were able to run ABSs using big data
with the corresponding parallel calculations. Anya et al (2015) proposed the
application of agent-based models for simulating enterprise operations based
on big data, applying the already existing Gaia methodology. Wang et al (2016)
presented a design of a smart industry factory in which the coordination of
smart objects (e.g. machines, conveyers and products) was performed by means
of a MAS. This MAS received feedback based on big data.

The management of big data has been assisted by dimensionality reduction
in several works. Dimensionality reduction is useful because normally the gi-

2 http://data.gov.uk/ (last accessed September 16, 2017)
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gantic datasets have significant amounts of redundancies (Houari et al, 2016).
Different domains have benefited from dimensionality reduction for managing
big data. For example, Sun and Wen (2017) proposed a new dimensional-
ity reduction method for recognizing facial expressions. Sabarina and Priya
(2015) applied a tensor based feature reduction model for ignoring unwanted
data dimensions for precision agriculture in the management of real-time data
analysis. NMF is a dimensionality reduction technique that has supported the
management of big data. For instance, Žibert et al (2016) used NMF to an-
alyze the relations between air pollution and meteorological situations. Their
work was based in two well-known European large datasets, and corroborated
the existence of some particulate matter patterns and discovered new ones.
Maruyama et al (2014) applied NMF for detecting cells on calcium imaging
data. In the case of noisy data, NMF outperformed the alternative component
analysis algorithm. In the work of Chen et al (2014), NMF supported the sense
induction of each topic senses from the large variety of social tags about it.
Notice that the social tags about web resources are written by different users
and can be ambiguous.

Nonetheless, these works did not apply dimensionality reduction techniques
for estimating the missing data at the initial stage of real-estate ABSs.

2.4 Applications based on Idealista

The main aim of Idealista website is to facilitate the free interchange of in-
formation about Spanish house units so that these can be easily bought or
rented. The existence of several works support the reliability of the real-time
dataset of Idealista. For instance, Chasco Yrigoyen and Le Gallo (2012) ana-
lyzed the spatial autocorrelation of market prices of housing units by means
of this dataset.

In addition, some works have studied different aspects of the Spanish con-
struction bubble by using data of the Idealista web. For example, Garćıa (2010)
analyzed the factors that provoked the breakdown of the Spanish urban growth
model, and compared these factors with the ones related to a similar situation
in USA. Bárcena Ruiz et al (2011) studied the effect of the real-estate bubble
by means of this dataset, in particular in the city of Bilbao.

Idealista has even supported the analysis of social behaviors. Bosch et al
(2015) used Idealista for assessing the discrimination in rental housing. They
contacted trough this website by messages showing interest in certain prop-
erties. They used both native and foreign-sounding names to measure the
differences in negative responses rates.

Therefore, the current work has considered Idealista website as a reliable
resource for using their data in the current research. In addition, the analysis of
Idealista data for comparing machine learning and dimensionality reduction
methods is novel in the context of the estimation of initial missing data in
ABSs, to the best of our knowledge.
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3 ABS challenge in real-estate market

The application of ABSs requires certain steps. One of these is the set-up of
initial configuration, including the features of the initial state of the individual.
Gilbert and Terna (2000) mentioned that the initial configuration of the system
was a task of the modeler. Basically, one can distinguish the mechanism of
setting up the initial population of agents between two different ways, (a)
setting up every agent based on the corresponding real value, or (b) generating
the agents from an initial global value. The former category is precise, but it is
not always possible and convenient. In some cases, there can be some missing
initial data, and in others the user may not have time to introduce all the data
manually.

In ABSs with big data, normally there are some missing values, which
need to be automatically generated. The generation of these data can be per-
formed from a very simplistic way or addressed in a domain-specific way. As
an example of a simplistic way, all the values are set to the average in some
existing ABSs, like ABS-MindHeart (Garćıa-Magariño and Plaza, 2017). In
some domains such as the simulation of cancer spreading, the initial set-up is
performed by the formula of the normal distribution regarding the position of
the corresponding cell (Zhang et al, 2009).

The current work focuses on the specific domain of the real-estate market.
In this market, some prices are intentionally omitted by some owners and/or
agency properties, while other prices are publicly available by some websites.
Hence, the target problem of the current approach is formalized as follows:

Problem 1 Given some houses with certain known prices and some other
houses whose prices are not available, the goal is to estimate the missing prices
according to the features of the houses.

For example, we have developed an ABS that simulates different selling
and buying strategies in real-estate markets (Garćıa-Magariño and Lacuesta,
2017). In this ABS, the seller agents represent owners of houses, and each
one can observe the market and decide whether to offer its house for sale. If
so, it also has to decide the price of the offer. In addition, the buyer agents
represent potential buyers that observe the houses offered for sale and decide
whether to buy a house and which one. The decisions of both kinds of agents
rely on information such as the trends of average price in the last simulation
iterations, the frequency of real-estate transactions in a certain number of last
iterations, and the current ratio between the buyers and sellers. The ABS is
easily extensible so that users can define new buying/selling strategies and
simulate them.

In particular, buyer and seller agents used different kinds of input informa-
tion for taking decisions about respectively whether to buy and how to change
prices. Some agents calculated the price trends. For instance, buyer agents
waited to obtain better prices in decreasing trends, and urged to buy in in-
creasing trends. Seller agents updated the prices following the current trend
to be near market price. Other agents used the frequency of transactions and
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compared this to a threshold to detect real-estate bubbles. In this way, buy-
ers avoided buying houses with unfair prices, and sellers took advantage by
selling houses with high prices thanks to the bubble. Other agents considered
the ratio between sellers and buyers. In this way, when sellers were fewer than
buyers, they increased prices. Oppositely, if the number of sellers was higher
than the number of buyers, then the former ones decreased the prices. A few
agents followed more basic patters, denoted respectively as urgent and patient,
considering whether they need to perform the real-estate transaction soon or
not. For example, urgent sellers decreased the prices until selling the house,
and urgent buyers bought a house soon even if the prices were high.

Figure 1 presents the hierarchy of the most relevant agents. Notice that
Buyer and Seller agents were abstract supertypes of agents that were used to
gather all the common functionalities of respectively buyer and seller agents.
All the concrete agent types extended these agents since there were normally
both buying and selling strategies behind each main criterion. Thus, agent
types were organized as pairs, and each of these had a buyer and a seller agent
usually sharing a component that calculated the necessary information for
taking decisions with the corresponding criterion. For example, one criterion
was the estimation of bubble versus inactive market dynamics based on the
frequency of transactions, and the agents were referred as “Frequency Trans-
action Buyer” and “Frequency Transaction Seller”. These agents kept track of
the number of accumulated transactions updating the corresponding integer
variable inside the corresponding module, and based on the transactions fre-
quency they provided an estimation of whether the market was experiencing a
bubble. Similarly, the pair of the agent types “Price Trend Buyer” and “Price
Trend Seller” kept track of the average prices detecting when the prices were
increasing or decreasing, by keeping the first recorded price in a certain window
time. Finally, the “Ratio Supply and Demand Seller” and the “Ratio Supply
and Demand Buyer” agent types internally managed some superior and infe-
rior thresholds, to determine different behaviors for different ratios of buyers
divided by sellers. All these agents implemented their strategies for taking
different decisions with the “Decide” and “Decide Finally” methods invoked
depending whether the corresponding agent has been waiting for an excessive
time amount. Besides these concrete components, all the buyer agents had an
inherited property called “budget” about the maximum money that the agent
had planned to spent for a given moment. All the buyers had some preferred
features such as the number of rooms. All buyer agents also had access to
components for initializing the price and changing it with some basic methods
and parameters. All the seller agents had a reference to a house, which had
the properties of the house. They also had a price for offering the house when
available. Two flag indicated respectively whether their house was available
for buyers and whether they had already sold the house. Notice that in some
strategies, the sellers observed the market before making the house available
for sale.

Although the strategies can be quite different, the interaction protocol
was the same between buyer agents and seller agents. Notice that buyers can
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Fig. 1 Hierarchy of agent types expressed with a UML class diagram

estimate the situation by asking many sellers. Thus, the interaction was defined
at the supertype level between buyers and sellers following the sequence of
messages determined in the sequence diagram of Figure 2. The seller agent can
ask whether a seller has their housing unit available for selling. Then, the buyer
can ask for information about the house for comparing it with their preferences.
The buyer can also ask for the price. After this, the buyer decides whether to
buy the house, and if so they can perform the real estate transaction.

Figure 3 shows the main interface of an execution example of this ABS
about real-estate market. In this case, the ABS was adapted to separately
consider some of the main district areas of the Teruel city (Spain), which were
San Julián, San León, and Ensanche.

In this execution example, since we used a realistic distribution of the dif-
ferent kinds of buyers and the different kinds of sellers, the simulation obtained
realistic results as one can observe in the evolution chart provided by the ABS
in Figure 4. This simulation included (a) 66 sellers and 40 buyers using the
price trend, (b) 66 sellers and 40 buyers considering the frequency of trans-
actions, (c) 63 sellers and 40 buyers based on the ratio between sellers and
buyers, (d) 3 urgent sellers and 10 urgent buyers, and (e) 10 patient buyers.
In addition, 23% of these agents preferred/owned houses in San Julian neigh-
borhood, 30% preferred/owned houses in San Leon neighborhood, and 47%
did it in Ensanche neighborhood. Furthermore, other data were presented in
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Fig. 2 Interactions between buyer and seller agents expressed with a UML sequence dia-
gram

Fig. 3 Main interface of the ABS for simulating real-estate markets.
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Fig. 4 Average price evolutions simulated by the ABS about real-estate markets.

the main interface such as success ratio of each buyer/seller strategy, the av-
erage price they bought/sold the house units, and the average waiting time in
number of months.

The resolution of problem 1 is mainly aimed at generating the missing data
for the initial set of houses for performing ABSs. This could lead to much more
realistic evolutions of individuals from the beginning of simulations.

This estimation of house prices could also be useful in other contexts. For
instance, the banks could consider this information for tuning the appraisal
of houses for deciding different factors of mortgages. In addition, home buyers
could use this information to determine which are the best offers by comparing
their prices with the estimated ones. Sellers could use this information to
set the initial prices of their houses. These applications could be useful for
supporting decisions of human bankers, buyers and sellers, but could also be
applied for simulating agent decisions in ABSs based on the estimation of the
fair market price of each particular house.

Although the current approach for addressing this challenge is proposed
and experienced in the real-estate market, it may be the precursor for esti-
mating the initial missing data in the ABSs of other domains.



12 Iván Garćıa-Magariño et al.

4 Study

We conducted an analysis of the appropriateness of different machine learning
techniques combined with several reduction mechanisms in the context of the
real-estate market. All the software developed for this study and the used
dataset are available from a public research data repository (Garćıa-Magariño
et al, 2017), in order to ensure its reproducibility and allow other researchers
to use or extend them.

Section 4.1 mentions the sample of houses selected in the current study.
Section 4.2 briefly introduces each of the machine learning and dimensionality
reduction methods applied in the current research. The feature scales were
adjusted as indicated in section 4.3, so that their values were comparable and
the machine learning methods were able to be applied. Section 4.4 explicitly
indicates the protocol applied in the current research. Section 4.5 determines
the ranges of values that were used for the automatic calibration of parameters
in the different methods.

4.1 Sample

In order to achieve certain statistical power, the minimum houses sample size
was calculated a priori with the G*Power 3 tool (Faul et al, 2007). In particular,
we calculated the minimum sample size for detecting medium effect sizes (i.e.
0.5) with a common significance level (α = 0.05) and a power of 0.95 for a
paired t-test. The obtained minimum sample size was 45. Thus, we selected a
real sample that was larger than this statistically calculated minimum.

More concretely, this study used the houses of two neighborhoods of Teruel
city that were collected from the Idealista website up to November 13, 2017.
The neighborhoods were respectively the city center and Ensanche. In total,
the sample included 89 houses.

This study considered the following features of each house: (1) the location
with its neighborhood, (2) whether it is a flat, (3) whether it is a duplex, (4)
whether it is an attic, (5) the number of bedrooms, (6) the area, (7) the floor,
(8) whether the house has a lift, (9) whether it has a garage, (10) gas heating,
(11) whether it is new/remodeled or not, (12) whether it has a box room, and
(13) the number of bathrooms. The price was considered as the target value
for being predicted.

There is a large variety of features used for real estate price prediction that
can be reasonably linked to the output. The features selected in the present
study can be found in the Idealista website and allowed us to gather a dataset
without missing input features. Besides, they have also been considered in
previous studies, directly or with a related characteristic (Park and Bae, 2015;
Chiarazzo et al, 2014; Garćıa et al, 2008; Li, 2006; Nguyen and Cripps, 2001).
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4.2 Methods

We tested several machine learning and dimensionality reduction methods, to
address the problem of estimating the missing prices of a sample of houses.
The former methods were related to regression, since the missing value was
the price, which is a real numeric value. Each of the used methods is briefly
introduced in a subsection of this section.

4.2.1 Linear regression

In a linear model, the predicted price of a house p̂ is expected to be a linear
combination of its features, x. In particular, the price would be calculated with
the following formula:

p̂(x) = wTx + w0 (1)

where w0 is the intercept, and w is a vector of coefficients (weights).
The intercept and weights are found by minimizing the sum-of-square error

function. If xn are the training feature vectors and pn the true prices of the
houses, then that sum is:

1

2

∑
n

‖p̂(xn)− pn‖2 (2)

The solution of this problem can be found in closed form. Another advan-
tage of the method is that it has no parameters other than the weights and
intercept, which are found directly in the training phase. However, the model
is not able to capture non-linear behavior and is very sensitive to random
errors when the features have a high degree of collinearity.

In the current work, the linear regression was applied with the ordinary
least squares algorithm (Dismuke and Lindrooth, 2006) using the Python li-
brary Scikit-learn (Pedregosa et al, 2011). This library has also been applied
for the other machine learning techniques and the dimensionality reduction
methods used in this study.

4.2.2 KNN

KNN (Maltamo and Kangas, 1998) is based on storing a set of training sam-
ples. When predicting the price of a new house, it searches for the k most
similar houses in the training set. Then, it returns an average of its prices.

A key aspect of the method is the definition of similarity between exem-
plars. In order to determine the most similar houses, the Euclidean distance
has been considered in this study. However, the features are very different in
nature. Thus, they were preprocessed beforehand (see section 4.3) so that the
Euclidean distance was meaningful.

The technique is conceptually simple, yet it can yield good results in prac-
tice. There is no need to find parameters in a training step since it is a purely
data driven method, which does not make any assumption about the shape
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of the regression function. However, there should be training vectors cover-
ing all the input region so that the k-neighbors are truly similar. Besides, it
can be slow at making predictions if there are many samples in the training
set. The problem of finding the size of the neighborhood, k, can be solved by
cross-validation.

4.2.3 SVR

SVR is an adaptation of the Support Vector Machine (SVM) classifier to re-
gression problems (Bishop, 2006), so that it shares some of its characteristics.
In this case the predicted price of a house is found by means of a function
given by:

p̂(x) = wTφ(x) + b (3)

where w is a vector of weights, b a bias parameter and φ denotes a feature
space transformation.

Given a set of feature vectors, xn, and their true prices, pn, the weights
and bias parameters are found by minimizing a regularized error function:

C
∑
n

Eε(p̂(xn)− pn) +
1

2
‖w‖2 (4)

C plays the role of an inverse regularization parameter and Eε is an ε-
insensitive error function instead of the typical quadratic error:

Eε(p̂(x)− p) =

{
0, if |p̂(x)− p| < ε

|p̂(x)− p| − ε, otherwise
(5)

As for SVM, the problem can be transformed into the dual formulation (for
details see (Bishop, 2006)) whose goal is to maximize the following function
with respect to the variables an and a∗n:

−1

2

∑
n

∑
m

(an − a∗n)(am − a∗m)k(xn,xm)

−ε
∑
n

(an + a∗n) +
∑
n

(an − a∗n)pn (6)

subject to the constraints: 0 ≤ an ≤ C, 0 ≤ a∗n ≤ C. k(x,x′) = φ(x)Tφ(x′) is
the kernel function.

The prediction function is set as:

p̂(x) =
∑
n

(an − a∗n)k(x,xn) + b (7)

Some practical aspects of the method are the following:
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– The transformation function φ() is not required explicitly. Instead, the
kernel k(x,x′) can be defined directly. In this work, the popular radial basis
function kernel has been used: k(x,x′) = exp(−γ‖x−x′‖2). The Euclidean
distance between two vectors, ‖x−x′‖, is found after preprocessing the data
(section 4.3).

– The method can be applied to high dimensional spaces as far as a kernel
is defined.

– The Eε error function leads to sparse solutions: for many points both an
and a∗n are zero, so that the prediction, equation (7), depends on a reduced
set of training points (the support vectors). These are the points whose
predictions lie at a distance higher or equal to ε from the true value.

– The parameters of the method can be found by cross-validation: C (the
inverse of the regularization parameter), ε (in the error function Eε) and
γ in the kernel function.

4.2.4 Artificial neural networks

Artificial neural networks were somehow inspired by the biological neural net-
works in an attempt to find a mathematical representation of their information
processing. From a mathematical point of view, a typical feed forward neu-
ral network consists of a set of layers in which each layer feeds the next one.
In each layer there are several nodes (neurons), which compute their outputs
depending on a weighted sum of their inputs (Bishop, 2006). To be specific,
consider a network with a single hidden layer and an output layer. In the hid-
den layer, each node j computes the combination for a given feature vector x
as:

aj = wT
j x + wj0 (8)

where wj is a vector of weights and wj0 a bias parameter. The dimension of
wj is determined by the dimension of the feature vector.

Then, the output of each hidden node, zj is given by:

zj = h(aj) (9)

where h() is the activation function. It is usually a differentiable nonlinear
function, for instance a sigmoid.

The outputs of the hidden nodes, represented as a vector z = (z1, . . . , zM )T ,
are combined in the output layer. In our case, the prediction is a single value,
the house price, so that there is a single output node with the predicted value
p̂ as:

p̂ = vT z + v0 (10)

where v is a vector of weights in the output layer, and v0 the corresponding
bias. The dimension of v is determined by the number of nodes in the hidden
layer, M .

This output can also be transformed with an activation function, but for re-
gression problems the activation function is the identity, leading p̂ unchanged.
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Given a set of feature vectors, xn, and their true prices, pn, the weights
and biases in the model, wj , wj0, v and v0 are found by minimizing an error
function:

1

2

∑
n

‖p̂n − pn‖2 (11)

in which, p̂n depends on the input vector xn throughout equations 8, 9 and
10. The corresponding algorithm for minimization is called backpropagation.

Neural networks with non-linear activation functions are known to have
great expressive power. In classification, they can implement arbitrary deci-
sion functions and in regression they can approximate any continuous function
provided the number of hidden nodes is sufficiently large. However, an increas-
ing number of weights and biases in the model can lead to overfitting, which
would be the case if the network included many hidden layers or many nodes
in them. In this study, a structure with a single hidden layer was selected and
the number of nodes was tuned with cross-validation.

4.2.5 NMF

Machine learning algorithms can improve its performance when the high-
dimensionality of the dataset is reduced by some technique. This section in-
troduces one of these techniques: NMF.

Given a non-negative matrixA ∈ Rn×m and a positive integer p < min(m,n),
NMF seeks to find two non-negative matrices U ∈ Rn×p and V ∈ Rp×m such
that ‖A − UV ‖F is minimal and A ≈ UV . It is clear that rank(UV ) ≤ p.
Since p is chosen to be smaller than n and m, U and V are smaller matrices
than A. Hence UV is a compressed version of the original matrix A.

NMF is applied to a matrix A ∈ Rn×m where m is the number of sam-
ples of the dataset and n is the number of features. Taking into account the
non-negativity constraints in U and V , NMF provides a representation of each
sample as a non-subtractive combination of parts. Hence, non-negativity con-
straints provide a representation of an object as a sum of localized features.
Let us see this in detail. The approximation A ≈ UV can be written column
by column as a ≈ Uv, where a and v are the corresponding columns of A and
V . In other words, each vector a, i.e, a sample in A, is approximated by a
linear combination of the columns of U , weighted by the entries of v. So, the
columns of U represent a basis of the localized features of the type of object
represented by the dataset considered. Summarizing, the columns of U repre-
sent a basis of the localized features of the samples of the dataset and each
column of V contains the encoding of the sample represented by the corre-
sponding column of A. In that sense, Lee and Seung (1999) demonstrate an
algorithm for NMF that is able to learn parts of faces and semantic features of
text. Other methods like principal component analysis learn holistic, not part
based representations, in contrast to NMF. In the context of faces, the j-th
column of the matrix A contains n non-negative pixel values corresponding to
the j-th face of the database of images. In that sense the p columns of matrix
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U are called basis images. The j-th column of the matrix V is an encoding of
the corresponding face.

In the literature, several algorithms for NMF has been presented. These
algorithms can be classified into three categories: (a) multiplicative update
algorithms, like in the works of Lee and Seung (1999) and Simovici (2012) in
page 757, (b) based on gradient descent algorithms, as for example in (Lee
and Seung, 2001), and (c) alternating least square algorithms, like in (Paatero
and Tapper, 1994).

NMF has been applied in machine learning and data mining in text mining
and spectral data analysis among other domains. A brief survey on NMF can
be seen in section 14.8 of (Simovici, 2012).

4.2.6 Feature Selection

FS is used to improve estimator accuracy scores or to boost their performance
on very high-dimensional datasets. FS tries to simplify a model by selecting a
subset of representative features. So redundant or irrelevant features are ruled
out. Feature selection methods are used to rule out irrelevant and redundant
attributes from data that do not contribute to the accuracy of a model. Fea-
ture selection methods are compatibles with other techniques for reducing the
dimensionality. In this section we summarize two methods for feature selection:
RFE and FS based on a variance threshold.

Given an external estimator that assigns weights to features (e.g., the co-
efficients of a linear model), the goal of RFE is to select features by recursively
considering smaller and smaller sets of features. First, the estimator is trained
on the initial set of features and the importance of each feature is obtained.
Then, the least important features are ruled out from the current set of fea-
tures. That procedure is recursively repeated on the pruned set until a good
accuracy for the predictive model is obtained using the smallest number possi-
ble of features. RFE can be considered an embedded method since it performs
feature selection as part of the model construction process. In particular, the
current work has used the linear regression as the estimator.

The FS mechanism based on a variance threshold is a filter method since
the selection of features is independent of the classifier used. It calculates the
variance of each feature for all the houses and all the features whose variance
is below an established threshold are discarded. By default, all the features
that have the same value in all samples are removed by this technique.

In the experiments of the current approach, FS mostly selected the follow-
ing house features: (a) the location, (b) whether it was a duplex, (c) whether
it was an attic, (d) the floor, (d) the lift, (e) the garage, (f) the gas heating,
(g) whether it was new/remodeled or not, and (h) whether it had a box room.
On the other hand, RFE selected (1) whether it was a flat, (2) the number
of bedrooms, (3) the area, (4) the floor, (5) the lift and (6) the number of
bathrooms. The differences can be due to some redundancy of data, in which
one method selected one feature and the other method selected the opposite
ones. For instance, we only classified a house as a flat only when it was neither
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duplex nor an attic. FS selected duplex and attic features, while RFE selected
the flat feature. In addition, both methods agreed that the floor and the lift
were relevant for being selected. All the features were selected by at least one
of the two reduction methods. Thus, all the analyzed features influenced the
prices of houses according to our experiments.

4.3 Feature pre-processing

Feature pre-processing is very common for most practical applications, see a
comparative evaluation of pre-processing techniques in a recent work about
analysis of Twitter datasets (Symeonidis et al, 2018) as an example. The orig-
inal input variables are typically preprocessed to transform them into some
new space of variables where, it is hoped, the pattern recognition problem will
be easier to solve (Bishop, 2006). A simple linear rescaling of the input vari-
ables is very useful for example if different variables have typical values which
differ significantly. So, in some applications, depending on the units in which
each of the input variables is expressed, they may have values that differ by
several orders of magnitude. But, the typical sizes of the inputs may not reflect
their relative importance in determining the required outputs. By applying a
linear transformation, one can arrange all the inputs to have similar values
(Duda et al, 2012). In addition, pre-processing is also useful for guaranteeing
that the input data satisfy the requirements of the methods applied, such as
the restriction of having nonnegative data for NMF (Chung et al, 2018).

Most of the previously introduced machine learning and dimensionality
reduction methods require that features are scaled so that their values are
comparable. For this purpose, each feature is divided by its average value
obtained from all the houses of the training sample. It is worth noting that all
the features used in this study are non-negative. Therefore, the average of a
given feature is positive and represents a relevant scale of the data.

In the selected mechanism, zero values are converted into zero and the
average values are converted into one. The other values are proportionally
transformed. In this way, different features are comparable.

This mechanism has been selected as all non-negative values keep been non-
negative. This is useful for applying NMF. Oppositely, this property would not
be satisfied when subtracting the mean and dividing by the standard deviation,
which is another common method of pre-processing.

4.4 Protocol

Firstly, the houses sample was obtained from Idealista. Most features of the
houses were directly extracted from the fields of each house. Other information
was taken from the natural-language description of the house. In some cases,
a person watched the photos to fill the missing information such as the kind
of heating. In this manner, we assured that all the information was complete
and coherent for each house.
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The dimensionality of the house features was reduced respectively with
NMF, RFE and FS. In the experiment, we considered each reduced dataset
and the original one. For each dataset, this work respectively applied different
machine learning regression methods, which are linear regression, SVR, KNN
and a MLP neural network. A set of prices was predicted for each combination
of dimensionality reduction and regression methods.

In order to avoid overfitting and validate the estimation power of the model,
the current work has applied a 10-fold cross-validation for each predicted set.
10-fold cross-validation divides randomly the training dataset into 10 equal
sized subsets. One of the subsets is used as the validation dataset and the
remaining 9 subsets are used as training data for fitting the parameters. The
cross validation is then repeated 10 times, with each of the 10 subsets used
exactly once as validation dataset. The results are usually averaged to produce
a single estimation. Thus, in each validation, the data had 90% of houses with
real prices and 10% of houses with estimated prices facing real prices in the
comparison. In each step, the calibration of the algorithm parameters was
performed with the training cases in an automatic way considering certain
ranges (see section 4.5). After this, the technique predicted the unused tenth
of the sample. This was repeated ten times until all the sample was predicted
for each case of dimensionality reduction and regression methods.

In order to asses each set of predicted price values, these were compared
with the real ones. The errors were measured as the absolute differences be-
tween prices divided by the real ones. We calculated the mean squared errors
(MSEs) as the effect size of the comparison between each predicted set and
the real one. The distributions of errors were analyzed with boxplots. A paired
t-test was conducted for comparing each predicted set of prices with real ones.

A common way of initializing the individuals of a simulator is to assign
all of them with the average (Garćıa-Magariño and Plaza, 2017). For this
reason, we used a basic mean estimator as a control mechanism in another
set of comparisons. We compared the errors of the presented combinations of
dimensionality reductions and regressions with the errors of this basic esti-
mator. More concretely, we applied t-tests to determine which combinations
significantly improved this basic estimator. The effect size was measured as
the difference of MSEs for each comparison.

Furthermore, we measured the execution times for each combination of
dimensionality reduction and regression methods to compare them.

4.5 Calibration of the parameters of the experiments

The applied dimensionality reduction techniques need to determine either the
target number of dimensions or certain threshold. More concretely, in the
current study NMF and RFE were applied to obtain 6 values from the 13
features for each house, in order to reduce the input information to its half. In
the case of FS, the dimensions were reduced considering a variance threshold
of 0.8.
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Linear
Regression

SVR KNN MLP Average Minimum

None 0.161 0.090 0.167 0.168 0.147 0.090
NMF 0.333 0.185 0.190 0.169 0.220 0.169
RFE 0.105 0.105 0.151 0.212 0.143 0.105
FS 0.302 0.133 0.291 0.207 0.233 0.133
Average 0.226 0.128 0.200 0.189
Minimum 0.105 0.090 0.151 0.168

Table 1 Results of MSEs for the different regression and dimensionality reduction methods

Most of the used machine learning methods needed to calibrate certain pa-
rameters on their configuration. The selection was performed with an internal
cross-validation using only the training data. Several parameters were tested
and those that obtained the best performance were selected. This work has
used some common ranges of values for each method. More specifically, the
range was [2, 20] for the number of neurons of the hidden layer of MLP. We
calibrated k in KNN by scanning it in the interval [1, 5]. In SVR, there are
three parameters (Pedregosa et al, 2011): C, γ and ε. Following Chang and
Lin (2011), the values were scanned to find the best ones in a logarithmic scale
from 10−3 to 103. In addition, there was no specific parameter to be calibrated
in the case of the linear regression.

5 Results

Table 1 indicates the MSEs of the different combinations of regression and
dimensionality reduction methods. This table indicates the minimum and the
averages for separately each regression and each dimensionality reduction tech-
nique. The minimum MSE values were useful to know the best results for
each regression technique considering all the dimensionality reduction tech-
niques. Similarly, it shows the best results for each dimensionality reduction
approach. By contrast, the averages were useful to compare more robustly two
regressions or two dimensionality reductions mitigating the bias from the good
results obtained by chance for a very specific combination of regression and
dimensionality reduction with the used data. Figure 5 presents these results
with a chart. In addition, figure 6 shows the boxplots of the errors for these
combinations of regression and dimensionality reduction methods.

All the simulated prices were compared with the real prices with paired
t-tests for each combination of regression and dimensionality reduction meth-
ods. All the tests had 88 degrees of freedom. Table 2 shows the t statistics
and the two-tailed significance for each test. As one can observe, there were
no significant differences between the real and the simulated prices for any
combination of dimensionality reduction methods and the linear regression,
SVR and KNN. MLP obtained no significant differences between the real and
the simulated prices only when it was used without dimensionality reduction.

The errors of the different method combinations have been compared with
a very basic estimator (predicting each price as the known mean of the sample).
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Linear Regression SVR KNN MLP
t sig. t sig. t sig. t sig.

None -0.575 0.567 1.079 0.284 -0.396 0.693 0.993 0.323
NMF -0.444 0.658 0.724 0.471 0.196 0.845 6.158 0.000*
RFE -0.114 0.910 1.063 0.291 0.417 0.610 3.773 0.000*
FS -0.524 0.601 0.989 0.325 -0.883 0.380 2.570 0.012*

Table 2 Comparison of real and simulated values with paired t-test for each combination
of methods. * Significant with a 0.05 level.

Linear Regression SVR KNN MLP
t sig. t sig. t sig. t sig.

None 3.147 0.002* 3.756 0.000* -2.344 0.021* 2.274 0.025*
NMF 1.550 0.125 2.288 0.025* -1.291 0.200 1.798 0.076
RFE 3.925 0.000* 3.622 0.000* -1.750 0.084 2.053 0.043*
FS 1.435 0.155 2.911 0.005* -1.971 0.052* 1.599 0.113

Table 3 Comparison of errors between each combination of methods and a basic mean
estimator with paired t-tests. * is significant with a 0.05 level.

Linear Regression SVR KNN MLP Average
None 0.410 0.481 0.404 0.403 0.432
NMF 0.238 0.386 0.381 0.402 0.351
RFE 0.466 0.466 0.420 0.359 0.428
FS 0.269 0.438 0.280 0.364 0.338
Average 0.345 0.443 0.371 0.382

Table 4 Effect sizes between each combination of methods and the basic estimator, con-
sidering the differences of MSEs

This basic estimator obtained an MSE of 0.571. It is worth mentioning that all
the combinations of machine learning and dimensionality reduction methods
obtained better results, since the MSEs in all these methods ranged from 0.090
to 0.333.

A paired t-test was conducted for comparing each combination of methods
with this basic estimator. Table 3 shows the t statistics and the two-tailed
significances. As one can observe, all the machine learning methods signifi-
cantly reduced the MSEs when not applying dimensionality reduction. All the
machine learning methods significantly reduced MSEs when applying some of
the dimensionality reductions. In particular, SVR significantly reduced MSEs
for all the dimensionality reduction methods. In addition, MLP significantly
reduced the errors with RFE. The lack of significance in some of the combi-
nations may be due to either a relative small sample (N=89) or that these
combinations may not be completely appropriate. Normally developers would
select only one combination for their corresponding ABS.

In order to determine the effect sizes of the reduction of errors, table 4
shows the differences of the MSEs for each combination of methods and the
basic estimator. Notice that the improvements of MSEs ranged from 0.238 to
0.481.

This work has measured the execution times for predicting the house prices
based on their features with the aforementioned 10-fold cross validation in-
cluding the automatic calibration of the parameters, after each dimensionality
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Linear Regression SVR KNN MLP Average
None 32.1 11251.3 285.9 301381.1 78237.6
NMF 10.9 11088.6 292.4 293855.8 76311.9
RFE 7.0 11665.5 288.6 290087.1 75512.0
FS 30.6 11665.5 285.1 293121.2 76275.6
Average 20.2 11417.7 288.0 294611.3

Table 5 Results of execution times (ms) for the different regression and dimensionality
reduction methods
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Fig. 7 Comparison of execution times of the different regression methods after applying
the corresponding dimensionality reduction methods

reduction had been applied. Table 5 shows these execution times, and figure
7 compares them with a chart.

6 Discussion

Simulations of real-estate transactions have motivated the current work for
their opacity in prices. Housing units have many properties, and some of these
are difficult to find. To begin with an example, in cold places such as Teruel
(used in the experimentation of this work), the existence and the type of heat-
ing are really relevant. Notice that the heating type is directly related with
the energy consumption and consequently economic consumption. Real-estate
websites like Idealista have this feature as optional, so owners decide whether
to mention it or not in their advertisement. This makes the assessment of
the house hard, especially in an automated way. Sometimes, one can estimate
the heating type by looking at the pictures of the housing unit, but this is
not always certain and is very hard to automate. Major real-estate websites
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include all or almost all the information about the prices of all the housing
units. However, not all the housing units are advertised in these major web-
sites. Sometimes, owners just hang up some physical signs about their property
offer (Galey, 2005), including a telephone but a lot of information is missing
such as the prices. The purpose of owners is generally to receive calls asking
for information such as the price. In this way, owners can talk with the peo-
ple for convincing that the offer is good. Although by calling the owner you
can usually get all the information you want, from a macro-level view point,
it is really hard to obtain global large measures. Moreover, real-estate agen-
cies sometimes may delay removing cheap advertisements to receive potential
calls about these, and to suggest the people to buy/rent similar houses but no
so cheap, possibly starting negotiation processes (Urbanavičiene et al, 2009).
Thus, the available information may not be accurate for a given time. Further-
more, there is no centralized mechanism for accessing all the information of
real-estate market. Old owners usually select local real-estate agencies to ad-
vertise their housing units. Each local real-estate agency has its own database,
and normally agencies do not share information among each other. There are
several major real-estate websites in Spain such as Idealista and FotoCasa3,
and while some housing units are advertised in several websites, other housing
units are only available in one of these. In addition, some transactions are per-
formed between familiars and friends, so other people can never know about
them. For all these reasons, the real-estate market is opaque and difficult to
be automatically processed.

In the current experimentation in Teruel, we used 89 housing units in two
different neighbors available in Idealista. Based on the observation of FotoCasa
and physical signs, we roughly estimate that these number of houses only
represented the 55% of the existing houses. This percentage could be even
lower based on the housing units that are completely unknown by the authors.
In addition, we estimate that the price was not provided in the 30% of the
houses for sale, since these houses were only advertised by physical signs.
However, this is our estimation based on the information we know, since given
the opacity of this market, it is impossible for us to provide a more accurate
percentage. Regarding the features, the existence of lift was properly tagged in
85% of the houses, the existence of heating was tagged in 42% of the houses,
the floor number was tagged in 95% of the houses, and the existence of garage
was properly tagged in 75% of the houses. However, with the natural-language
description and by observing the images, we could extract/estimate all the
missing information in these tagging for almost every house. In some cases, we
assumed that a house did not have some property as it was neither mentioned
in the description nor shown in the pictures.

This work detects a problem that might be relevant in other domains.
This problem is to determine an effective and realistic way of initiating the
simulations. In fact, most simulators are intended to achieve similar results at
the end of the simulations, while others are also interested in the evolution.

3 https://www.fotocasa.es/es/ (last accessed October 22, 2018)
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Some simulators start the initial population with the average value. For these
cases, the current work proposes applying some of the existing learning ma-
chine techniques to supply some of the unknown values by training from the
known values.

Furthermore, this work has considered the reduction of dimensionality,
which can be useful in big data contexts with high amounts of simulated data
and features. The dimensionality reduction allowed the current approach to
reduce information without losing prediction capability considerably. This can
be observed when comparing the MSEs of all the regression methods and the
datasets after applying each dimensionality reduction method. In addition,
both the original data and the reduced datasets allowed most of the regression
methods to obtain simulated values that had no significant differences with
the real ones.

In the particular context of real-estate market, some combinations of re-
gression and dimensionality reduction methods outperformed the basic mean
estimator in terms of similarity between real and simulated values. Concern-
ing regression techniques, SVR showed to be better than the other regression
methods, since it outperformed the basic estimator with all the dimensionality
reduction methods, table 3. Concerning dimensionality reduction techniques,
RFE was the best one since it outperformed the basic mean estimator with
three regression methods, being this the maximum number in the current
experiments. The lowest MSE and significance level was obtained with the
combinations of SVR and RFE.

It is also remarkable that a simple linear predictor can achieve good results
for either the original input space or the selected features obtained from RFE.
This is not surprising, since RFE selects features based on regression perfor-
mance, and the linear regressor was used in this process as explained in section
4.2.6. This avoids finding any structural parameters but gives an advantage
compared to other algorithms. On the other hand, FS and NMF perform di-
mensionality reduction only with the information of the input dataset, without
relying on a particular regressor.

Despite having attracted a lot of attention in recent years, NMF is not the
best reduction technique among these combinations of regressors and dimen-
sionality reduction methods. One difference with previous studies in which it
was applied is the dimension of the input space, which is lower in the present
study. In (Žibert et al, 2016), (Maruyama et al, 2014) and (Chen et al, 2014),
the input dimensionality was at least several hundreds, far larger than in our
dataset. Thus, it might be possible that NMF is more suitable for such prob-
lems. Besides, RFE and FS differ from NMF in a key aspect. While RFE
and FS directly select features, NMF selects vectors in the original space. We
have restricted this number to six to get a considerable dimensionality reduc-
tion. However, a technique like SVR also predicts new values with a subset
of vectors, the support vectors, in this case among those of the training set.
In our experiment this number ranged between 50 and 84, depending on the
dimensionality reduction strategy and the cross-validation run. Although this
number cannot be compared directly to the number of vectors selected in
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NMF, there appears to be a large difference in the number of vectors used to
predict values.

With respect to execution time, its measurement allowed determining whether
the proposed combinations were efficient in terms of response time. The linear
regression and KNN obtained high performance in comparison to the others.

Even though in this particular dataset linear regression and SVR both with
RFE obtained the lowest average error with dimensionality reduction, this
study points out some interesting remarks and positive aspects when applying
MLP with NMF. Considering the NMF dimensionality reduction technique,
the lowest error was found when combining it with MLP. In addition, MLP
is the machine learning technique that had the lowest increasing ratio with
respect to the original space (with no dimensionality reduction), as shown in
figure 5. Furthermore, as one can observe in figure 6, MLP with NMF was
the only combination without outliers. In addition, it had the lowest worst
case error. Thus, taking these positive aspects into account, it would be worth
investigating exhaustively the application of MLP with NMF to other datasets.

7 Conclusions and future work

The current work has addressed the problem of estimating unknown prices of
houses in the initial populations of ABSs. For this purpose, we have proposed
combining machine learning and dimensionality reduction methods. This ap-
proach outperforms the use of the basic estimator based on simply initiating
the individuals with the average price. This work might open a relevant line
of research, which is the application of machine learning and dimensionality
reduction methods for supporting the initialization of ABSs for estimating the
unknown information. The application of dimensionality reduction might be
a step forward for applying ABSs with big data.

This initialization of agent population may provide more realistic simu-
lation evolutions from the beginning in different domains. The experimenta-
tion results show that dimensionality reduction has allowed managing smaller
amounts of information in the training phase providing results that had no
significant differences with the real ones. The experiments showed that SVR
was the best regression method (outperformed the basic estimator with all the
dimensionality reduction techniques), and RFE was the best dimensionality re-
duction method (outperformed basic estimator with three regression methods,
being this the highest number compared to other dimensionality reductions).
In addition, the combination of SVR and RFE obtained the lowest MSE. De-
spite the simplicity of the linear predictor, it obtained especially good results
with RFE, since RFE is based on linear regression for eliminating features.
NMF did not perform as well as expected, and the reason might be that our
approach reduced from 13 to 6 dimensions, and other studies had larger input
number of dimensions (i.e. at least several hundreds). The linear regression
and KNN obtained the highest performance in terms of response time. MLP
achieved the lowest error when considering only the combinations with NMF.
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In addition MLP and NMF is the combination that had the lowest increasing
ratio in MSE with respect to the case of no dimensionality reduction.

This work could have practical implications for house buyers and sellers.
Both stakeholders could use the prediction models to know if they are going
to buy or sell a house at a fair price, check for opportunities, identify market
tendencies, and so on. In the case considered in this paper (a small town), the
model can predict prices with an average MSE of 0.105 for the combination
SVR-RFE. In this study, we have also detected the special behavior of NMF
and MLP: despite not being the best in terms of average MSE, this combina-
tion had no outliers and got the lowest worst case error. Thus, this deserves
further research in the future.

The current work is planned to be extended for solving other two problems
in ABS initialization. The first problem is to generate an unknown realistic
sample of a particular size from an existing one. In the context of real-estate
market, it would be necessary to generate both the features and prices of the
missing houses from an existing set. The second problem is to obtain a realistic
past sample from which only the average price is known. The features of the
houses would be generated to be similar to the current ones. The prices of the
houses would be calculated by supervised learning from the present houses,
but aiming at fitting a different average (the past average price).

In addition, the current approach could be further assessed with higher
amounts of houses. It is also planned to be enhanced by taking more house
features into consideration, such as their energy class. Furthermore, our future
work will apply generalized additive models (GAMs) to this enhanced dataset,
to assess their utility in the proposed approach.
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idad en el extranjero José Castillejo para jóvenes doctores” funded by the Spanish Ministry
of Education, Culture and Sport with reference CAS17/00005. This work also acknowledges
the research project “Diseño de actividades de aprendizaje colaborativas con Big Data”
with reference PIIDUZ 16 120 funded by University of Zaragoza. We acknowledge the re-
search project “Construcción de un framework para agilizar el desarrollo de aplicaciones
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