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ABSTRACT:

According to rational expectation models, uninfodee liquidity trading make
market price volatility rise. This paper sets autihalyze the impact of herding, which
may be interpreted as one of the components ofamned trading, on the volatility of
the Spanish stock market. Herding is examined atinktraday level, considered the
most reliable sampling frequency for detecting ttype of investor behavior, and
measured using the Patterson and Sharma (2006pgendensity measure. Different
volatility measures (historical, realized and iredh are employed. The results confirm
that herding has a direct linear impact on volstifor all of the volatility measures
considered although the corresponding intensityotsalways the same. In fact, herding
variables seem to be useful in volatility forecagtand therefore in decision making

when volatility is considered a key factor.

Key words: Herding, Capitals market, behavioral finance, volatility
JEL codes: G14, G10
ACKNOWLEDGEMENTS

The authors are grateful to the anonymous refeeeebs editors for their helpful

comments and suggestions with respect to theviersion of our paper.



* The authors wish to acknowledge the financial suppf the Spanish Ministry of
Education and Science (SEJ2006-14809-C03-03/ECAINY, Spanish Ministry of
Science and Innovation (EC0O2009-12819-C03-02), ERIDIEs, the Caja de Ahorros
de la Inmaculada (Europe XXI Programme) and theeBawent of Aragon.

# The author is grateful for the financial suppdrttee Spanish Ministry of Education
and Science (SEJ2006-14809-C03-01), the Spanislstiirof Science and Innovation
(EC0O2009-12819-C03-01), ERDF funds and the GovemimieNavarra.



1. Introduction

Price volatility in capital markets is a key topicfinance: the basis of pricing
models, investment and risk management strategidsnaarket efficiency models is
accurate volatility measurement. In an ideal wavltere the market is efficient, prices
instantaneously adjust to new information. Themfeolatility is only caused by the
continuous adjustment of stock prices to new inftian. There is nevertheless
abundant evidence, both in the literature and anpoagtitioners, of price adjustments
that are due not to the arrival of new informatirt to market conditions or collective
phenomena such as herding (Thaler [1991], She2@®(]). Thus, we cannot talk of
efficient pricing or indeed of an efficient market, least in the strict traditional sense.
The market may operate under a limited rationafigradigm in which historical

information is open to investors’ subjective intetation.

Herding is said to be present in a market whenstors opt to imitate the
trading practices of those they consider to beebéttformed, rather than acting upon
their own beliefs and private information. Herddiray, therefore, despite sometimes
being rational, cannot be considered an informadirig strategy, since herders imitate
other investors even when in possession of them ovWiormation. Some of the main
ideas advanced to explain this behavior are basdtw the information is transmitted
(Banerjee [1992], Bikhchandani, Hirshleifer and el [1992], Hirshleifer,
Subrahmanyam and Titman [1994], Gompers and Mef@6K1] or Puckett and Yan
[2007]), reputation costs (within agency theory aodly in developed markets,
Scharfstein and Stein [1990], Trueman [1994]) andllfy, agent compensation based
on performance relative to a benchmark (Roll [1982Ennan [1993], Rajan [1994] or
Maug and Naik [1996]). Some authors have recentfjgested new explanations such
as the degree of institutional ownership, the duadif the information released,
dispersion of investor beliefs or the presence mhformed investors, among others
(see Patterson and Sharma [2006] henceforth PSjr&eamd Kutan [2006], Henker,
Henker and Mitsios [2006] and Puckett and Yan [2D07

Generally speaking, most of the studies carriedt@wést for herding in capital
markets have proved inconclusive. Hence, in regeats various measures have been
proposed with a view to overcoming the limitatiook past research (Lakonishok,
Schleifer and Vishny [1992], Christie and Huang 98P Wermers [1999], Chang,



Cheng and Khorana [2000], Hwang and Salmon [206%§[2006]). Radal; and
McAleer (1993) note that the main reason for tlok laf empirical evidence of herding
may lie in the choice of data frequency, in thesgethat too infrequent data sampling
would lead to intra-interval herding being missedl fhonthly, weekly, daily or even
intradaily intervals). For the purposes of our stgation we used the PS(2006)
measure, which we consider the most suitable, sirmaesrcomes this problem by being
based on intraday transactions data. We are awahe oisks attached to opting for one
measure or another since it is difficult to isoldéwerding from other variables. We
nevertheless feel that this should not raise asyaakes if we are to continue advancing
research into investor behaviour.

The link between investor behaviour and market tililawas first noted by
Friedman (1953) who found that irrational investdestabilized prices by buying when
prices were high and selling when they were lowjlevhational investors tended to
move prices towards their fundamentals, by buymg bnd selling high. Following
Friedman and the theory of Noisy Rational Expeotatj Hellwig (1980) and Wang
(1993) claimed that volatility is driven by uninfoed or liquidity trading, given that
price adjustments arising from uninformed tradiegd to revert. The latter author
observes that information asymmetry may drive vidiaand that uninformed investors
largely tend to follow the market trend, buying wharices rise and selling when they
fall; a behavior that we might consider tantamdortierding. Wang (1993) reports that,
although it is uninformed trading, this behavior ymiae rational in less informed
investors if it takes place in a context of asymmal information. Froot, Scharfstein
and Stein (1992) also concluded that investors tenchitate one another, and that this
drives volatility. More recently this relationshipas been documented by Avramov,
Chordia and Goyal (2006), who claim that both hegdand contrarian trading have a
strong impact on daily volatility

Following the authors who have observed the behafimarket agents to have
a certain influence on existing volatility, we smit to assess the effect of different
levels of herding intensity on the degree of mankatility. As a first stage in the
procedure, we take some series of the variousilitylaheasures used in the literature,
such as absolute return residuals, realized vitya¢hndersen et al [2001]), historical

volatility (Parkinson [1980] and Garman and Kla$8d0]) and implied volatility from

! For further information on the relationship betwaminformed investors and volatility, see alsodBla
(1976), De Long et al (1990) and Campbell and K¥B93).



the options market. Given that the literature hasudthented volume traded effects
(Lamoureux and Lastrapes [1990]) and day-of-thekweffects (French, [1980],
Agrawal and Tandon [1994]) on volatility, the vali#y series have been purged of both
these effects. In this way we are able to studyhtreling effect on our volatility series
without running the risk of confusing other prevsbuknown effects with the one we
wish to analyze. In a second stage we analyze lio¢h linear and non-linear
relationships between the volatility variables dreitding. Finally we test whether our
results are useful for forecasting purposes comgdriaditional volatility models with

others including herding measures.

The study focuses on the Spanish stock exchang&shimark index, the Ibex-
35, which tracks the 35 most traded shares, andhadie consider to be representative
of the market as a whole. The Spanish market istalde framework in which to centre
this analysis because it is one with documentedegme of herding (see Blasco and
Ferreruela [2007, 2008], Lillo et al [2007] and &ta, Corredor and Ferreruela [2010]).
In order to provide valid conclusions, we carry audtomplementary analysis using both
the largest and smallest capitalization stocksrmgtgy to the 1bex-35 (large cap index
and small cap index), for determining whether @suits are due to one type of stock or
another.

Fundamentally this study contributes to providimgeaplanation for that portion
of volatility that is not due to changes in fundamads or other known effects. It also
adds to the literature on the herding behavior m¥estors and advances the
understanding of the phenomenon and the searchth®rpossible implications of
different levels of herding on the market, sincepginal relationships are established
between herding intensity and market volatilityeTiesults could prove highly relevant
in achieving a better understanding of market fliomitg and serve both academics and
practitioners, given that an understanding of whiahiables affect volatility and the
nature of their influence could contribute to muctore accurate forecasting and,
furthermore, to the definition of new risk measuoeshew hedging strategies. In fact,
some authors (e.g. Crépey 2004) explain how tHerdift volatility regimes exhibited
in certain markets may require especially usefigrahtive volatility measures, and how
market complexity and incompleteness of the vabatineasures are drawbacks that
call for a recalibration of the models used forkrimmanagement. Other authors

(Demetrescu, 2007) find that volatility clustersncappear as a consequence of the



volatility forecasting activity itself. Traders usdfferent models to evaluate stock
volatility. An increase in recently observed vdigtileads to higher estimates of current
volatility and thus higher perceived market riskheThigher the risk perceived, the
higher the price correction. Hence, present and \aaatility estimates are linked in a
feed-back loop that might be worthy of analysis.

At this point we should ask ourselves whether thatt of volatility due to
herding, if present, could be hedged or diversifiedin other words, whether implied
volatility in derivatives includes the herding cooment or only future information or
uncertainty. All these aspects are key factors nmestment decision-making and

portfolio or risk management.

Other important features of the study are the usa daily herding measure
computed from intraday information, since this dasathought to be the most
appropriate when trying to detect herding behavamdg the use of several volatility
indicators in the analysis of the effects on véitsti both of which will increase the
robustness of our results. Lastly, the time pedndlyzed is long enough to dilute any

biases due to temporary market fluctuations.

The remainder of the paper is structured as folicsestion two presents the
database used in the analysis with some descrigtatstics of the Spanish stock
market. Section three describes the methodology @medents the main findings.

Section four summarizes the main conclusions derikam the study.

2.- Database

The sample period runs from Januafy1B97 to December $12003. The data
were supplied by the Spanish Sociedad de Bolsas T®A. intraday data used to
calculate the herding variable and to calculateftinecasting models include the date,
exact time in hours, minutes and seconds, stocle,cpdce and volume traded in
number of titles of all trades executed during pleeiod January 1997 to June 2003,

leaving the period July 2003 to December 2003 doedasting assessment.

The Ibex-35 index tracks the movements of the 3Striiquid and most traded
stocks in the Spanish continuous market. For thpgaes of our analysis we used the
composition of the Ibex-35, the volume in Eurogié@ and the number of trades for

each of the listed stocks, together with the daipening, closing, maximum and



minimum price series for the period. Further, wedubex-35 15 minute price data also
supplied by the Spanish Sociedad de Bolsas SA. \lede from the analysis all trades
executed outside regular trading hours (10 a.nk pom. for the whole of 1997, later
extended by stages from 9 a.m. to 5:30 p.m. by R(88nce, the data used in this
analysis cover all trades executed on Ibex-35 st@tkany time during regular stock

exchange trading hours.

The implied volatilities of the options on the 1b8% were drawn from a
database containing historical close of trade fiatthe derivatives market, provided by
MEFF (the official Spanish futures and options ne@rkincluding the date of trade, the
underlying asset of the contract (in our case flex-35), contract expiry date, exercise

price and implied volatility at the close of tragn

3.- Methodology and results
3.1- Herding measures
3.1.1- Herding intensity statistic

To measure herding intensity in the market, thisdgtuses the measure
proposed by PS(2006), which is based on the infoomacascade models of
Bikhchandani, Hirshleifer and Welch (1992), wheexding intensity is measured in
both buyer- and seller-initiated trading sequendéss measure has a major advantage
over others in that it is constructed from intradiata, that is, a daily indicator is
obtained but from intraday data, since we condidisrto be the ideal frequency of data
to test for the presence of this kind of investendviour. This has the further advantage
for our purposes that it does not assume herdingetoevealed only under extreme
market conditions as occurs in other methodologicaposals, and that it considers the
market as a whole rather than a few institutionaéstors as has been usual practice in

the empirical literature.

In the model developed by Bikhchandani, Hirshleiand Welch (1992)
information cascades occur when investors base temisions on the actions they

observe in others, which they allow to overrideirtioevn information. The probability

2 We use in this paper those implied volatilitiefecdd by the MEFF. However, we previously computed
the implied volatilities for the period 1997-1998 humerical simulation inverting the Black-Scholes
model. We carried out the analysis with these @etd the results do not change significantly when
compared with those obtained using the impliedtildias available from the MEFF.



of an information cascade is very high even if caliew early traders have made their

investment decision.

Following these theories, PS(2006) asserted thaiirerally an information
cascade will be observed when buyer-initiated dleismitiated runs last longer than
would be expected if each individual investor wéoebase his trading decisions
exclusively on private signals. These authors psepa statistic that measures herding
intensity in terms of the number of runs. If trexdengage in systematic herding, the
statistic should take significantly negative valugisce the actual number of runs will

be lower than expected.
(r, +1/2) - np, (- p,)

Jn

wherers is the actual number of tygeruns (up runs, down runs or zero rums),

X(s,J.t) = (1)

is the total number of trades executed on gssetdayt, ¥z is a discontinuity adjustment
parameter angs is the probability of finding a type of rus(a priori pi =1/3). Under
asymptotic conditions, the statisti€s, j, t) has a normal distribution with zero mean

and variance
o’(s,j,t) = p, - p,) —3ps (L- p;)°* 2
Finally, PS(2006) define their herding intensitgtitic as:

X(s j.1)

VO (st

where s takes one of three different values according teetiver the trade is

H(s,j.t) = OFF - N (0D ©)

buyer-initiated, seller-initiated, or zero tick, ckuthat we have three series of H
statistics. Ha denotes the series of statistic eslfor up (buyer-initiated) runs, Hb

denotes those for down (seller-initiated) runs, & those for runs with no price

3 Under the null hypothesis that stock prices folmwandom walk reacting quickly and completelytte t
arrival of new information and if there is no diggible pattern in the information arrival procetten the
probability assignable to each type of price seqaeshould be the same. However, given that stock
markets may reflect other tendencies or phenombaa herd behaviour that may influence such
probability, as shown by the results in Blasco, r€dor and Ferreruela (2009b), we have selected a
sample of stocks that do not present any evidehtera effects and we have calculated the protigbili
of upwards/downwards and zero-tick price sequenicethe Spanish market, upwards and downwards
sequences occur with a 30% probability for eachoZiek sequences occur over our time horizon \&ith
40% probability. In this paper we use the caseioi/8, given that the significance and the conclusio
do not change significantly because of the highlingrintensity (the use of the alternative prohitieg
only implies a 10% reduction in the absolute valtithe H statistics).



change, also known as zero runs. To categorizedrad buys or sells PS use the tick
test. In our analysis we follow the same metod.

To construct the herding intensity measures reduise our study, we begin by
sorting the trades for each day (having excludédhalse executed outside regular
trading hours) by stock code and measuring the eammb(up, down or zero) runs that
took place that day, and then calculating the P@{p@8tatistic. Thus, Ha, Hb and Hc
statistics are calculated using each individuatisto the index and then summed up

across all the stocks in the corresponding ifidex

For long samples, H(i,j,t) is normally distributeaccording to N(O,1).
Nevertheless, following the indications in PS(2008hen the discretization of prices
may modify the critical values, a bootstrap procedean be used to assess the
significance of the estimations. The bootstrap @doce designed in this paper starts
from the choice of an initial sample of Spanistcksothat do not show any evidence of
herd behaviour according to the results in Blagtmrredor and Ferreruela (2009a) and,
therefore, properly represent the null hypothedisalossence of herding effect. By
resampling 1000 bootstrap replicas, each one imgudbout 1000 transactions, we
calculate the number of sequences of each typecantpare with the theoretical
numbem.pi.(1-pi) and then compute the bootstrap distribution of H.

3.1.2-Some characterization of the herding intensity statistic.

Table | shows the descriptives for the herdingnsity measures, where it can
be seen that, on average, herding intensity isfgigntly negative (when assessed with
either the normal distribution or the bootstrapgeaure) across all types of run (up
runs, down runs, and zero runs), but that a notdiffierence can be observed between
the first two (-8.81 and -8.72 respectively whea tverall Ibex35 is analyzed) and the

last (-4.03), with much higher herding intensitydls emerging when there are price

4 A trade is classed as a buy if the price is highaup-tick) than the most recent previous trade, and as a
sell if the price is lower (down-tick) than the most recent previous trade. If the pddie same as the
most recent previous trade, the trade is classedans-tick.

5 There are different means to identify a transacéis a buy or a sell. Finucane (2000) demonsthates
this method yields similar results to others. Thagether with the unavailability of a databaset tha
included the bid-ask spread, led us to opt fottittietest to categorise trades.

%1n order to see whether there is any link betwiderherding statistic and the return dispersionsuess
suggested in the literature, we calculate the tatiom coefficients between variations in the Hued and

the corresponding variations in the cross-sectietehdard deviation proposed by Christie and Huang,
(1995). We find a positive correlation, as expectdd. 2%. We also observe that upwards or downwards
variations of these measures agree in around 60%asafs.



changes (up runs and down runs) than where theme [@rice change (zero runs). In
other words, significant herding took place on H3&xstock$ throughout practically

the whole of the sample period.

Although all the stocks included in the lbex35 éxiha significant H statistic,
we want to determine whether those stocks withelagapitalization may exhibit a
more intense mimetic behaviour or not. The litematon the relationship between size
and herding focuses on two alternative arguments.tl@ one hand there are the
arguments for a higher herding level in small firb@sed primarily on account of firm
size as a risk factor in asset returns. The diffyctor assessing small firms and the
view of scarce information about them (PS [2006d &dermer [1999]) support this
idea. On the other hand, the arguments in favounigiier level of herding in large
firms focus on the greater flow of information iaasing the likelihood of imitative
behavior (Sias,2004), either because uninformedsitors, intentionally or not, tend to
invest in large versus small stocks by familiariffalomino,1996), or because
institutional investors mainly use large firms f@structuring portfolios or portfolio
benchmarking. Along the same lines, Lin, Tsai anoh $2009) find that investor
herding is more pronounced in those stocks witldgoformation quality, as is the case
with larger firms. These authors suggest that Ingrdi caused by the search cost effect,
that is to say, individual investors may preferttade the stocks which require lower
search costs, and those stocks are mainly the witkeslarger market capitalization.
Stocks with higher market caps and turnovers ageethsiest to sell in a very short
period of time so sellers with liquidity constranvould naturally flock to markets for

these stocks.

In order to analyse the possible differences, wienase the herding measure for
the stocks belonging to the selected extreme dggnéimong the stocks included in the
Ibex-35. The results are also included in Tabl€hle first quintile (small caps) and the
fifth quintile (large caps) show significant difeerces. Large capitalization firms are

more prone to higher herding efféttthan small capitalization firms, all being

7 A preliminary analysis of the complete Spanishclstmarket produced evidence that, although the
financial assets not included in the Ibex35 shoneghtive H values, no significant values of thedhrar
measure could be found. That is why only thosetagsdonging to the index are considered in thigepa

8 The t-statistic for the null hypothesis of no madifference between small and large capitalization
stocks is 90.28 for Ha, 89.49 for Hb and 69.12Har This lends weight to the idea that firm sizeyma
influence the herd behaviour of agents.
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significant. This implies that firm size (identifidy capitalization) may be considered a
characteristic attractor of herd behaviour.

In order to provide some complementary results i@y be useful for locating
the mimetic behaviour of investors, we apply theRSlhethodology (Seemingly
Unrelated Regression) for determining the importan€ two other key factors: the
up/down situation of the market and the tradinguw@d. For identifying the first
explanatory variable, we include a dummy varialblat ttakes value 1 during down
market periods (froms1October 1997 to 280ctober 1997, from 17July 1998 to ¥
October 1998 and from"6March 2000 to 9 October 2002) and O otherwise. The

structure of the regressions is as follows:

Kk

Hat = aao + Jaj Z H at-j + aalDdt + uat
j=1
k

be = abO + ij z Hbl—j + amDm + ubl
j=1

k
Hcl =acO +chzHcl—j +ac1Ddt +uc1 (4)
j=1

where Hyindicates up (buyer-initiated) runsyidenotes those for down (seller-
initiated) runs, k& indicates zero runs andyx the dummy variable. Some lags of the
herding measure have been included to avoid autdation problems in the estimation
process. The results for the dummy variable aravehia Table Il. Herding intensity
significantly increases in crisis or down marketipa@s. It is worth noting that in crisis
periods, uncertainty and loss aversion may indagestors to mimic the decisions of
others that are thought to be better informed orenable to process the information
arriving in the market.

Applying the same methodology, we have also andlyrding volume as an
explanatory factor of herding intensity. In thiseatrading volume (¥is a continuous
variable. The results are also presented in Tabl&Ve find significant estimates
suggesting that the larger the trading volume ntioee intense the herding effect in the
market.

Combining all these elements, we suggest that fiwtls larger capitalization
and high trading volume in down market situatioetstie ideal conditions for inducing
intense mimetic behaviour in investors. Perhapsfanned investors who choose to
invest in stocks that seem familiar to them (beeathey generate a large amount of

publicly available information and are very likdly be properly assessed by analysts),
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rationally decide to imitate the decisions of othtrat are thought to be better informed
than them with the aim of reducing their risk exppes The better the characterization
of the herding intensity, the better the designfayecasting strategies and decision

making?®

3.1.3-Further discussion.

Some recent empirical literature has demonstraieg-imemory in the signs of
orders to buy or sell in stock markets (see, amuthgrs, Bouchaud et al. 2004 and
Lillo and Farmer, 2004). Bouchad, Farmer and L{#D08) suggest that this long
memory may be caused by a property of the order éibeach investor, independent of
the behavior of other investors, by the common tpracof order splitting or,
alternatively, it may be due to herding behaviae(slso Cont and Bouchaud, 2000).
Under this view, high frequency strategies playiraportant role. Such strategies are
not only processing fundamental information, buhea acting as technical trading
strategies based on the information contained éntime series of prices and other
information that is completely internal to the metrk

The results in Blasco and Ferreruela (2007) inditiaat order splitting basically
occurs along zero-tick sequences, given the brbkersof avoiding unfavorable price
changes. Additional to the usefulness of providsgparate results for our herding
measures K Hp, and H, in order to avoid biased conclusions, these astfind that
only a small percentage of the transactions imglyrprice change, about 2%, could be
attributed to splitting practicés

Lillo et al. (2008) also detect herding in the gjiand selling activity of
brokerage firms in the Spanish Stock Exchange #&mavshat firms trading in this
market are characterized by detectable trendingremersing resulting strategies
associated to a characteristic pattern of herdwbehboth at daily and at intradaily time
horizons. Similarly, Blasco et al. (2009a) expldhe usefulness of an investment

strategy designed for those stocks attracting tmédehaviour in the Spanish market.

% Blasco, Corredor and Ferreruela (2009a) offerhrtdetails for the characterization of the herding
effect in all stocks in the Spanish market.

10 The authors additionally carry out an additioredttfor detecting “leader brokers” in the Spanish
market with the aim of empirically corroboratingettarguments in favour of the presence of herd
behaviour. They find that a small humber of broket® very often initiate the transaction sequences
either as buyers or sellers, being the rest obtbkers considered as followers.
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All these comments suggest that microstructuraot$f may influence the value
of the volatility. The persistence in volatilityrdt documented by Engle (1982), may be
influenced by microstructure components such aditgron short time scales rather
than by the arrival of new information. La Spadalet(2008) show that a subtle long-
range non-contemporaneous correlation between sigthsizes of price changes (non-
zero returns) may cause over-predictions of vdaatiior highly capitalized stocks.
Bouchaud et al. (2004) find that the sign of thedés shows surprisingly long range
correlations that can be subtly “corrected” by aameeversion process in prices
induced by liquidity providers. We try to add tasthine of research by studying the
implications for volatility of a herding measureathdentifies the sign of transaction
with the sign of return. Once such mimetic behawias been detected in a market we
are interested in addressing how this strategicivaidn (rather than some of its

statistical reflections) may influence volatility.

3.2- Volatility measures
3.2.1- Absolute return residuals
The first of the volatility measures consideredhis paper is the absolute return

residual, which is obtained from the following regsion:
5 12
R = Zaik Dy +Z W R +&, ()
k=1 j=1

whereR: is the index returinon dayt, which can take one of four values: AA if
it is the return calculated from opening on ddg opening on day+1, AC if what is
being measured is the return from opening to ctpsimdayt, CC if it is the return from
closing on day-1 to closing on day, and finally, CA if we are measuring the return
from closing on day to opening on day+1. Following French (1980) and Keim and
Stambaugh (1984) we include the varialide to represent the day-of-the-week
dummies in order to capture differences in meaarmst that are due exclusively to
variations in market performance on different dayshe week. Finally, to remove

autocorrelation from the return series, we incltiievariableR,_; as the lagged return

variable.|£it| provides a volatility measure for each of theesetsed.

The first four columns of Table Il give the degtive statistics for the four

resulting volatility measures. On average there raremajor differences, the highest
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value being that ofe,,| at 0.0129, and the lowest that [af,|, at 0.0061. This is

consistent with market functioning sintjzg:A| is the only one of these measures that

captures exclusively volatility over non-tradinguin® and, generally speaking, news
likely to trigger volatility is more likely to emge during trading hours than during non-

trading time.

3.2.2- Realized volatility
The second of the volatility measures consideregtadized volatility. Merton

(1980) already showed that accurate volatilityreators can be obtained using fixed-
interval data, as long as the intervals tend towarero, given that prices follow a
geometric Brownian motion and estimation errorhia teturn variance is proportional
to the length of the interval, such that it decesasith shorter intervals. Andersen et al.
(2001) show that by summing the squares of intragdyrns calculated from high
frequency data it is possible to obtain an accuvalatility estimator and find that,
when the frequency of the data tends towards igfirtiis possible to obtain a volatility
estimator that is error free and equal to real tlila The variance of the discrete

returns measured at numerous intervals is knowthénliterature as the integrated
. ) . . I 1
varianceo; which is a natural measure of real volatiftwhere g = jo ol.dr.

The integrated volatility estimator, known as readi volatility, is obtained by

summing intraday squared returns (m) accordinpedadllowing expression:
o, =0 (m= Zm:rzuklm (6)

Wherer,,,,,, IS the return for each of the short intervals mtaich the trading

session is dividéed.
Following this methodology, this paper uses twasuges of realized volatility:

one is realized volatility, measured from openioglosing of trade on day which we

11 For further information on realized volatility, esé=rench, Schwert and Stambaugh (1987), Schwert
(1989) and Ferland and Lalancette (2006).

12 Bandi and Russell (2008) obtain optimal interviaisthe calculation of realized volatility and show
errors for 5-minute intervals to be approximatefjual to those of the optimal interval, where the 5-
minute interval is the one used to calculate redlizolatility in the majority of empirical studiese
were forced by the lack of superior data to usenlfdte intervals to calculate this measure of viithat
Nevertheless, Andersen et al. (2000) showed inxqeranent that volatilities start to stabilize & 3
minute intervals. Our results can therefore be idemed free of significant error, thanks to theadat
frequency used.
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will denote by o,_,.; the other is realized volatility including oveghi data, that is,

events occurring from opening of trading on dap opening of trading on day1,
which we denote by,_,,.

Columns five and six in Table Il show the destvip statistics for the daily
series of these two realized volatility measures.aerage, the results are similar to
those obtained in the previous measures, with tlighigher values of realized

volatility being observed when overnight data aleesh into account. (0.0120 for,_,.

and 0.0142 foroy_,,). While the minimum values are similar for bothaseres, the

opening to opening realized volatility measure shithe higher maximum value.

3.2.3- Historic volatility: Parkinson and Garman-Klass

Thirdly we use the historical volatility measum@®posed by Parkinson (1980)
and Garman and Klass (1980).

Parkinson’s measure takes the maximum and minimaihg drices of an asset
(in our case we take the Ibex-35 as one more ask#t) collection of these prices is
more effort-intensive than that of the opening aridsing prices used in the
construction of other measures of historic volgtilisince it requires continuous
observation of the market, but, since extreme pdata is more informative than
opening and closing price data, the extra effory mavide added value to the results.
The reason for this is that volatility reverts b tmean once it reaches extreme values,
and this estimator therefore facilitates the tragkof extreme volatilities and enables
forecasting.

We calculate Parkinson’s estimator according tddHewing expression:

n

2JF Z;‘ 7)

Op =

H : .
whereP, :InTt, and H, and L, are, respectively, the maximum and
t

minimum Ibex-35 prices on ddyand n is the number of historical daily prices used
the volatility estimate. The initial choice in thpsper is n=1, given our aim of finding

significant relations between daily herding andydelatility 13

13 Nevertheless, we made some previous tests usihgsvaf n=5, 50, 250 and running a rolling
procedure. The results were still significant aligl the coefficients rapidly decrease when n irsgea
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Garman and Klass suggest a slightly different a@gn to estimate historical
volatility, in which opening and closing prices aell as extreme prices are included.
We calculate historical volatilities according keetfollowing expression:

O =Jli[1 p? —(2|n2—1>Q5} @)

N2

where Q, =In—

t

, and C, and O, are, respectively, the lbex-35 opening and

closing prices on day and n is the number of historical prices usedhm volatility

estimate. We take n=1 as before.

The next two columns of Table Il show the desaviptstatistics for the time
series volatilities calculated by these measuresnidjor differences emerge between
the two. On average (0.012 for Parkinson’s estimanal 0.0117 for the Garman-Klass
estimator) the two are very similar to the measyessented so far. The level of
leptokurtosis in the distribution is lower thanmost of the other measures presented.
The coefficients (11.30 for Parkinson’s estimatod al0.10 for the Garman-Klass

estimator) are similar to that @fAc| the only lower one being that et (3.89).

3.2.4- Implied volatility

All the volatility measures presented so far uset sparket data. Nevertheless,
several studies of the S&P100 index coincide itiregahat implied volatility in at-the-
money (henceforth ATM) options is a more efficiestiatility estimator than those
based exclusively on historical data. Fleming (1988d Christensen and Prabhala
(1998) among others, and more recently, for thenSpastock market, Corredor and
Santamaria (2001, 2004) show that implied volgtist a reliable predictor of future
volatility versus other volatility measures. Thare also numerous studies showing that
the implied volatility indexes currently being ctmgted in several countries across the
world possess significant power to predict futuogatility in the stock market (Fleming,
Ostdiek and Whaley [1995], Simon [2003], Giot [2005

Some recent papers have claimed that implied Vibjaslso reflects investor
sentiment (Baker and Wurgler [2006]). This led wosask ourselves whether this
measure may be sensitive to the presence of hebdihgvior in the stock market. We
believe that the inclusion of this variable as aditonal volatility measure in this
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paper will help to obtain a much more detailed all as broader picture of the impact
of herding on volatility.

Implied volatility measures resulting from the insien of Black and Scholes
(1973) (henceforth BS) pricing model are used. iffan reason is convenience, given
that these measures are available in the markeicliwtan also make them affect
investor expectations). In a theoretical framewdilleming (1998) argued that in short
term and ATM options, the BS model gives estimatiwintually identical to the ones
given by other stochastic volatility models. Foliog the above literature, we now
focus on the implied volatility in short-term (SATM call options on the Ibex-35 (with
30 days or less to maturity).

The last column of Table Il shows observable défees between descriptive
statistics for implied volatility and the historlcaolatility measures. Implied volatility
presents a slightly higher average than the previnaasures (0.0165) and a closer to
normal distribution, with a short-run asymmetry ffioeent of 0.0493 and a kurtosis
level of 1.7191.

Table IV shows the existing correlation betweenwhgous volatility measures
used in this paper. The correlation is low in oltdeams, suggesting that it makes sense
to use different measures because each one maly saghfitional information to the
analysis. Not surprisingly, in view of the way irhieh they are constructed, the most
highly inter-correlated are the Parkinson and Garilass measures, with a correlation

coefficient of 0.8962. They are followed hy._,., with a correlation coefficient of
0.8794 with og,_,, (which is also foreseeable from the method usedtheir

calculation), 0.8167 witlo, and 0.8638 witho, .

3.3- Volatility and herding
3.3.1- Obtaining series free of day-of-the-week and volume effects.

Having obtained the volatility measures describeava, the second stage of the
study is to purge them of the volume and day-ofwleek effects documented in the
literature. We did this by running a series of esgions in which each of the above-
described volatility measures was made to depernti@Monday effect and on a proxy
for the daily trading volume and then corrected fartocorrelation. Thus, and

subsequently taking the residuals of these regnessive obtained series in which the
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only effects would be due to factors other tharuwed or the day-of-the-week effects,
which, if present, would be captured by the coedfits of the variables considered.
There is a vast amount of evidence to show thatimel traded and return
volatility are positively correlated (Karpoff [19B7Gallant, Rossi and Tauchen [1992],
Jones, Kaul and Lipson [1994]). The two paradigingt tattempt to explain this
relationship are the mixture of distributions (Eppsd Epps, [1997]) and the
microstructure paradigm (O Hara, [1995]). From anbar of empirical studies that use
different measures of volume to test these parasligne have taken Jones, Kaul and
Lipson (1994) and Chan and Fong (2000, 2006). falg these papers, we use three
different measures of volume: the traditional measaf volume traded in Euros, the

number of trades, and the average trade size iosEur

Table V gives the correlations between the varimisme measures considered,;
volume traded in Euro@/), number of trade@NT) and average trade siz&TS). Most
notable in the table are the high correlation betwéandNT (0.8149) and the negative
correlation betweerNT and ATS (-0.2256). Given the existing controversy in the
literature over which of these factors actuallydnawn impact on volatility, we believe it
makes sense to consider all of these measuresdéen o lend more robustness to the
results.

The estimated regressions may be written as follows

12
o, =a +a,M, +Zpijait—j @V, +U, 9
=1
12
o, =a; +a,,M, +zpijait—j +O NT,, +17;, (10)
=1
12
o, =a +a,M, +Zpijait—j +y, ATS, + T, (11)
=1

where g, is the value on dayof each of the volatility measures considered,

where i can take ten different valued; is a dummy variable that takes a value of 1 for
Mondays and zero for the remaining days of the weékNT andATS are the volume

measures described above;, 77, andr,, the residuals of the regressions, are the new

volatility series after the removal of Monday armlume effects which, if present, are
captured by the coefficients of the variables iesjion.
Table VI gives the coefficients of the volume pexiused in expressions (9),

(10) and (11). Similar results are found for thestftwo volume measures considered.
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When the variable included in the regression isiva traded in Euros, it can be seen to
have a positive influence on volatility for all theeasures of historical volatility.
Similarly, when trading volume is measured in tewhshe number of trades, it is also
observed to have a significantly positive effectvoatility in all the terms in which it
was measured. However, when volume is measureerinstof average trade size, all
the significant effects of volume on volatilityefla |, |eca |, realized volatility and ST
implied volatility) that emerge are negative. Irh@t words, volatility increases with
increases in volume traded, but decreases witleases in trade size. Both Easley and
O’Hara (1987) and Admati and Pfeiderer (1988) sagtieat informed traders engage in
higher volume trading than uninformed traders duusl the larger observed trade size,
the higher the amount of informed trading and tfogeethe less volatility we can expect
to find in the market, Hellwig (1980) or Wang (1993

3.3.2- The effect of herding on volatility.
Having obtained the “clean” volatility series, wan now examine them to

determine the extent of the linear effect of hegdimensity on calculated volatility on

dayt.
To do so we run the following regressions:
Up =@ + O Hig + 4, (12)
Ny =@, + O, Hig + 4, (13)
I, =w,+o,H, + A, (14)

whereu,, 17, and r,, are the residuals of the expressions (9), (10)(&hy c,

is a constant anHlis is the PS(2006) herding intensity measure ontdeferes can
take three different values, according to whetherherding has occurred during an up
run, a down run or a zero run.

Table VII shows the coefficients for the differeneasures of herding intensity
(Ha, Hb and Hc). Overall, we find all three typ#fsherding to have a significantly
negative effect on all the volatility measures gtamplied volatility. Such a difference
in results may be explained by the relevance of ekjiration effect in derivatives

markets, which has not hitherto been taken intowtcin our models. Hence, we

14 Nevertheless, despite the observed differencesssidhe three volume measures considered, if we
focus on the adjusted?R we find no major differences between V, NT anfiSAwithin each volatility
measure.
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include an additional dummy variable in equaticefenring to implied volatility, taking
value 1 on the expiration date of Ibex-35 derivadicontracts and zero otherwise. The
results, namely ST ATM Callare shown at the end of Table VII. On includingsa
modification, implied volatility is also influencday Ha and Hc. It should be noted that
buying pressure is more likely to affect call opgodemand and its implied volatility
than selling pressure.

Given that the level of herding intensity increaasdi becomes more negative,
the negative coefficients found for the herdingendity variable in regressions (12),
(13) and (14) suggest that stocks exhibiting higbeels of herding intensity will also
present higher volatility. Our results are consist@ith those of Venezia, Nashikkar
and Shapira (2009) given that they also find aatlirelationship between herding and
market volatility. In addition, if we identify herttading with a type of uninformed
trading, our results are consistent with thoseciaiing that uninformed trading drive
volatility (Hellwig [1980] and Wang [1993] or FraoScharfstein and Stein [1992],
Avramov, Chordia and Goyal [2006]). The results floe measures of historical and
realized volatility are very similar, irrespectigéwhich volume proxy is used, and also
unanimous. The variable used to measure herdingnsity appears to affect the
volatility generated that day, the effect beingeled in practically all the volatility

measures based on stock marketdata

Overall, the results for the measures of historaradl realized volatility show
that a higher level of herding (which might be mpteted as uninformed trading) leads
to greater price changes (volatility), that is,sledability. Herding traders either add
momentum to price changes or cause prices to ovefrsthe fundamental price,
resulting in more volatile and, perhaps, less imfative prices. Nevertheless, these
traders also provide liquidity to markets

The differences found between the results for ietpholatility and the rest of
the measures used in the analysis deserve someufarcomments. First, it is worth
noting the difference in the results in includidge texpiration date as an explanatory
variable in eq 12-14The most frequent interpretation of implied volafilis asthe
market's future volatility forecastimplied volatility mainly gathers together
expectations about factors such as market pfess, of sharp dropsr interest rates

which, in turn, depend on future informationhe option prices, and therefore the

15 There are some exceptions, certain types of hgminnot impact significantly on volatility captare
by Ceaal, Or-ac, Or-aa @andock.
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implied volatility estimates, alsmvolve other factors such as the expiration dtte,
strike price, the bearish/bullish state of the regrkiquidity problems in the options
traded, volatility price skews due to buy/sell feescessive leverage effects or wide
bid/ask spreads (see, among others, Pefia, Rubi®ema (1999) or Serna (2004). In
the absence of the expiration effect, herd behawioes not affect, by definition, the
implied volatility. That is, expectations on futupgice changes do not account for
unknown factors that have not yet been proved aglevNevertheless, when the
expiration effect is considered, traders are canscof the large amount of informative
factors influencing decision making and therefoninformed traders find it useful to
imitate the decision of other traders that are ¢ginouo be better informed. This result
suggests that imitative behavior increases on atipir dates as stated in Blasco,
Corredor and Ferreruela (2009b).

Second, our findings show that implied volatilityhen estimated from ATM
call options and the expiration effect is takeroimatccount, is influenced by buyer
initiated and zero tick herding. This result magligate that options market participants,
who are thought to be better informed than spotketaparticipants, tend to expect
higher future volatility when they suspect that tteck market fluctuates under a
significant influence of uninformed traders. Thistade of option traders is compatible
with the learning hypothesis described in Bolled &haley (2004). Our results using
short-term implied volatility provide new informati that has not been presented in
former studies.

Finally, in order to detect whether the herdingseliin the small capitalization
stocks influences volatility as the large capitatian stocks do, we carry out an
additional analysis. We repeat the previous testh the small cap and large cap
indexes. We want to assess how much the herdirgtefi those indexes affects the
volatility of the Ibex-35. The results presentedTiable VIII, Panel A and B mainly
support our previous findings: herding influencetatility, especially when the volume
effects are cleared using trading volume or tradee sand we consider larger
capitalization stocks. In conclusion, we find ttied phenomenon of imitative behaviour
increases market volatility and, therefore, herdimay be considered an additional risk
factor. Our results may be explained, among otltofs, by the percentage of
institutional ownership in the Ibex-35 firms, givdrat institutional ownership is highly
correlated with size. In our particular case, tipargsh market, the average percentage

of institutional ownership for the stocks includedhe large cap index is 28.31% (this
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value increases to 31.70% if BBVA is not includedhiereas those included in the small
cap index exhibit an average percentage of ingtitat ownership of 15.09%
According to Dennis and Strickland (2002), instdngal shareholders react strongly to
large market price changes by herding together mruding prices. Institutional
managers are often evaluated on their short-ternforpeance and have a strong
incentive to herd in order to avoid the cost of awofrable deviations from the
consensus. Christoffersen and Tang (2009), simitarBarber, Odean, and Zhu (2009),
find that institutional traders are more likelyherd than retail or small investors. Their
empirical results strongly support the theoretipetdictions of Avery and Zemsky
(1998) about information cascades. These phenomenpresent in daily trading, and
herding can destabilize prices in stocks wherermétion in trading is normally of high
quality, which is the case with large firms, althbuthe price instability is not long-
lived.

Verma and Verma (2007), in turn, suggest that iddi@l investor sentiment
reacts to institutional investor sentiment and thatgnificant negative relation exists
between irrational sentiment and volatility. Thénpoth individual and institutional
investors feel worried about a large market pricange, their sentiment and incentive
to herd may cause increases in market volatilibe fesults are likely to be due to both
investment criteria. We believe that our study dbnotes to the robustness and novelty
of the herding literature through the number ofatitity measures and types of volume

considered and the explicit use of a measure cddaty herding.

3.3.3- Non-linear causality

Since the relationships between variables may rsati and/or non-linear, we
also test for possible non-linear causality betwtendifferent measures of volatility
and the herding level. Using the procedure desgnbdHiemstra and Jones (1994), we
find no evidence at all of non-linear causalityhe results.

A different pattern emerges, however, in the fissiar implied volatility in the
prices of call ATM options. The values of the sthti are positive but non-significant at

the standard levels of significance and higher when cause variable is sell-side

16 Data have been extracted from the data base S8Btefna de Andlisis y Balances Ibéricos) and
BankScope and refer to the significant ownershiprimation that was notified to the Spanish stock
market national commission (CNMV) in 2003. Priortadare not available. The CNMV is aimed at
supervising and inspecting the Spanish Stock Marketd the activities of all the participants in the
market.
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herding. This positive sign is robust to differerdlues of the parameters in the
Hiemstra and Jones (1994) procedure. For the remgauolatility measures, the sign of
the non-linear causality statistic is negative,ahhis a clear indication that the herding
level hampers, rather than facilitates, the preashctof non-linear volatility. This
difference in the direction of the results couldiberpreted as the already mentioned
conceptual difference between the various volgtiliteasures and as being somewhat
coherent with the different sign (positive) of tbeefficients for the linear effect of the
intensity of sell-side herding on the implied vdigt For ease of reading, the results

tables are not presentédgiven the lack of significance of the restilts

3.3.4- Usefulness of the herding measures in volatility forecasting

Once the importance of herd behavior on the leteharket volatility has been
determined, the natural extension of the analysi® iassess whether this information
can be useful in volatility forecasting. For thisrpose we propose the comparison
between two alternative types of models: (a) basadels including the variables
defined in eq. 9, 10 and 11 and éxtended models that incorporate additional vaembl
associated with the intensity of herd behaviouithBbe basic and extended models will
be estimated alternatively for each of the voluragables described (V, NT and ATS).
The time interval of the data base used for thenasion process is January 1997 to
June 2003. The out of sample forecasting runs ffoly1 2003 to December 2003.

Static and dynamic predictions are calculatedcé&ihoth the basic and the
expanded models require contemporary values forvirables of volume and the
intensity of herding, we first need a predictionbi® incorporated into the forecasting
models. Given the high autocorrelation of thesaabdes we consider autoregressive
models that can be easily implemented to determhi@goroper values of volume traded
and herding intensity on day t. It is worth notitigat the relationship between the
herding statistic and the trading volume varialotes/ cause estimation problems if we
include those variables simultaneously in the fastiog extended model. We propose a

regression procedure for making the orthogonaleobion so that only that component

17 Nonetheless they are available from the authors ugquest.

18 The linear and non-linear analysis has been regeatding to the volatility model the leverage effe
(throughout the asset’s returns). The resultsiandss to those presented here and are availabla the
authors upon request.
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of the herding statistic not included in the volummeasure is incorporated as an
independent variable in the model.

Tables IXa and IXb show the error terms for eacldeh@nd type of prediction
(the square root of the prediction error, the mabsolute error (MAE) and the mean
absolute percentage error (MAPE)) for both theistahd dynamic forecasting. The
results are unanimous for all the volatility measumwhen either volume or the number
of transactions is considered, herding measurgs toeimprove volatility forecasting.
The only exception is the volatility computed ae tesidual of open to open returns
after adjusting seasonality and autocorrelationvedbeless, when the average trade
size is considered, herding measures do not comgriio obtaining lower error measures
when the prediction models are implemented. In $kisse, Song, Tan and Wu (2005)
argue that other volume measures explain the libfatblume relation better than the
size of trades. Therefore, as a general rule, hgnditensity variables may be useful for
volatility forecasting when other relevant variableave also been considered. As is
suggested in Stivers (2003), an adequate iderttdicaf actual volatility implies better
volatility forecasting.

According to Stoll (2000), until recent years thedarn finance paradigm used
to rest on the abstractions of frictionless marlegtd the traditionally strict concept of
efficient markets. Nevertheless, the study of nstmecture and the theoretical
development in the field of asymmetric informatiare promising from the point of
view of improving asset pricing, asset allocatidarivatives pricing and financial risk
management.

Following Bandi and Russell (2006), if asset pricas be written as the sum of
efficient prices and a noise component that is éeduby microstructure frictions, the
variance of returns depends on the variance ofittterlying efficient returns and the
variance of the microstructure noise componentseM#és the variance of the efficient
return process is a crucial ingredient in the psacénd theory of asset valuation and
risk management, herding is considered a micrastreccomponent that can be
employed to consistently estimate the microstrgctmoise variance containing
information about the market’s structure and dymeasmi

It is of primary importance in the practice of golib and risk management to
have an accurate estimate of the variances andianga matrices for asset prices. By
exploiting the considerable information potentith@h frequency return data, we can

improve, for example, the trading strategies ofatibly timing. Fleming et al. (2001,
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2003) provide a methodology to evaluate the ecoadmeinefits of asset allocation
strategies relying on volatility timing. In this m@xt, it is necessary to know the correct
component parts of volatility, the most appropriatéraday frequency and the
estimation procedure that can be utilized to ledyout the efficient return variance and
microstructure noise variance in order to make theone predictable.

Similarly, the purpose of hedging is to minimize tisk of the portfolio. Asset
risks change because new information is continyousteived by the markets.
Therefore, the hedge ratio should be time-varyiagaise it depends on the conditional
moments of the spot and futures returns. Hedgimtppeance would benefit with the
accurate knowledge of the volatility and covariancmponents.

We find in this paper that changes in the herdimgnsity measure may be
informative about the market situation and its atioh in the near future. Given that
our results indicate that the herding intensityé@ases in down market periods and for
the most heavily traded stocks, the detection lgfveat herding changes may help to
predict volatility in these situations and, therefoto improve investment decision-

making as described before.

4.- Conclusions

This paper examines the way in which market vatgtis affected by the
presence of herding behavior. The relationship eetwinvestor behavior and market
volatility has been examined in prior researchaniaus financial markets, the majority
of the findings supporting the idea that volatilibgreases with uninformed or liquidity
trading. Information asymmetry can raise volatiliszmd uninformed traders very
frequently follow the market trend, buying whences rise and selling when they fall,
thus exhibiting a type of behavior that we mighti&ig with herding.

The herding intensity measure used in this pap#rasproposed by PS(2006),
which is based on the information cascade modelscrieed in Bikhchandani,
Hirshleifer and Welch (1992) where the intensityhefding in the market is measured
in both buyer- and seller-initiated trading sequendt is a daily measure constructed
from intraday trade data, which we believe to leerttost suitable data frequency for the
detection of possible herding behavior among tdethe market.

We also use various measures of market volatilitysolute return residuals,

historical volatility (Parkinson and Garman-Klassalized volatility (Anderson et al,
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2001) and implied volatility. All of these are pedfor possible day-of-the-week or
volume effects that might confound the findings.

The results presented in this paper are consisigtit prior literature in
revealing a clear effect of herding on market vtilgt the higher the observed level of
herding intensity, the greater volatility we carpegt to find. This result (which comes
from linear relations) is homogeneous across twathef measures (historical and
realized volatility) considered but does not appiytirely in the case of implied
volatility, where the influence of the imitationfett is closely related to the expiration
dates in option markets as well as what we intérgsea learning hypothesis in option
traders’ behavior. These results are clearly rdltdghe different nature and meaning of
the alternative volatility measures. The resultstloé assessing of the non-linear
relations between herding and volatility indicatattthere is no such relation between
the said variables. The proposed forecasting nsoc&ifirm the relevance of herding
intensity measures for predicting future valuesdaétility and therefore for interpreting
the concept of risk and for defining risk managensrategies. If traders are able to
better forecast future volatility values they vk able to improve asset pricing, asset
allocation, derivatives pricing and financial riskanagement applications by the
separate modelling, forecasting and pricing of mlagse-microstructure and efficient

return components of total return variability.
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TABLES

Table |. Descriptive data for the herding measures across up, down and zero runs. Descriptive
statistics for the 1bex35, Small Cap Index and ea@gp Index.

Ibex35 Small cap Index Large cap index

Ha Hb Hc Ha Hb Hc Ha Hb Hc
Mean -8.81 -8.72 -4.03 -6.57 -6.43 -2.69 -17.43 .297 -9.59
Median -8.89 -8.77 -3.97 -6.44 -6.25 -2.44  -17.3717.14 -9.07
St. Dev. 2.12 2.14 1.38 2.31 2.31 1.59 4.46 451 853
Asymmetry 0.10 0.00 -0.26 -0.16 -0.24 -0.57 -0.46 0.58 -1.11
Kurtosis -0.37 -0.27 -0.35 3.59 3.06 6.50 2.71 2.742.99
Minimum -14.36  -15.59 -8.92 -19.13 -19.84 -15.10 4.3 -34.33 -24.30
Maximum -1.08 -1.54 0.22 0.63 -0.34 1.03 -3.03 063.9 -1.09

Bootstrap critical value for Ha at the 1% significa level: -2.20
Bootstrap critical value for Hb at the 5% significa level: -2.16
Bootstrap critical value for Hc at the 10% sigrafice level: -2.01

Table I1: Results for the SUR estimation (Seemingly UnreldRegression) of the herding intensity on

the market situation and the trading volurffedenotes significance at 19%,denotes significance at 5%
and” denotes significance at 10%. Volume coefficiemesraultiplied by 10. Estimated models:

k
(a) Hat = aao + a-a\j Z Hatfj + aalDdt (\/t) + uat
j=1

k
(b) H, =a,, +J, > H,, +a,D, (V) +u,
j=1

(C) Hct :aco +5chHctfj +achm(\/t)+uct
j=1
(@) (b) (©)
Ddown -0.1396 -0.1441 -0.0483
t-stat. (-2.15) (-2.15)" (-1.07)
Volume -0.0305 -0.0337 -0.0140
t-stat. (-8.82) (-9.57)" (-6.12)"
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Tablelll. Descriptive data for the different volatility measur es considered

ST
| €aa | [€ac | l€ccl [€cal ORr-AC ORr-pA Op (074 ATM
Call
Mean 0.0129 0.0108 0.0122 0.0061 0.0120 0.0142 0.0120 0.0117 0.0165

Median 0.0101 0.0087 0.0096 0.0045 0.0107 0.0125 0.0105 0.0103 0.0160
St. Dev. 0.0126 0.0091 0.0104 0.0071 0.0059 0.0081 0.0065 0.0061 0.0065
Asymmetry 3.8175 2.0839 1.6419 7.8360 2.9336 6.3570 2.4582 2.3132 0.0493
Kurtosis  34.1569 10.8448 3.8602 135.7490 18.1877 94.9509 11.3010 10.1018 1.7191
Minimum  0.0000 0.0000 0.0000 0.0000 0.0030 0.0034 0.0022 0.0020 0.0000
Maximum 0.1898 0.1118 0.0694 0.1588 0.0787 0.1744 0.0687 0.0693 0.0411

Table V. Correlation between the different volatility measur es consider ed

leml léacl  |€ccl |Ecal Orpac Oppa Op Og ATM
Call

| ean| 1.0000
| eac| 0.2767  1.0000

| ecc| 0.5861 0.3070 1.0000

| eca| 0.2452 0.6986 0.3485 1.0000

Orac 05642 0.5376 0.4678 0.4061 1.0000

Oran  0.6764 0.5021 0.8076 0.4492 0.8794 1.0000

o> 04177 0.7536 0.3727 0.5552 0.8167 0.7114 1.0000
os 04313 05271 0.3479 0.4039 0.8638 0.7261 0.896200D.

STAM 03100 03107 03137 0.3043 05305 0.4997 0.449884d. 1.0000
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Table V. Correlation between the different trade volume measures. The data shown are the
coefficients of correlation between daily tradingiume in §), number of traded\[T) and trade size in
Euros AT for Ibex-35 stocks.

\Y NT ATS
\% 1.0000
NT 0.8149 1.0000
ATS 0.3301 -0.2256 1.0000

Table VI. Coefficients for the trade volume measures. The data shown are theefficients for the
trading volume proxies in the following regressions

12
g, =a, +a,M, +Zpijait—j @V, + U,
i=1

12
o, =a; +a, M, +Zpijait—j +G NT, +77,
=

12
o, =a; +ta,M, +zpijail—j Y ATS, +1,,
j=1
wherea; is the value on datyof each of the volatility measures considered, @hean take ten
different valuesM: is a dummy variable that takes a value of 1 fomiiyys and O the remaining days of
the weekyV is volume traded in Euro8IT is volume traded in number of trades &S is average trade
size. The values shown in parentheses are thégtist:
™ denotes significance at 1%,denotes significance at 5% andenotes significance at 10%.

Vv NT ATS
EN Coeff. 0,0027" 0.0041" -0.0000"
t-stat. (4.25) (5.88) (-2.35)

Adj.R? 0.1159 0.1268 0.1074

leac | Coeff. 0.0030" 0.0036" -0.0000
t-stat. (7.95) (8.33) (-0.51)

Adj.R? 0.1237 0.1296 0.0994

l€ccl Coeff. 0.0033" 0.0035" 0.0000
t-stat. (7.49) (7.19) (0.41)

Adj.R? 0.1520 0.0097 0.1291

lecal Coeff. 0.0012" 0.0016" -0.0000
t-stat. (3.36) (4.14) (-1.82)

Adj.R? 0.1165 0.1204 0.1111

OraC Coeff. 0.0018" 0.0024" -0.0000"
t-stat. (9.42) (10.87) (-2.18)

Adj.R? 0.4900 0.5005 0.4712

OraA Coeff. 0.0023" 0.0029" -0.0000"
t-stat. (8.05) (9.32) (-2.50)

Adj.R? 0.4073 0.4154 0.3911

op Coeff. 0.0025" 0.0029" -0.0000
t-stat. (10.52) (10.93) (-0.35)

Adj.R? 0.3712 0.3779 0.3409

Ok Coeff. 0.0022” 0.0027" -0.0000
t-stat. (9.60) (10.38) (-0.77)

Adj.R? 0.3968 0.4053 0.3656

STATM Call  Coeff. 0.0000 0.0004 -0.0000"
t-stat. (-0.10) (1.78) (-3.09)

Adj.R? 0.6457 0.6466 0.6486
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Table VII. Results of herding on the volatility measures of the | bex-35. The data shown are the coefficients for the efééthe herding intensity measures on the volatility
measures purged of volume effects and sorted by ¢fpsolume measure, whete; is the volatility measure after removing the volumaiableV, 7 is the volatility
measure after removing the volume varidileand 7;; is the volatility measure witATSremoved. ST ATM Callindicates the coefficients corresponding to heydinensity
when implied volatility is additionally explained/ithe Dummy variable relative to the expirationedat the derivatives market. The expressions efrégressions are as
follows:

Uy =+ Hig + A4, My =G + O Hig + A, Ty =G+ o Hg + 4.
The values in parentheses are the t-statisticslenotes significance at 1%,denotes significance at 5% andenotes significance at 10%.

v n T
Ha Hb Hc Ha Hb Hc Ha Hb Hc

| €an | -0.0003" -0.0003 -0.0006" -0.0001 -0.0001 -0.0004 -0.0007 -0.0006" -0.0010™
(-2.30) (-2.01) (-2.34) (-0.52) (-0.45) (-1.51) 5.@4) (-4.79) (-3.78)

|€ac | -0.0004™ -0.0004™ -0.0008" -0.0003™ -0.0003" -0.0007" -0.0009™ -0.0008" -0.0013"
(-4.34) (-3.83) (-4.67) (-3.31) (-2.97) (-4.09) 8.61) (-7.90) (-7.10)

| €ccl -0.0005™ -0.0004™ -0.0010" -0.0005™ -0.0004" -0.0014" -0.0010" -0.0008" -0.0015"
(-4.43) (-3.85) (-5.87) (-4.04) (-3.55) (-5.64) 8.62) (-7.49) (-8.18)

l€ca | -0.0004™ -0.0002" -0.0008" -0.0003 -0.0003 -0.0007" -0.0008™ -0.0008" -0.0012"
(-4.43) (-3.80) (-4.66) (-1.19) (-2.97) (-4.09) 8.68) (-7.91) (-7.10)

ORrAC -0.0002™ -0.0001 -0.0002" -0.0001™ 0.0000 -0.0001 -0.0005  -0.0003" -0.0005™
(-4.56) (-1.63) (-2.42) (-2.63) (0.12) (-1.42) #9) (-6.60) (-5.01)

OR-AA -0.0003™ -0.0002' -0.0005 -0.0002' -0.0001 -0.0004  -0.0006™ -0.0005" -0.0008™
(-4.07) (-2.13) (-2.55) (-2.45) (-0.75) (-1.96) 8.04) (-6.52) (-4.28)

Op -0.0003™ -0.0002™ -0.0005" -0.0003™ -0.0001 -0.0004" -0.0007" -0.0005" -0.0008™
(-5.28) (-3.26) (-4.50) (-4.08) (-2.19) (-3.80) 0-86) (-8.82) (-7.66)

Ock -0.0003" -0.0001 -0.0003" -0.0002" -0.0000 -0.000?2 -0.0006™ -0.0004" -0.0006™
(-4.54) (-1.78) (-2.94) (-3.11) (-0.42) (-1.98) -9.77) (-7.15) (-6.30)
ST ATM Call -0.0001 0.0000 -0.0000 -0.0000 0.0001 0.0001 -a.000 0.0000 -0.0000
(-1.59) (0.04) (-0.25) (-0.19) (1.33) (0.64) (8)2 (0.25) (-0.11)

ST ATM Call* -0.0001™ -0.0000 -0.0001 -0.0001 0.0000 -0.0001  -0.0001" -0.0000 -0.0000
(-3.45) (-1.23) (-1.69) (-1.73) (0.37) (-1.69) 00) (-0.92) (-1.46)
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Table VIII. Panel A. Influence of herding in small cap on the volatility measures of the Ibex-35 index. The data shown are the coefficients for the efféthe herding
intensity measures on the volatility measures pliafevolume effects and sorted by type of volumesuee, where i; is the volatility measure after removing the volume
variableV, n is the volatility measure after removing the volumegiableNT and 7; is the volatility measure witAhTS removed. The expressions of the regressionssare a

follows: U, =G, +SHy +A

it ?

My = @y + O Hig + A4,

Ty =G +OHg + A, -

The values in parentheses are the t-statisticslenotes significance at 1%,denotes significance at 5% andenotes significance at 10%.

v n T
Ha Hb Hc Ha Hb Hc Ha Hb Hc
Small Cap Index

| €aa | -0.0002 -0.0001 -0.0004 0.0000 0.0000 -0.0002 @oo -0.0004 -0.0007
(-0.99) (-0.67) (-0.96) (0.11) (0.25) (-0.43) (-2)5 (-2.11) (-1.70)

[€ac| -0.0004™ -0.0003 -0.0006" -0.0003 -0.0002 -0.0005 -0.0007" -0.0006™ -0.0010"
(-3.02) (-2.45) (-2.54) (-2.25) (-1.84) (-2.13) 63) (-4.87) (-4.00)

| € ccl -0.0003" -0.0002 -0.0005" -0.0002' -0.0002 -0.000% -0.0006™ -0.0005" -0.0009™
(-2.87) (-1.95) (-3.18) (-2.38) (-1.60) (-2.83) 28) (-5.14) (-5.70)

[€cal -0.0004™ -0.0003" -0.0006" -0.0003 -0.0002 -0.0005 -0.0007" -0.0006™ -0.0010"
(-3.02) (-2.45) (-2.54) (-2.25) (-1.84) (-2.13) 63) (-4.87) (-4.00)

ORAC -0.0002™ -0.0001 -0.0002 -0.0001" 0.0000 -0.0001 -0.000%4 -0.0002" -0.0004"
(-2.87) (-0.98) (-1.62) (-1.65) (0.02) (-1.02) 63) (-3.56) (-3.03)

OrAA -0.0002" -0.0001 -0.0004 -0.0001 0.0000 -0.0003 -0.0005 -0.0003" -0.0007
(-1.82) (-0.92) (-1.31) (-1.07) (-0.32) (-0.99) 3.64) (-2.59) (-2.11)

Op -0.0003" -0.0001" -0.0003 -0.0002 -0.0001 -0.0003 -0.0005™ -0.0004" -0.0006™
(-3.75) (-2.01) (-2.57) (-2.75) (-1.19) (-1.99) @7) (-5.46) (-4.71)

O6K -0.0002" 0.0000 -0.0002 -0.0001" 0.0000 -0.0001 -0.0002 -0.0002" -0.0004™
(-3.30) (-0.68) (-1.90) (-1.98) (0.47) (-0.97) 09) (-4.59) (-4.72)

ST ATM Call -0.0001" 0.0000 -0.0001 0.0000 0.0000 0.0000 -0.0001 0.0000 0.0000
(-1.81) (-0.04) (-0.85) (-0.55) (2.17) (0.12) G7) (0.28) (-0.51)
SE'E;-:;M -0.0001™ 0.0000 -0.0001 -0.0001 0.0000 0.0000 -0.0001 0.0000 -0.0001
(-3.00) (-0.69) (-1.60) (-1.46) (0.81) (-0.38) 42) (-0.27) (-1.16)
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Table VIII. Pand B. Influence of herding in large cap stocks on the volatility measures of the Ibex-35 index. The data shown are the coefficients for the eftéthe
herding intensity measures on the volatility measyurged of volume effects and sorted by typeohimme measure, where;; is the volatility measure after removing the
volume variable/, i is the volatility measure after removing the volumagiableNT and 7 is the volatility measure witATS removed. The expressions of the regressions

are as followsy, = ¢, +g,H,, + 4

it ?

My = Gy + O Hig + A4,

Ty = Gy + O Hig + A, -
The values in parentheses are the t-statisticslenotes significance at 1%,denotes significance at 5% andenotes significance at 10%.

v n r
Ha Hb Hc Ha Hb Hc Ha Hb Hc
Large Cap Index
| €aa | -0.0002™ -0.0002" -0.0002' -0.0001 -0.0001 -0.0002 -0.0004" -0.0004" -0.0003"
(-2.84) (-2.92) (-2.67) (-1.47) (-1.62) (-2)0 (-5.28) (-5.26) (-3.72)
|€ac| -0.0002" -0.0002" -0.0002" -0.0001 -0.0001™ -0.0002" -0.0003" -0.0003" -0.0003"
(-3.35) (-3.62) (-3.64) (-2.57) (-2.89) (-3)2 (-6.91) (-7.02) (-5.20)
| €ccl -0.0003" -0.0003" -0.0003" -0.0003" -0.0002" -0.0003" -0.0005" -0.0004" -0.0004"
(-4.42) (-4.41) (-4.96) (-4.17) (-4.19) (-2)8 (-7.72) (-7.65) (-6.31)
l€cal -0.0002" -0.0002" -0.0002" -0.0001 -0.0001" -0.0002" -0.0003" -0.0003" -0.0003"
(-3.35) (-3.62) (-3.64) (-2.57) (-2.89) (-3)2 (-6.91) (-7.02) (-5.20)
OrAC -0.0001" -0.0001 0.0000 0.0000 0.0000 0.0000 -0.0002 -0.0002" -0.0001"
(-3.16) (-2.34) (-1.48) (-1.82) (-1.06) (-6)7 (-6.98) (-6.01) (-3.20)
OR-AA -0.0001™ -0.0001 -0.0001T -0.000T -0.0001 -0.0001 -0.0002" -0.0002" -0.0002"
(-3.31) (-2.71) (-2.72) (-2.10) (-1.55) (-2)1 (-7.21) (-6.46) (-4.41)
Op -0.0001™ -0.0001" -0.0001" -0.0001" -0.0001" -0.0001" -0.0003" -0.0002" -0.0002"
(-3.92) (-3.54) (-3.45) (-3.04) (-2.71) (-8)9 (-8.27) (-7.71) (-5.30)
Ock -0.0001™ -0.0001" -0.0001 -0.000T -0.0001 -0.0001 -0.0002 -0.0002" -0.0001"
(-3.52) (-2.84) (-2.10) (-2.51) (-1.87) (-3)5 (-7.45) (-6.62) (-3.91)
ST ATM Call 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0000. 0.0000
(-1.12) (-0.37) (0.29) (-0.01) (0.66) (0.78) 0.87) (-0.25) (0.31)
STATM

Call” -0.0001" 0.0000" 0.0000 0.0000 0.0000 0.0000 -0.0001 0.0000" 0.0000
(-2.70) (-1.92) (-0.94) (-1.29) (-0.58) (-8)2 (-2.46) (-1.72) (-0.90)
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Tabla 1Xa. Results of dynamic volatility forecast using madelithout herding intensity variables (a)
and with herding intensity variables (b). The tabll®ws the prediction error estimates for eachhef t
proposed modelsy: Square root of errorMAE: Mean Absolute Error. MAPE: Mean Absolute
Percentag€ denote minimum error values.

Model la: o,=a +a,M, +ipua'n_l +gV, +e,
j=1

Model 1b: o, =a +a,M, +ipug'n_l +gV, +23:wsHs +e
j=1 s=1

Model 2a: o, =a +a M, +ipuam +GNT, +6,
j=1

Model 2b: o, =a +a M, +ip”a",l +ONT, +iw5H5 +e,
=1 s=1

Model 3a: o,=a,+a,M, +ipud“_1 +/,ATS, +e,
j=1

Model 3b: o, =a +a M, + ip”qH +y ATS, + ZS:WSHS +e
=1 s=1

wherea;; is the value on datyof each of the volatility measures considered, @hean take ten
different valuesM: is a dummy variable that takes a value of 1 fomiiys and O the remaining days of
the weekyV is volume traded in Euro8lT is volume traded in number of trades &S is average trade
size and Hlis the variable related to herding.

Mod.1la Mod.1b Mod.2a Mod.2b Mod.3a Mod.3b
| €an | \ 0.00927 0.01039 0.00896 0.00944 0.00795 0.01003
MAE  0.00826 0.00939 0.00797 0.00847 0.00693 0.00902
MAPE 72.76 82.63 73.21 77.30 66.31 82.73
|€ac | Y 0.00771 0.00698 0.00729 0.00610 0.01003 0.00735
MAE 0.00688 0.00618 0.00644 0.00529 0.00902 0.00651
MAPE 60.47 53.51 57.47 46.54 82.73 57.97
|€cc| v 0.00907 0.00758 0.00835 0.00643 0.00795 0.00831
MAE 0.00804 0.00664 0.00737 0.00556 0.00697 0.00731
MAPE 92.76 79.39 85.64 67.04 81.25 84.85
l€ca | Y 0.00397 0.00370 0.003843 0.00328 0.00345 0.00366
MAE 0.00356 0.00378 0.00344 0.00288 0.00301 0.00327
MAPE 103.71 98.57 94.94 82.57 88.63 93.84
ORrAC v 0.00722 0.00680 0.00655 0.00535 0.00521 0.00679
MAE 0.00686 0.00648 0.00627 0.00509 0.00484 0.00655
MAPE 113.77 107.10 103.64 84.48 82.21 107.85
OR-AA v 0.00876 0.00763 0.00797 0.00573 0.00650 0.00773
MAE 0.00834 0.00720 0.00764 0.00537 0.00609 0.00741
MAPE 120.99 104.66 110.38 78.72 90.28 107.40
Op v 0.00869 0.00808 0.00820 0.00730 0.00787 0.00847
MAE 0.00725 0.00629 0.00657 0.00495 0.00575 0.00670
MAPE 115.38 98.23 103.58 74.86 90.57 106.15
Ock v 0.00698 0.00652 0.00625 0.00501 0.00518 0.00660
MAE 0.00654 0.00606 00.587 0.00459 0.00475 0.00624
MAPE 11457 106.54 103.03 81.69 85.50 109.37
STATMCall"  + 0.00758 0.00563 0.00712 0.00459 0.00652 0.00616

MAE 0.00695 0.00494 0.00655 0.00404 0.00593 0.00559
MAPE 92.22 66.53 88.10 56.10 81.97 78.56
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Tabla IXb. Results of static volatility forecast using modefishout herding intensity variables (a) and
with herding intensity variables (b).. The tableowk the prediction error estimates for each of the
proposed modelsy: Square root of errorMAE: Mean Absolute Error. MAPE: Mean Absolute
Percentag€ denote minimum error values.

Model 1a: o,=a +a,M, +ipua'n_l +gV, +e,
j=1

Model 1b: o, =a +a,M, +ipug'n_l +gV, +23:wsHs +e
j=1 s=1

Model 2a: o, =a, +a,M, +ipuam +6NT, +e,
j=1

Model 2b: o, =a +a M, +ip”a",l +ONT, +iw5H5 +e,
=1 s=1

Model 3a: o,=a,+a,M, +ipud“_1 +y,ATS, +e,
j=1

Model 3b: o, =a +a M, + ip”qH +y ATS, + ZS:WSHS +e
=1 s=1

wherea; is the value on datyof each of the volatility measures considered, @hean take ten
different valuesM: is a dummy variable that takes a value of 1 fomiiys and O the remaining days of
the weekyV is volume traded in Euro8lT is volume traded in number of trades &S is average trade
size and Hlis the variable related to herding.

Mod.1la Mod.1b Mod.2a Mod.2b Mod.3a Mod.3b
| €an | N 0.00628 0.00675 0.00628 0.00647 0.00600 0.00675
MAE 0.00537 0.00577 0.00536 0.00551 0.00513 0.00577
MAPE 48.49 54.17 50.06 52.37 47.27 55.68
|€ac| Y 0.00556 0.00516 0.00559 0.00498 0.00526 0.00548
MAE 0.00470 0.00430 0.00473 0.00412 0.00442 0.00463
MAPE 43.91 38.60 43.77 35.70 39.58 41.52
|€cc| \ 0.00593 0.00536 0.00584 0.00515 0.00561 0.00574
MAE 0.00516 0.00460 0.00510 0.00438 0.00489 0.00501
MAPE 59.54 51.65 58.17 48.01 52.38 54.33
l€ca | Y 0.00287 0.00279 0.00283 0.00328 0.00274 0.00279
MAE 0.00242 0.00234 0.00239 0.00288 0.00225 0.00234
MAPE 77.04 77.77 70.11 82.57 67.22 70.06
Or-AC v 0.00223 0.00216 0.00232 0.00201 0.00185 0.00223
MAE 0.00197 0.00191 0.00203 0.00172 0.00153 0.00194
MAPE 32.76 31.50 33.81 28.27 24.69 31.90
OR-AA v 0.00280 0.00250 0.00281 0.00223 0.00235 0.00264
MAE 0.00248 0.00216 0.00248 0.00185 0.00196 0.00226
MAPE 36.47 31.73 36.43 27.10 28.65 33.23
Op v 0.00571 0.00568 0.00573 0.00562 0.00564 0.00583
MAE 0.00336 0.003T1 0.00334 0.00291 0.00309 0.00330
MAPE 47.79 42.08 47 .47 37.91 40.82 45.24
Ock v 0.00279 0.00267 0.00283 0.00249 0.00238 0.00274
MAE 0.00235 0.00225 0.00240 0.00209 0.00197 0.00229
MAPE 42.33 39.97 42.91 36.44 34.09 40.66
STATM Call”  + 0.00187 0.00179 0.00187 0.00176 0.00181 0.00179

MAE 0.00140 0.00118 0.00140 0.00113 0.00128 0.00123
MAPE 13.99 11.55 14.92 12.11 14.59 14.87




