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Abstract. Here, we study a family of bounded operators H, acting on Banach
spaces of holomorphic functions X ↪→ O(D), which are subordinated in terms of a
C0-semigroup of weighted composition operators (vtCϕt

), i.e., H =
∫∞
0

vtCϕt
dν(t)

in the strong sense for some Borel measure ν. This family of operators extends
the so-called generalized Hausdorff operators. Here, we obtain the spectrum, point
spectrum and essential spectrum of H under mild assumptions on (vtCϕt), ν and
X. In particular, we obtain these spectral sets for a wide family of generalized
Hausdorff operators acting on Hardy spaces, weighted Bergman spaces, weighted
Dirichlet spaces and little Korenblum classes. The description for the spectra of the
infinitesimal generator of (vtCϕt

) is the key for our findings.

Introduction

Let ∆ be the forward difference operator acting on scalar sequences a = (an)
∞
n=0,

that is, (∆a)n = an − an+1. The generalized Hausdorff matrix H
(ζ)
a generated by the

sequence a and a real number ζ is the infinite lower triangular matrix given by

H(ζ)
a (n, k) =

{
0, n < k,(
n+ζ
n−k

)
(∆n−ka)k, n ≥ k.

These matrices were defined independently in [10, 25]. As a countably infinite matrix,

each generalized Hausdorff matrix H
(ζ)
a induces an operator on sequence spaces on

N0 = {0, 1, 2, . . .}, denoted also by H
(ζ)
a , determined by

(H(ζ)
a b)n :=

n∑
k=0

H(ζ)
a (n, k)bk, n ∈ N0, b = (bn)

∞
n=0.
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Let ζ ≥ 0, let µ be a finite Borel measure on (0, 1] and let (µζn) be the sequence given
by

(0.1) µζn =

∫ 1

0

tn+ζdµ(t), n ∈ N0.

The sequences (µζn) generate an interesting family of generalized Hausdorff matrices

H
(ζ)
µ := H

(ζ)

(µζn)
, for which its non-zero elements are given by

(0.2) H(ζ)
µ (n, k) =

(
n+ ζ

n− k

)∫ 1

0

tk+ζ(1− t)n−k dµ(t), 0 ≤ k ≤ n.

Indeed, the behavior of the operators on sequence spaces induced by the matrices H
(ζ)
µ

has been object of study (or play a central role) in several papers, see for instance

[18, 26, 32, 33]. In particular, for ζ = 0, the Hausdorff matrix H
(0)
µ corresponds to the

ordinary Hausdorff summability [22]. In this case, it follows from the work of Hardy

[21] that if
∫ 1

0
t−1/pdµ(t) < ∞, then H

(0)
µ induces a bounded operator on ℓp(N0) for

1 < p <∞.

Even more, boundedness of ordinary Hausdorff matrices H
(0)
µ has been proved in

[13, 14] as operatorsH(0)
µ on spaces of holomorphic functions (Hardy, Bergman, Dirich-

let, Bloch and BMOA) on the disc by acting on the sequence of coefficients of the
power series of such functions. One of the crucial points in these studies is to represent

such operators H(0)
µ in terms of averages of weighted composition semigroups.

We note in Section 6 that a similar representation also holds for the generalized

Hausdorff matrices of type H
(ζ)
µ for ζ ≥ 0. More precisely, let H(ζ)

µ be the operator

on spaces of holomorphic functions induced by H
(ζ)
µ , that is

(0.3) H(ζ)
µ f(z) =

∞∑
n=0

( n∑
k=0

H(ζ)
µ (n, k)ak

)
zn, z ∈ D,

where f(z) =
∑∞

n=0 anz
n. Let ψ(t) = log(1/t), t ∈ (0, 1], and set ν = ψ(µ), i.e., ν is

the image measure (on [0,∞)) of µ. Then

H(ζ)
µ f(z) =

∫ ∞

0

uζt (z) (Cϕtf)(z) dν(t), z ∈ D, f ∈ O(D),

see Proposition 6.1, where Cϕtf := f ◦ ϕt, (ϕt) is the semiflow (i.e., composition
semigroup) given by

(0.4) ϕt(z) =
e−tz

(e−t − 1)z + 1
, z ∈ D, t ≥ 0,

and

(0.5) uζt (z) =

(
ϕt(z)

z

)ζ
1− ϕt(z)

1− z
=

e−ζt

((e−t − 1)z + 1)ζ+1
, z ∈ D, t ≥ 0,
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which is a semicocycle for (ϕt), so (uζtCϕt) is a one-parameter semigroup (see Section
2 for the definition of a semicocycle). Then, it seems reasonable to study operators

H(ζ)
µ , which we label as generalized Hausdorff operators, from the viewpoint of sub-

ordination in terms of weighted composition semigroups related to the semiflow (ϕt)

and the semicocycle (uζt ) as above.
Motivated by these facts, we consider here operators H which are averages in terms

of weighted composition semigroups (vtCϕt), where (vt) is a semicocycle satisfying
some suitable properties. Hence, the operators H we study here are of the type

(0.6) Hf =

∫ ∞

0

vtCϕtf dν(t), f ∈ O(D),

where ν is a suitable complex Borel measure on [0,+∞). As we will see later on, this
operator H can be written as

(0.7) Hf(z) = 1

ω(z)

∫ z

0

ω(ξ)

ξ(1− ξ)
f(ξ) dν

(
log

z(1− ξ)

ξ(1− z)

)
, z ∈ D,

where ξ is the integration variable, the integration path is taken through the orbit

from z to 0 given by (ϕt) (so that log z(1−ξ)
ξ(1−z) ∈ [0,+∞)); and where ω is a multivalued

non-vanishing function on D \ {0} of the type ω(z) = zαg(z) for some α ∈ C and
non-vanishing holomorphic function g ∈ O(D). Such ω gives a representation of (vt)
as a coboundary, that is,

(0.8) vt =
ω ◦ ϕt
ω

, t ≥ 0,

see Remark 2.6 for more details.
The spectral study of weighted averaging operators has been of interest during

last years, see for instance [2, 4, 31, 35]. However, spectral properties of Hausdorff
and generalized Hausdorff operators on holomorphic function Banach spaces has not
been studied in the literature. Recall that, given a closed operator A on a Banach
space X, its spectrum σ(A) is given by those complex numbers λ for which λ −
A has not a bounded inverse on X. Our study focuses on the boundedness and,
mainly, the spectrum of operators (0.6) and (0.7) acting on classical Banach spaces
of holomorphic functions such as the Hardy spaces, the weighted Bergman spaces, or
the little Korenblum classes. To avoid the direct spectral study of such operators H
(which is a rather difficult task), the crucial point is the description of the spectrum
of the infinitesimal generator ∆ of the semigroup (vtCϕt). This spectrum is then
transferred to the one of H via the functional calculus of sectorial operators and the
spectral mapping theorems given in [19, 30].

The main reason why the spectral study of generators ∆ is considerably easier than
the one of operators like H is that the generators ∆ are given by first order linear
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differential operators of the type

∆f = Φf ′ + gf = Φ

(
f ′ +

ω′

ω
f

)
, f ∈ Dom(∆),

where Φ is the generator of (ϕt) and g is the generator of (vt), that is, Φ(z) =
∂ϕt(z)
∂t

∣∣
t=0

= −z(1 − z) and g(z) = ∂vt(z)
∂t

∣∣
t=0

= Φω′/ω where ω : D \ {0} → C is as
in (0.8), see [34, Th. 2] and [17, Th. 2.1]. In consequence, the representation of
the semicocycle (vt) in terms of the multivalued holomorphic function ω on D \ 0 is
convenient to obtain σ(∆). Indeed, one of our crucial results is that, if vt is continuous
at the repulsive point z = 1 of (ϕt), then ω has singularities of fractional type at this
point, see Proposition 2.8.

This paper is structured as follows. We list in Section 1 the axiomatic properties
that we require the Banach spaces X of holomorphic functions on D, as well as we
provide several examples of classical Banach spaces satisfying these properties. In Sec-
tion 2, we study the behavior near the fixed points of (ϕt) of the multivalued function
ω associated to a semicocycle (vt) by (0.8). These results of ω are critical to obtain
one of our main contributions: the spectrum and (under some extra assumptions) the
essential spectrum of the infinitesimal generator ∆ in Sections 3 and 4, respectively.
These spectral sets are transferred to the ones of H via spectral mapping theorems
in Section 5. Finally, in Section 6 we apply our results to two families of generalized
Hausdorff operators: generalized Cesàro operators Cζα and generalized Hölder oper-
ators Hζ

α. We also show that our proofs can be adapted to the weighted Dirichlet
spaces Dp

σ(D) (which do not satisfy the axiomatic properties listed in Section 1) in

the particular case H is given by a generalized Hausdorff operator H(ζ)
µ .

We note that, in a different direction from the one taken here, spectral properties
of weighted composition operators with fixed point in D have been treated in several
settings through different papers, see for instance [3, 5, 15, 16, 28]. In particular,
spectral inclusions for weighted composition operators vCψ were obtained in [16] under
fairly general conditions for a long list of Banach spaces of holomorphic functions with
domain the unit ball of a Banach space (for instance, Hardy, Bergman, Korenblum
spaces on the polydisc).

Finally, we recall the definitions of some classical objects in spectral theory which
are needed through this paper. Let A be a closed operator on a Banach space X. The
spectral radius r(A) of a bounded operator A is given by r(A) := sup{|λ| : λ ∈ σ(A)}.
The essential spectrum of A, σess(A), is given by

σess(A) = {λ ∈ C | dim(ker(λ− A)) = ∞ or codim(Ran(λ− A)) = ∞},
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where codim(Y ) := dim(X/Y ) for any linear subspace Y ⊆ X. For our purposes, it
is useful to consider the extended essential spectrum σ̃ess, which is given by

σ̃ess(A) :=

{
σess(A), if codim(Dom(A)) <∞,

σess(A) ∪ {∞}, otherwise.

Given a closed operator A with non-empty resolvent set, σ̃ess(A) is a non-empty
compact subset of the Riemann sphere C∞, see [30].

Also, given a set Y and two functions f, g : Y → [0,∞], we use throughout this
work the notation f ≲ g to denote that there exists a constant M > 0 such that
f(y) ≤ Mg(y) for all y ∈ Y . In addition, by f ∼ g we mean that f ≲ g ≲ f . If
Y is a topological space (all topological spaces considered here are first-countable)
and y ∈ Y , by f(y′) ≲ g(y′) as y′ → y we mean that there exist a neighborhood V
of y and a constant M > 0 such that f(y′) ≤ Mg(y′) for all y′ ∈ V . Similarly, by
f(y′) ∼ g(y′) as y′ → y we mean that both f(y′) ≲ g(y′) as y′ → y and g(y′) ≲ f(y′)
as y′ → y are true.

1. Axiomatic spaces

By Mul(X) we denote the space of multipliers of a Banach space X ⊆ O(D). Let
L(X) the Banach algebra of linear bounded operators on X. On the other hand, by
B we denote the backshift operator given by

(Bf)(z) =
f(z)− f(0)

z
, f ∈ O(D).

For γ ≥ 0, the Korenblum class K−γ(D) is the Banach space of analytic functions f
on D given by

K−γ(D) := {f ∈ O(D) : ∥f∥K−γ := sup
z∈D

(1− |z|2)γ|f(z)| <∞},

which is a Banach space when endowed with the norm ∥ · ∥K−γ . Note that γ = 0
corresponds to the Banach algebra of bounded and holomorphic functions on D,
H∞(D).

Fix γ ≥ 0. In this work, we deal with Banach spaces X ↪→ O(D) which contain
the constant functions and satisfy the following conditions

(P1) Mul(X) = H∞(D).

(P2) B(X) ⊆ X.

(P3) X ↪→ K−γ(D).

(P4) (ϕ′
t)
γCϕt ∈ L(X) for t ≥ 0 with

sup
t≥0

∥(ϕ′
t)
γCϕt∥L(X) <∞.
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(P5) For every ε > 0, we have

if f ∈ O(D) with |f(z)| ≲ |1− z|−γ+ε, then f ∈ X.

We point out that the property (P5) is only needed to give some extra information
about σpoint(∆), see Proposition 3.4 and the paragraph preceding it.

Definition 1.1. Let γ ≥ 0. We say that a Banach space X ↪→ O(D) is a γ∞-space
if it satisfies properties (P1)-(P5).

For m ∈ N0, set Z
m = {f ∈ X : f has a zero at 0 of order at least m} and let

Pm be the space of polynomials of degree at most m. Since Pm ⊆ X by (P1), then
X = Pm ⊕ Zm whence Zm has finite codimension in X. Moreover, the projection
X → Pm induced by the above decomposition is continuous since X ↪→ O(D). This
implies that the complementary projection X → Zm is continuous too. Thus, Zm is
a closed subspace of X.

By (P1) and (P2), Zm is the range space of the multiplication operator by the
function z 7→ zm. Also, ∥f∥X ≃ ∥Bmf∥X for all f ∈ Zm by the open mapping
theorem.

We list below some examples of Banach spaces satisfying the properties (P1)-(P5).

(1) Little Korenblum classes.
If γ > 0, then the closure of polynomials in K−γ(D) is the Little Korenblum

growth class K−γ
0 (D) given by

K−γ
0 (D) := {f ∈ K−γ(D) : lim

|z|→1
(1− |z|2)γ|f(z)| = 0},

with the norm inherited from K−γ.
It is clear that H∞(D) satisfies properties (P1)-(P5) and (P5) for γ = 0.

Also, for every γ > 0, K−γ(D) and K−γ
0 (D) satisfies such properties for such

γ. Indeed, it is clear that they satisfy (P1)-(P3). And it is readily seen by
Schwarz-Pick lemma that these spaces also fulfill (P4).

However, since Cϕt is not strongly continuous on K−γ(D) or H∞(D), we are
only interested in the spaces K−γ

0 (D), as we explain later on.
(2) Hardy spaces. For 1 ≤ p <∞, let Hp(D) be the Hardy space on D formed by

all functions f ∈ O(D) such that

∥f∥Hp = sup
0<r<1

(∫ 2π

0

|f(reiθ)|p dθ
2π

)1/p

<∞,

endowed with the norm ∥ · ∥Hp . Then Hp(D) satisfies properties (P1)-(P5)
for γ = 1/p, see for instance [24, Sect. 2.2] and [2, Prop. 3.3].

(3) Weighted Bergman spaces. Let 1 ≤ p < ∞ and σ > −1. Ap
σ(D) denotes the

weighted Bergman space formed by all holomorphic functions in D such that

∥f∥Ap
σ
:=

(∫
D
|f(z))|p(1− |z|2)σdA(z)

)1/p

<∞,
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where dA is the Lebesgue measure of D. It is well known that the spaceAp
σ(D),

with norm ∥ · ∥Ap
σ
, is a Banach space satisfying (P1)-(P3) with γ = σ+2

p
.

Property (P4) follows from [2, Prop. 3.3]. It is readily seen that Ap
σ(D) also

satisfies (P5), see for example [1].

2. Semicocycles

Let h(z) = z/(1− z) which maps bijectively D onto {z ∈ C | Re (z) > −1/2}. It is
well known that

(2.1) h(ϕt(z)) = e−th(z), t ≥ 0, z ∈ D,

where (ϕt) is the semiflow given in (0.4), see for instance [36]. Such a representation
of (ϕt) is key for several technical results given here.

A family (vt) of analytic functions vt : D → C is a (differentiable) semicocycle for
(ϕt) if

(1) v0(z) = 1 for all z ∈ D;
(2) vs+t = vt · (vs ◦ ϕt) for all s, t;
(3) the mapping t 7→ vt(z) is differentiable on [0,∞) for every z ∈ D.

In this section, from now on, (vt) is a differentiable semicocycle for (ϕt). This is a
necessary assumption for our purposes. Indeed, if (vtCϕt) is a C0-semigroup in any of
the spaces considered in Section 1, then (vt) is a differentiable semicocycle for (ϕt),
see for instance [17, 27, 29].

We turn to the axiomatic properties of the semicocycles we are concerned with.

(SCo1) The limit vt(1) := limz→1 vt(z) exists in C for any t ≥ 0.

We refer the reader to [1, 7, 9, 24] for the suitability of the condition above when
dealing with spectra of invertible weighted composition operators.

If (vt) is a semicocycle, the function vt has no zeroes in D for any t ≥ 0, see [27,
Lemma 2.1b)]. It may happen that vt(1) = 0 for some t ≥ 0. Following axiom
concerns such cases. We exclude the case limz→1 |vt(z)| = ∞ since it would imply
that the operator vtCϕt is not a bounded operator on Hp(D), Ap

σ(D), see [16, Cor.
3.7].

(SCo2) Let Ω be an open neighborhood in D of 1 (so Ω = V ∩ D for some open set
V ⊂ C containing 1). Then

sup
z∈D

|vt(z)| <∞, inf
z∈D\Ω

|vt(z)| > 0.

Similar conditions as (SCo2) arise naturally when studying the strong continuity
of the semigroup (vtCϕt), see for instance [34]. Note that, if vt(1) ̸= 0, then the above
implies that infz∈D |vt(z)| > 0 for all t ≥ 0.
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Remark 2.1. Let δ ∈ C. Then it is readily seen that ((ϕ′
t)
δ), which is given by

(ϕ′
t)
δ(z) =

(
ϕt(z)(1− ϕt(z))

z(1− z)

)δ
=

e−δt

((e−t − 1)z + 1)2δ
, z ∈ D, t ≥ 0,

is a semicocycle for (ϕt) which satisfies (SCo1) and (SCo2).

The remainder of this subsection is devoted to give technical results on semicocycles
satisfying the properties above.

Remark 2.2. For R > 0, set VR := {z ∈ C | Re (z) > −1/2, |z| ≥ R}. Note that
VR = h(D) ∩ {z ∈ C | |z| ≥ R}, where h is the univalent function given in (2.1). Let
ΩR := h−1(VR), which is an neighbourhood of 1 in D. Note that the subsets D\ΩR are
Cϕt-invariant for all t ≥ 0. That is, ϕt(D \ ΩR) ⊆ D \ ΩR. It is readily seen that (for
each R > 0) the functions given by t 7→ supz∈D log |vt(z)|, t 7→ − infz∈D\ΩR

log |vt(z)|
are subadditive. Hence,

∃ lim
t→∞

sup
z∈D

|vt(z)|1/t <∞, ∃ lim
t→∞

inf
z∈D\ΩR

|vt(z)|1/t > 0,

see for example [23, Th. 7.6.5]. As a consequence, for each T > 0, R > 0, there exist
M,ρ > 0 such that

sup
z∈D

|vt(z)| ≤Meρt, inf
z∈D\ΩR

|vt(z)| ≥Me−ρt, for all t ≥ T.(2.2)

We now study the asymptotic behavior of a semicocycle (vt), which is crucial in
the understanding of the spectrum of the infinitesimal generator of (vtCϕt).

Lemma 2.3. Let (vt) be a semicocycle for (ϕt) satisfying (SCo1) and (SCo2). We
have

lim
t→∞

(
sup
z∈D

|vt(z)|
)1/t

= max{|v1(0)|, |v1(1)|},

lim
t→∞

(
inf
z∈D

|vt(z)|
)1/t

= min{|v1(0)|, |v1(1)|}.

Proof. This proof is inspired by the proof of [24, Lemma 4.4].
Let us prove the identity regarding the supremum. First of all, note that by the

subadditivity of t 7→ supz∈D log |vt(z)|, it is enough to prove

lim
n→∞

(
sup
z∈D

|vn(z)|
)1/n

= max{|v1(0)|, |v1(1)|},

where n ∈ N0, see for instance 2.2.
For each ε > 0, take R > 1 big enough, and a neighbourhood U ∋ 0 such that

|v1(z)| < (1 + ε)max{|v1(0)|, |v1(1)|}, z ∈ U ∪ ΩR,
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where ΩR is the subset defined in Remark 2.2. Note that such U,R exist by (SCo1)
and that, by (2.1), there exists m ∈ N0 such that, for all z ∈ D, at most m elements
of {ϕn(z) | n ∈ N0} belong to D \ {U ∪ ΩR}. Since vn =

∏n−1
j=0 v1 ◦ ϕj, we have

sup
z∈D

|vn(z)| ≤ ∥v1∥m∞ [(1 + ε)max{|v1(0)|, |v1(1)|}]n−m .

Hence limn→∞ (supz∈D |vn(z)|)
1/n ≤ max{|v1(0)|, |v1(1)|}. Moreover, since vn(1) =

v1(1)
n and vn(0) = v1(0)

n, it follows limn→∞ (supz∈D |vn(z)|)
1/n = max{|v1(0)|, |v1(1)|}.

Regarding the infimum, the statement is trivial if v1(1) = 0. Otherwise, the proof
is analogous to the one of the supremum. □

Remark 2.4. Let (vt) be a semicocycle for (ϕt) as in the lemma above. Note that, for
0 ≤ s ≤ t, one has ϕs(ΩRet) ⊆ ΩRet∗ for all t∗ ∈ [0, t − s] (see Remark 2.2 for the
definition of Ω(·)). Then, reasoning as in the proof of Lemma 2.3, one gets

lim
t→∞

(
sup

z∈ΩRet

|vt(z)|

)1/t

= |v1(1)|, and lim
t→∞

(
inf

z∈ΩRet

|vt(z)|
)1/t

= |v1(1)|.

The elements of the extended real line αι found in the following lemma will be
called exponents of (vt).

Lemma 2.5. Let (vt) be a semicocycle for (ϕt) satisfying (SCo1) and (SCo2). For
ι ∈ {0, 1}, there exists αι ∈ [−∞,∞) (with α0 ∈ R) such that

|vt(ι)| = eαιt, t > 0,

where e−∞ = 0.

Proof. Let ι ∈ {0, 1}. The mapping t 7→ |vt(ι)| is measurable. This is clear for ι = 0.
If ι = 1, note that such a mapping is the limit of a countable family of continuous
functions. Indeed, |vt(1)| = limk→∞ |vt(zk)| where (zk)∞k=1 ⊂ D with zk −−−→

k→∞
1. Then,

by the semicocycle property, vt+s(1) = vt(1)vs(1) for s, t ≥ 0. Hence, t 7→ |vt(1)| is
measurable and fulfills the Cauchy’s exponential equation.

Thus, for ι ∈ {0, 1}, there exists αι ∈ R ∪ {−∞} such that |vt(ι)| = eαιt for all
t > 0 (see for instance [6, Prop. 8.1.14]), and the proof is done. (Note that α0 ∈ R
as vt(0) ̸= 0 for t ≥ 0.) □

Remark 2.6. Given a differentiable semicocycle (vt) for the semiflow (ϕt), there exists
a multivalued non-vanishing holomorphic function ω : D\{0} → C (i.e., ω(z) = zδr(z)
for some δ ∈ C and non-vanishing holomorphic r : D → C) such that

vt(z) =
ω ◦ ϕt(z)
ω(z)

, z ∈ D \ {0}, t ≥ 0,

see [27, Lemma 2.2b)] and [29, Prop. 4.2.2]. Even more, it holds δ = −g(0) and

g = ω′

ω
Φ, where g = ∂vt

∂t

∣∣
t=0

is the generator of (vt) and Φ(z) = ∂ϕt(z)
∂t

∣∣
t=0

= −z(1 −
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z), z ∈ D, is the generator of (ϕt). For such a ω, we say that ω is a multivalued
function associated with (vt).

Lemma 2.7. Let (vt) be a differentiable semicocycle for (ϕt) satisfying (SCo1) and
(SCo2), and let ω be a multivalued holomorphic function associated with (vt). Let
K ⊂ D be such that 0, 1 /∈ K. Then

sup
z∈K

|ω(z)| <∞ and inf
z∈K

|ω(z)| > 0.

Proof. Set A := K ∩ {z ∈ D | |z| < 3/4}. Since A is a compact subset of D \ {0},
then supz∈A |ω(z)| <∞ and infz∈A |ω(z)| > 0.

Let D1/2 := {z ∈ C : |z| = 1/2}. Since 1 /∈ K, there exists τ > 0 such that,
for each z ∈ K \ A, there exists tz ∈ [1/τ, τ ] for which ϕtz(z) ∈ D1/2, see (2.1). As

ω(z) = ω(ϕtz (z))
vtz (z)

, one has by (2.2)

sup
z∈K\A

|ω(z)| ≲ sup
z∈D1/2

|ω(z)| <∞, and inf
z∈K\A

|ω(z)| ≳ inf
z∈D1/2

|ω(z)| > 0,

and the proof is done. □

As mentioned in Remark 2.6, ω behaves as a fractional power as z → 0. The next
theorem gives some information about the behavior of ω near the repulsive point of
(ϕt), z = 1.

Proposition 2.8. Let (vt) be a differentiable semicocycle for (ϕt) satisfying (SCo1)
and (SCo2). Let ω be a multivalued function associated with (vt), and let α0, α1 be
the exponents of (vt). Then, for every ε > 0,

|ω(z)| ≲ |1− z|α1−ε and |ω(z)| ≳ |1− z|α1+ε, as z → 1.

Also, there is a non-vanishing holomorphic function r : D → C such that |ω(z)| =
|z|−α0|r(z)|, z ∈ D, with α0 = Re (g(0)).

If α1 = −∞, the above reads as, for each β > 0, |ω(z)| ≳ |1− z|−β as z → 1.

Proof. For each z ∈ D \ {0}, set tz = log(4|h(z)|). Note that tz → ∞ as D ∋ z → 1
and that z ∈ Ωetz/4 by (2.1). Thus, by Remark 2.4, one has

lim sup
D∋z→1

|vtz(z)|1/tz ≤ lim
tz→∞

(
sup

w∈Ωetz /4

|vtz(w)|1/tz
)

= |v1(1)| = eα1 ,

and

lim inf
D∋z→1

|vtz(z)|1/tz ≥ lim
tz→∞

(
inf

w∈Ωetz /4

|vtz(w)|1/tz
)

= |v1(1)| = eα1 .

Fix ε > 0. From the above, one gets

|ω(z)| ≥ |ω(ϕtz(z))|e−tz(α1+ε), |ω(z)| ≤ |ω(ϕtz(z))|e−tz(α1−ε),
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for all z near enough the point 1. As e−tz =
h(ϕt(z))

h(z)
=
ϕtz(z)/(1− ϕtz(z))

z/(1− z)
(see (2.1)),

one has

|ω(z)| ≥ |ω(ϕtz(z))|
∣∣∣∣ϕtz(z)/(1− ϕtz(z))

z/(1− z)

∣∣∣∣α1+ε

≃ |1− z|α1+ε,

|ω(z)| ≤ |ω(ϕtz(z))|
∣∣∣∣ϕtz(z)/(1− ϕtz(z))

z/(1− z)

∣∣∣∣α1−ε

≃ |1− z|α1−ε,

again, for all z near enough the point 1, as we wanted to prove. Note that for

both ≃ signs we have used that |h(ϕtz(z))| = 1/4, so |ω(ϕtz(z))| and
∣∣∣ ϕtz (z)
z(1−ϕtz (z))

∣∣∣
are uniformly bounded above and uniformly bounded below by Lemma 2.7 with
K = h−1({z ∈ C | |z| = 1/4}).
Finally, the proof of the identity |ω(z)| = |z|−α0|r(z)| is analogous to what we have

already proven and the fact that there exist δ ∈ C and non-vanishing holomorphic
r : D → C such that ω(z) = zδr(z), z ∈ D (see [27, Lemma 2.2b)] and [29, Prop.
4.2.2]). □

3. Spectrum of the infinitesimal generator

Fix γ ≥ 0 and let X be a γ∞-space through this section. We deal here with the
spectral properties of the generator ∆ of (vtCϕt) on X. For ∆ to be well defined, we
assume that the semicocycles (vt) (of a semiflow (ϕt)) we are working with fulfill the
following condition:

(SCo3) (vtCϕt) is a C0-semigroup of bounded operators on X.

Unfortunately, (SCo3) rules out any Banach space X of holomorphic functions
for which the inclusions H∞(D) ⊆ X ⊆ B1(D) hold (where B1(D) denotes the Bloch
space) since no weighted composition semigroup is strongly continuous (at 0) in such
a space X, see [17, Th. 4.1]. In particular, the results of this work are not applicable
in spaces like H∞(D) or the Korenblum classes K−γ(D).

If (vtCϕt) satisfies (SCo3), one has that (vt) is a differentiable semicocycle and that
the infinitesimal generator ∆ of the C0-semigroup (vtCϕt) is given by

(3.1) ∆f = Φf ′ + gf, f ∈ Dom(∆),

with Dom(∆) = {f ∈ X : Φf ′ + gf ∈ X}, Φ(z) = −z(1 − z), and where g is the
generator of (vt), i.e. g = ∂vt

∂t

∣∣
t=0

. See [27, Th. 1], [34, Th. 2] and [17, Th. 2.1] for
more details.

The following upper bound for the asymptotic behavior of the norm of (vtCϕt)
yields the spectral inclusion given in corollary below. Recall that, for m ∈ N0, we
denote by Zm the subset of functions f in X which have a zero at 0 of order at least
m, and by B we denote the backshift operator.
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Proposition 3.1. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for
(ϕt) satisfying (SCo1) and (SCo2). For m ∈ N0, Z

m is an invariant subspace of
(vtCϕt) and

lim
t→∞

∥vtCϕt∥
1/t
L(Zm) ≤ exp (max{α0 + γ −m,α1 − γ}) ,

where α0, α1 are the exponents of (vt).

If α1 = −∞, the above reads as limt→∞ ∥vtCϕt∥
1/t
L(Zm) ≤ eα0+γ−m.

Proof. The inclusion (vtCϕt)(Z
m) ⊆ Zm follows from the fact ϕt has a zero of order 1

at z = 0 for all t ≥ 0.
Since t 7→ log ∥vtCϕt∥L(Zm) is a subadditive function, the limit above exists, see for

example [23, Th. 7.6.5]. Hence, by (P1) and (P2) we have

∥vtCϕtf∥X ≃ ∥Bm(vtCϕtf)∥X = ∥(Bϕt)m vtCϕt (Bmf)∥X
≲
∥∥(Bϕt)m vt (ϕ′

t)
−γ∥∥

∞ ∥(ϕ′
t)
γCϕt (B

mf)∥X
≲
∥∥(Bϕt)m vt (ϕ′

t)
−γ∥∥

∞ ∥f∥X , f ∈ Zm, t ≥ 0,

where we have usedMul(X) = H∞(D) by (P1), the inequality supt≥0 ∥(ϕ′
t)
γCϕt∥L(X) <

∞ by (P4), and the fact that ∥Bmf∥X ≃ ∥f∥X for all f ∈ Zm.
In addition, the semicocycle (wt) given by wt := (Bϕt)

m vt (ϕ
′
t)

−γ, t ≥ 0, satisfies
properties (SCo1) and (SCo2) since the semicocycles (vt), ((ϕ

′
t)

−γ), (Bϕt)
m do so.

Hence, Lemma 2.3 yields

lim
t→∞

∥∥(Bϕt)
m vt (ϕ

′
t)
−γ∥∥1/t

∞ = max
w=0,1

{∣∣∣∣ϕ1(w)

w

∣∣∣∣m eαw (ϕ′
1)

−γ(w)

}
= exp (max{α0 + γ −m,α1 − γ}) ,

and the proof is done. □

Corollary 3.2. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for (ϕt)
satisfying (SCo1)-(SCo3). Then

σ(∆) ⊆ {λ ∈ C : Re (λ) ≤ α1 − γ} ∪ σpoint(∆),

where α1 is the exponent of (vt) at z = 1.

If α1 = −∞, the above reads as σ(∆) = σpoint(∆).

Proof. Set B := {λ ∈ C : Re (λ) > α1 − γ}. For m ∈ N, ∆|Zm is the generator
of the C0-semigroup (vtCϕt |Zm) by Proposition 3.1. Also, if Re (λ) > max{α0 + γ −
m,α1 − γ}, then λ ∈ ρ(∆|Zm), see Proposition 3.1 again. Moreover, (λ−∆|Zm)−1 =∫∞
0
e−λt(vtCϕt)|Zm dt by the resolvent formula for semigroup generators, see for ex-

ample [11, Th. II.1.10].
Since Zm has finite codimension for allm ∈ N (codim(Zm) = m), we have σess(∆) =

σess(∆|Zm). Thus, B lies in the essential resolvent of ∆, i.e., B ⊆ C \ σess(∆). Since
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B is a connected open set and B ∩ ρ(∆) ̸= ∅, the points in σ(∆) ∩ B are isolated
eigenvalues, see for instance [8, Sect. I.4], and the claim follows. □

Remark 3.3. Let h(z) = z/(1− z) for z ∈ D. The point spectrum of ∆ is given by

σpoint(∆) =

{
g(0)− k : k ∈ N0 and

hk−g(0)

ω
∈ X

}
,

where ω is a multivalued function associated with (vt) and g is the generator of
(vt). Moreover, if g(0) − k ∈ σpoint(∆), then its eigenspace is one-dimensional and

is generated by the function hk−g(0)

ω
. In the case ω is holomorphic in D and for

X = Hp(D), the above was proven in [34, Th. 3]. The adaptation of the proof of
such a result to our setting is straightforward, hence we omit it (see also [29, Prop.
4.2.4 b)]).

Along the paper, property (P5) is only used in the second inclusion of the following
result, which gives a little bit more information regarding σpoint(∆).

Proposition 3.4. Let X be a γ∞-space with γ ≥ 0, and let (vt) be a semicocycle for
(ϕt) satisfying (SCo1)-(SCo3). Let α0, α1 be the exponents of (vt). Then

σpoint(∆) ⊆ {g(0)− k : k ∈ N0 and k ≤ α0 − α1 + γ} ,

where g is the generator of (vt). Also

{g(0)− k : k ∈ N0 and k < α0 − α1 + γ} ⊆ σpoint(∆).

If α1 = −∞, the above inclusions read as σpoint(∆) ⊆ {g(0)− k : k ∈ N0} and
{g(0)− k : k ∈ N0} ⊆ σpoint(∆) respectively.

Proof. Note first that σpoint(∆) ⊆ {g(0) − k : k ∈ N0} by Remark 3.3. Let h(z) =
z/(1− z) for z ∈ D. Lemma 2.7 and Proposition 2.8 imply, for each ε > 0,

|z|k|1− z|α0−α1−k+ε ≲

∣∣∣∣hk−g(0)ω

∣∣∣∣ ≲ |z|k|1− z|α0−α1−k−ε, z ∈ D.

(Recall that α0 = Re (g(0)) by Proposition 2.8.) If k > α0 − α1 + γ, then hk−g(0)

ω
/∈

K−γ(D) by the first inequality above, whence it is not in X since X ↪→ K−γ(D). Thus
g(0)− k /∈ σpoint(∆) by Remark 3.3.

On the other hand, if k < α0 − α1 + γ, then hk−g(0)

ω
∈ X by the second inequality

above and property (P5). Then g(0) − k ∈ σpoint(∆) by Remark 3.3, and our claim
follows. □

As a consequence of the proposition above, one can improve the asymptotic bound
given in Proposition 3.1.
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Proposition 3.5. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for
(ϕt) satisfying (SCo1)-(SCo3). Then

lim
t→∞

∥vtCϕt∥
1/t
L(X) ≤ exp (max{α0, α1 − γ}) ,

where α0, α1 are the exponents of (vt).

If α1 = −∞, the above reads as limt→∞ ∥vtCϕt∥
1/t
L(X) ≤ eα0 .

Proof. By the spectral radius formula, limt→∞ ∥vtCϕt∥
1/t
L(X) = r(v1Cϕ1). Thus, we

are done if we prove r(v1Cϕ1) ≤ exp (max{α0, α1 − γ}) =: C. Let λ ∈ σ(v1Cϕ1)
with |λ| > eα1−γ. Then λ is an eigenvalue of v1Cϕ1 by Corollary 3.2. One has
σpoint(vtCϕt) = exp(tσ(∆)), where ∆ is the generator of (vtCϕt) (see for example [11,
Th. IV.3.7]). Since Re (g(0)) = α0, it follows by Proposition 3.4 that |λ| ≤ eα0 ≤ C,
and the proof is finished. □

Remark 3.6. Recall that the infinitesimal generator ∆ of a C0-semigroup (vtCϕt) is
given by the differential operator

(3.2) (∆f)(z) = −z(1− z)f ′ + g(z)f(z) = −z(1− z)

(
f ′(z) +

ω′(z)

ω(z)
f(z)

)
,

where ω is a multivalued holomorphic function associated with (vt), see (3.1). Fix
d ∈ D \{0}, f0, f1 ∈ O(D) and λ ∈ C. By solving the above differential equation, one
obtains that (λ−∆)f0 = f1 holds if and only if there exist A ∈ C for which

(3.3) f0(z) = (Λλ,ωA,df1)(z) :=
(1− z)λ

zλω(z)

(
A+

∫ z

d

τλ−1

(1− τ)λ+1
ω(τ)f1(τ) dτ

)
, z ∈ D.

(Note that, in general, Λλ,ωA,d is a multivalued holomorphic function on D \ {0}.) As
a consequence, given f ∈ X and λ ∈ C, f belongs to Ran(λ − ∆) if and only if

there exists A ∈ C such that the multivalued function Λλ,ωA,df induces a holomorphic

function on D which belongs to X. In that case, f = (λ−∆)(Λλ,ωA,df).

The following functionals, which are inspired by the study of the spectra of Cesàro
operators in [2, 31], play a central role in the study of the spectrum of ∆. We set

(3.4) Lλ,ωf :=

∫ 1

0

τλ−1

(1− τ)λ+1
ω(τ)f(τ) dτ, f ∈ O(D).

Lemma 3.7. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for (ϕt)
satisfying (SCo1)-(SCo3) with exponents α0, α1. Let ∆ be the infinitesimal generator
of (vtCϕt), let ω be a multivalued function associated with (vt), and let λ ∈ C with
Re (λ) < α1−γ. Let m ∈ N0 be such that m > α0−Re (λ). Then Lλ,ω is a continuous
functional on Zm for which (λ−∆)(Zm) ⊆ kerLλ,ω|Zm.
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Proof. As X ↪→ O(D), given 0 < a < b < 1, one has∣∣∣∣∫ b

a

τλ−1

(1− τ)λ+1
ω(τ)f(τ) dτ

∣∣∣∣ ≲ ∥f∥X , f ∈ X.

Recall that, by Proposition 2.8, |ω(z)| ≃ |z|−α0 as z → 0, and also that, given m ∈ N,
∥Bmf∥X ≃ ∥f∥X for all f ∈ Zm. Thus∣∣∣∣ τλ−1

(1− τ)λ+1
ω(τ)f(τ)

∣∣∣∣ ≲ |τ |Re (λ)−α0+m−1∥f∥X , f ∈ Zm, as τ → 0.(3.5)

Therefore, the integral (3.4) is absolutely convergent in a neighborhood of 0 for each
f ∈ Zm if m > α0 −Re (λ).

On the other hand, by the inclusion X ↪→ K−γ(D) and Proposition 2.8 we have, for
all ε > 0, ∣∣∣∣ τλ−1

(1− τ)λ+1
ω(τ)f(τ)

∣∣∣∣ ≲ |1− τ |α1−Re (λ)−γ−1−ε∥f∥X ,(3.6)

for all f ∈ X and as τ → 1 non-tangentially. As a consequence, the integral (3.4) is
absolutely convergent in a neighborhood of 1 if Re (λ) < α1 − γ. Hence we conclude
that Lλ,ω is a bounded functional on Zm, as claimed.

Now fix f ∈ Zm. By the bounds we have proven above, one obtains that the
mapping from [0, 1] (including 0 and 1) to C given by

z 7→
∫ 1

z

τλ−1

(1− τ)λ−1
ω(τ)f(τ) dτ,

is continuous. Therefore, for A ∈ C, d ∈ D \ {0} and f /∈ kerLλ,ω|Zm , either

(3.7)

|(Λλ,ωA,df)(z)| ≃
∣∣∣∣(1− z)λ

zλω(z)

∣∣∣∣ as z → 0 through [0, 1],

or |(Λλ,ωA,df)(z)| ≃
∣∣∣∣(1− z)λ

zλω(z)

∣∣∣∣ as z → 1 through [0, 1].

So assume f ∈ Ran(λ − ∆|Zm) \ kerLλ,ω|Zm . Then Λλ,ωA,df induces a holomorphic
function on D which belongs to Zm for some A ∈ C, see Remark 3.6. However, in the
first case of (3.7), one gets, by by Proposition 2.8,

|Λλ,ωA,df(z)| ≃ |z|α0−Re (λ) as z → 0 through [0, 1].

So in this case Λλ,ωA,df /∈ Zm, obtaining a contradiction. Hence the second case of (3.7)
holds. However, for any ε > 0 one has, by Proposition 2.8 again,

|Λλ,ωA,df(z)| ≳ |1− z|Re (λ)−α1+ε as z → 1 through [0, 1].

Hence, Λλ,ωA,df /∈ K−γ(X), so Λλ,ωA,df /∈ X, reaching a contradiction again.
Therefore, we have (λ−∆)(Zm) ⊆ kerLλ,ω|Zm , and the proof is finished. □
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Remark 3.8. In the setting of the lemma above, a suitable application of the Stone-
Weierstrass theorem shows that Lλ,ω is not the zero functional on Zm. For more
details, see [1, Remark 5.5].

The overall discussion carried out in this section leads to the following result.

Theorem 3.9. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for
(ϕt) satisfying (SCo1)-(SCo3). Let α0, α1 be the exponents of (vt), and let ∆ be the
infinitesimal generator of (vtCϕt). Then

σ(∆) = {λ ∈ C |Re (λ) ≤ α1 − γ} ∪ σpoint(∆).

If α1 = −∞, the above reads as σ(∆) = σpoint(∆).

Proof. We gave the inclusion ⊆ in Corollary 3.2, so all that we need to prove now is
the inclusion ⊇. Let λ ∈ C with Re (λ) < α1 − γ. Lemma 3.7 together with Remark
3.8 yield

(λ−∆)(Zm) ⊆ kerLλ,ω|Zm ⊊ Zm,

for some m ∈ N0 big enough, where ω is a multivalued function associated with (vt).
Therefore dimX/((λ − ∆)(Zm)) > dimX/Zm = m + 1, which implies codim((λ −
∆)(X)) ≥ 1. Thus λ−∆ is not surjective, so λ ∈ σ(∆) and the proof is finished. □

4. Essential spectrum

In this section, we study the essential spectrum of the infinitesimal generator ∆ of
a C0-semigroup (vtCϕt) as in preceding sections.

The following result is a straightforward consequence of Theorem 3.9 and the next
fact: if d ∈ C∞ is an accumulation point of both ρ(A) and σ̃(A), then d ∈ σ̃ess(A),
see for example [8, Sect. I.4] and [30, Remark 4.1].

Proposition 4.1. Let X be a γ∞-space for γ ≥ 0, and let (vt) be a semicocycle for
(ϕt) satisfying (SCo1)-(SCo3). Let α0, α1 be the exponents of (vt), and let ∆ be the
infinitesimal generator of (vtCϕt). Then

{λ ∈ C | Re (λ) = α1 − γ} ∪ {∞} ⊆ σ̃ess(∆).

In order to prove the reverse inclusion, we need to assume that both the Banach
space X and the semicocycle (vt) satisfy some additional properties. Regarding the
properties on X, set D0 := {z ∈ D | Re z < 1/2} and D1 := D \ D0. It is readily seen
that ϕt(D0) ⊆ D0 for every t ≥ 0. Then we ask X to satisfy the property

(P6) There are two Banach spaces X0 ↪→ O(D0), X1 ↪→ O(D1) such that

• X = {f ∈ O(D) | f |Dι ∈ Xι for ι = 0, 1},
• Mul(Xι) = H∞(Dι) for each ι = 0, 1.
• B(X0) ⊆ X0 (where B denotes the backshift operator).
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Note that, since X ↪→ O(D) ↪→ O(Dι) (where the second inclusion is given by the
restriction f 7→ f |Dι), the closed graph theorem implies X ↪→ Xι for ι = 0, 1.

We also ask X to satisfy the following

(P7) ∥Cp∥L(X) ≲ (1− |p(0)|)−γ for every polynomial p : D → D;

and

(P8) X is separable.

The examples of γ∞-spaces given in Section 1 (namely K−γ
0 (D), Hp(D), Ap

σ(D))
also satisfy properties (P6)-(P8). Indeed, it is well known that such spaces satisfy
(P7) and (P8), see for example [2]. To prove that they also satisfy (P6) requires
technical definitions for Xι, ι = 0, 1. These definitions are the analogous versions the
ones given in [1, Subsect. 2.1], adapted to the subsets Dι.
Regarding the cocycle (vt), we consider the following property

(SCo4) lim sup
D∋z,w→1, |h(z)|≃|h(w)|

(
sup
t≥0

∣∣∣∣ vt(z)vt(w)

∣∣∣∣) <∞, where h(z) = z/(1 − z) is the uni-

valent function associated with (ϕt).

To be more precise, the above lim sup reads as follows: For each A ≥ 1, there exists
M > 0 and a neighborhood Ω of 1 in D such that∣∣∣∣ vt(z)vt(w)

∣∣∣∣ < M, for all t ≥ 0 and all z,w ∈ Ω with

∣∣∣∣ h(z)h(w)

∣∣∣∣ ∈ [1/A,A].

The following lemma characterizes the semicocyles (vt) satisfying (SCo4) in terms
of their multivalued function ω. In particular, the item (4) below shows that the
semicocycles (0.5) associated to generalized Hausdorff matrices satisfy (SCo4).

Lemma 4.2. Let (vt) be a semicocycle for (ϕt) satisfying (SCo1)-(SCo2). Let ω be
a multivalued function associated with (vt). Then, the following are equivalent

(1) (vt) satisfies (SCo4), i.e., lim sup
D∋z,w→1, |h(z)|≃|h(w)|

(
sup
t≥0

∣∣∣∣ vt(z)vt(w)

∣∣∣∣) <∞.

(2) lim sup
D∋z,w→1, |h(z)|≃|h(w)|

∣∣∣∣ ω(z)ω(w)

∣∣∣∣ <∞.

(3) sup
D∋z,w, |h(z)|≃|h(w)|, t≥0

∣∣∣∣ vt(z)vt(w)

∣∣∣∣ <∞.

(4) sup
D∋z,w, |h(z)|≃|h(w)|

∣∣∣∣ ω(z)ω(w)

∣∣∣∣ <∞.

Proof. Let us proof (1) =⇒ (2) first. Assume that (1) holds and that (2) is false, and
let us see that this yields a contradiction. Since (2) is false, there exist A ≥ 1 and
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two sequences zn,wn ∈ D such that both converge to 1 with |h(wn)|/A ≤ |h(zn)| ≤
A|h(wn)|, and such that

lim
n→∞

∣∣∣∣ ω(zn)ω(wn)

∣∣∣∣ = ∞.

Set βn := log |h(zn)|, so βn → ∞ as n→ ∞. Take N for which βn ≥ 0 for all n ≥ N .
Since h(ϕt(z)) = e−th(z) for all t ≥ 0, z ∈ D, one has |h(ϕβn(zn))| = 1 for all n ≥ N .
Also, 1/A ≤ |h(ϕβn(wn))| ≤ A for all n ≥ N . Thus, {ϕβn(zn), ϕβn(wn) | n ≥ N} is a
set bounded away from the points 1 and 0. Therefore, by Lemma 2.7, the set

{|ω(ϕβn)(zn)|, |ω(ϕβn(wn))| : n ≥ N},

is bounded away from ∞ and 0. Hence,∣∣∣∣vβn(wn)

vβn(zn)

∣∣∣∣ = ∣∣∣∣ω(ϕβn(wn))

ω(ϕβn(zn))

∣∣∣∣ ∣∣∣∣ ω(zn)ω(wn)

∣∣∣∣→ ∞, as n→ ∞,

which contradicts (1). Thus (1) =⇒ (2).
We show now that (2) =⇒ (1). Assume (2) is true. Then, for each A ≥ 1, there

exist a neighborhood Ω of 1 in D and M > 0 such that |ω(z)/ω(w)| < M if w, z ∈ Ω
with |h(w)|/A ≤ |h(z)| ≤ A|h(w)|. Also, it follows by Lemma 2.7 and the fact that
ω(z) = zδr(z) (for some δ ∈ C and non-vanishing holomorphic r) that

sup
z,w∈D\Ω, |h(z)|≃|h(w)|

∣∣∣∣ ω(z)ω(w)

∣∣∣∣ <∞.

Therefore (2) implies

sup
z,w∈D, |h(z)|≃|h(w)|

∣∣∣∣ ω(z)ω(w)

∣∣∣∣ =: B <∞.(4.1)

Note that if z,w ∈ D satisfy |h(w)|/A ≤ |h(z)| ≤ A|h(w)|, then |h(ϕt(w))|/A ≤
|h(ϕt(z))| ≤ A|h(ϕt(w))| for all t ≥ 0. As a consequence, (4.1) yields∣∣∣∣ vt(z)vt(w)

∣∣∣∣ = ∣∣∣∣ ω(ϕt(z))ω(ϕt(w))

∣∣∣∣ ∣∣∣∣ω(w)ω(z)

∣∣∣∣ ≤ B2,(4.2)

for all t ≥ 0 and all z,w ∈ D with |h(w)|/A ≤ |h(z)| ≤ A|h(w)|, so (1) holds and
(2) =⇒ (1). Thus (1) and (2) are indeed equivalent.

Finally, the inequalities above (4.1) and (4.2) show that (2) implies both (3) and (4).
The implications (3) =⇒ (1) and (4) =⇒ (2) are trivial, and the proof is done. □

We require the two lemmas below to prove the main result of this section.

Lemma 4.3. Let X be a γ∞-space for γ ≥ 0 satisfying (P6) (with spaces X0, X1) and
(P7). Let (vt) be a semicocycle for (ϕt) satisfying (SCo1) and (SCo2), and let ω be
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a multivalued function associated with (vt). Set ps(z) = sz for all z ∈ D, s ∈ [0, 1],
and set m ∈ N0. One has∥∥∥ω ◦ ps

ω
Cpsf

∥∥∥
X0

≲ sm−α0∥f∥X , f ∈ Zm ⊂ X, s ∈ (0, 1].

where α0, α1 are the exponents of (vt).

Proof. Using the same argument as in the space X, one gets that ∥Bmf∥X0 ≃ ∥f∥X0

for all f ∈ X0 with a zero of order m at 0. With a similar reasoning as in the proof
of Proposition 3.1, one gets∥∥∥ω ◦ ps

ω
Cpsf

∥∥∥
X0

≃
∥∥∥Bm

(ω ◦ ps
ω

Cpsf
)∥∥∥

X0

=
∥∥∥(Bps)mω ◦ ps

ω
Cps(B

mf)
∥∥∥
X0

≲
∥∥∥(Bps)mω ◦ ps

ω

∥∥∥
H∞(D0)

∥Cps(Bmf)∥X0 , f ∈ Zm ⊂ X, s ∈ (0, 1].

Since ps(0) = 0 for all s ∈ (0, 1], we have sups∈[0,1] ∥Cps∥L(X)) <∞ by (P7). Thus,

∥Cps(Bmf)∥X0 ≲ ∥Cps(Bmf)∥X ≲ ∥Bmf∥X ≃ ∥f∥X , f ∈ Zm, s ∈ (0, 1].

It follows by Lemma 2.7 and Proposition 2.8 that |ω(z)| ≃ |z|−α0 for all z ∈ D0.
Hence, ∥∥∥(Bps)mω ◦ ps

ω

∥∥∥
H∞(D0)

= sm
∥∥∥ω ◦ ps

ω

∥∥∥
H∞(D0)

≃ sm−α0 , s ∈ (0, 1],

and the proof is finished. □

Lemma 4.4. Let X be a γ∞-space for γ ≥ 0 satisfying (P6) (with spaces X0, X1)
and (P7). Let (vt) be a semicocycle for (ϕt) satisfying (SCo1), (SCo2) and (SCo4),
and let ω be a multivalued function associated with (vt). Set qs(z) = 1 + s(z − 1) for
all z ∈ D, s ∈ [0, 1]. Let α0, α1 be the exponents of (vt) and assume α1 > −∞. Take
any ε > 0. For all f ∈ X, one has∥∥∥ω ◦ qs

ω
Cqsf

∥∥∥
X1

≲ sα1−γ−ε∥f∥X , f ∈ X, s ∈ (0, 1].

Proof. First note that, for all f ∈ X and s ∈ (0, 1],∥∥∥ω ◦ qs
ω

Cqsf
∥∥∥
X1

≲
∥∥∥ω ◦ qs

ω

∥∥∥
H∞(D1)

∥Cqsf∥X1 ≲
∥∥∥ω ◦ qs

ω

∥∥∥
H∞(D1)

∥Cqsf∥X .

Since qs(0) = 1 − s, one has by (P7) that ∥Cqs∥L(X) ≲ s−γ for all s ∈ (0, 1]. Hence,
∥Cqsf∥X ≲ s−γ∥f∥X for f ∈ X and s ∈ (0, 1]. Therefore, the claim is proven if we
show that, for each ε > 0, we have∥∥∥ω ◦ qs

ω

∥∥∥
H∞(D1)

≲ sα1−ε, s ∈ (0, 1].(4.3)
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Let us prove such an inequality. It is readily seen that |h(ϕ− log s(qs(z)))| ≃ |h(z)| for
all z ∈ D1 and s ∈ (0, 1]. Indeed,∣∣∣∣h(ϕ− log s(qs(z)))

h(z)

∣∣∣∣ = |qs(z)|
|z|

, s ∈ (0, 1], z ∈ D1.

Take ε > 0. Then, there exists δ ∈ (0, 1) such that∣∣∣∣ω(qs(z))ω(z)

∣∣∣∣ = ∣∣∣∣ ω(qs(z))

ω(ϕ− log s(qs(z)))

∣∣∣∣ ∣∣∣∣ω(ϕ− log s(qs(z)))

ω(z)

∣∣∣∣ ≃ ∣∣∣∣ ω(qs(z))

ω(ϕ− log s(qs(z)))

∣∣∣∣
=

∣∣∣∣ 1

v− log s(qs(z))

∣∣∣∣ ≲ e(−α1+ε)(− log s) = sα1−ε s ∈ (0, δ), z ∈ D1,

where we have used Lemma 4.2(4) at the ≃ sign, and Remark 2.4 at the ≲ sign since
qs(z) ∈ Ω(2s)−1 for all z ∈ D1 and s ∈ (0, 1]. On the other hand, it is readily seen that
|h(qs(z))| ≃ |h(z)| for all z ∈ D1, s ∈ [δ, 1]. Thus, it follows by Lemma 4.2(4) again

that sup
s∈[δ,1],z∈D1

∣∣∣∣ω(qs(z))ω(z)

∣∣∣∣ <∞. Putting everything together, one gets that for each

ε > 0, the inequality (4.3) holds, so the proof is done. □

Remark 4.5. Let I be a real interval and let F : I → O(D) be a Borel measurable
function such that F (I) ⊂ X. If X is separable, it is well known that the induced
mapping (also denoted by F ) F : I → X is also Borel measurable, hence Bochner
measurable (see for instance [37, Cor. 4.5.5]).

Theorem 4.6. Let X be a γ∞-space for γ ≥ 0 satisfying (P6) (with spaces X0, X1),
(P7) and (P8). Let (vt) be a semicocycle for (ϕt) satisfying (SCo1)-(SCo4), and
let ∆ be the infinitesimal generator of (vtCϕt). Then

σ̃ess(∆) = {λ ∈ C | Re (λ) = α1 − γ} ∪ {∞},
where α0, α1 are the exponents of (vt).

If α1 = −∞, the above reads as σ̃ess(∆) = {∞}.
Proof. We already know the inclusion σ̃ess(∆) ⊇ {λ ∈ C | Re (λ) = α1 − γ} ∪ {∞}
by Proposition 4.1. Also, as we mentioned in the proof of Corollary 3.2, one has

σess(∆) ⊆ {λ ∈ C | Re (λ) ≤ α1 − γ}.
Therefore, all we have to proof is that the intersection {λ ∈ C | Re (λ) < α1 − γ} ∩
σess(∆) is empty.

Thus, take λ ∈ C such that Re (λ) < α1 − γ, and take m ∈ N0 such that m >
α0 −Re (λ). Then Lλ,ω is a continuous functional on Zm (where ω is a multivalued
function associated with (vt)) for which (λ − ∆)(Zm) ⊆ kerLλ,ω|Zm , see Lemma
3.7. Assume the reverse inclusion also holds, so (λ − ∆)(Zm) = kerLλ,ω|Zm . Then
codim(Ran(λ−∆)) ≤ codim(kerLλ,ω|Zm) = m+ 2 <∞. Since dim(ker(λ−∆)) ≤ 1
by Remark 3.3, one gets λ /∈ σess(∆), and the proof is finished.
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Hence, let us prove the inclusion (λ−∆)(Zm) ⊇ kerLλ,ω|Zm . Take f ∈ kerLλ,ω|Zm .
By Remark 3.6, f lies in Ran(λ − ∆) if and only if there exits A ∈ C, d ∈ D \ {0}
such that the multivalued function Λλ,ωA,df induces a holomorphic function on D which

lies in X. In this case f = (λ−∆)Λλ,ωA,df (recall that Λλ,ωA,df is given by (3.3)). Set

f̃(z) :=
(1− z)λ

zλω(z)

∫ z

0

τλ−1

(1− τ)λ+1
ω(τ)f(τ) dτ, z ∈ D,(4.4)

where we take the segment [0, z] as integration path. Reasoning as in the proof
of Lemma 3.7, it is readily seen that such integral is absolutely convergent. Since

ω(z) = zδr(z) for some δ ∈ C and non-vanishing r ∈ O(D), one has that f̃ is an

holomorphic function in D. Note that f̃ = Λλ,ωA,df with

A =

∫ d

0

τλ−1

(1− τ)λ+1
ω(τ)f(τ) dτ .

Similarly, since f ∈ kerLλ,ω|Zm , then we can choose 1 as starting point for the integral
path, i.e.,

f̃(z) =
(1− z)λ

zλω(z)

∫ z

1

τλ−1

(1− τ)λ+1
ω(τ)f(τ) dτ, z ∈ D,(4.5)

where we take the segment [1, z] as integration path.

To see that f̃ belongs to X, we prove f̃ |D0 ∈ X0 and f̃ |D1 ∈ X1, where X0, X1 are
the Banach spaces given by (P6).

To see that f̃ |D0 ∈ X0, set ps(z) = sz for all z ∈ D, s ∈ [0, 1]. Then, parameterizing
the integration path [0, z] with s 7→ ps(z) shows, by (4.4),

f̃ |D0 =

∫ 1

0

(1− (·))λ

(1− ps)λ+1
sλ−1ω ◦ ps

ω
Cpsf ds.

Note that the mapping the integrand above is Bochner-measurable on X (hence on

X0 since X ↪→ X0) by Remark 4.5 and (P8). Since sup
s∈[0,1]

∥∥∥∥ (1− (·))λ

(1− ps)λ+1

∥∥∥∥
H∞(D0)

<∞,

one gets

∥f̃ |D0∥X0 ≲
∫ 1

0

∥∥∥sλ−1ω ◦ ps
ω

Cpsf
∥∥∥
X0

ds ≲ ∥f∥X
∫ 1

0

sm+Re (λ)−α0−1 <∞,

where we have applied Lemma 4.3. Thus, we conclude f̃ |D0 ∈ X0.
Similarly, set qs(z) = 1 + s(z − 1) for z ∈ D, s ∈ [0, 1]. Parameterizing the

integration path [1, z] with s 7→ qs(z) shows, by (4.5),

f̃ |D1 = −
∫ 1

0

(qs)
λ−1

(·)λ
s−λ−1ω ◦ qs

ω
Cqsf ds.
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Again, we have by Remark 4.5 and (P8) that the integrand above is a measurable

function on X1. Since sup
s∈[0,1]

∥∥∥∥(qs)λ−1

(·)λ

∥∥∥∥
H∞(D1)

<∞, we have for small enough ε > 0,

∥f̃ |D1∥X1 ≲
∫ 1

0

∥∥∥s−λ−1ω ◦ qs
ω

Cqsf
∥∥∥
X1

ds ≲ ∥f∥X
∫ 1

0

sα1−γ−Re (λ)−ε−1 <∞,

where we have applied Lemma 4.4. Thus, we conclude f̃ |D1 ∈ X1, and we have by

(P6) that indeed f̃ ∈ X. Finally, it is readily seen from (4.4) that f̃ has a zero of
order at least m, so kerLλ,ω|Zm ⊆ (λ−∆)(Zm), and the proof is finished. □

Remark 4.7. For a Fredholm operator A, let ind(A) denote the index of an operator,
i.e., ind(A) = dim(kerA)− codim(RanA) ∈ Z. It is easily deduced from the proof of
4.6 that ind(λ−∆) = −1 for all λ ∈ C with Re (λ) < α1 − γ. To see this, since the
index is a constant in each component of C \ σess(∆), it is enough to prove it for any
λ ∈ C with Re (λ) < α1 − γ, see [8, Sect. I.4].

Take any such λ for which λ − ∆ is an injective operator. Notice that such λ
exists by Proposition 3.4. Since (λ − ∆)(Zm) = kerLλ,ω|Zm for some m ∈ N big
enough (see the proof of Theorem 4.6), we get codim(λ − ∆)(Zm) = m + 2. Take
an arbitrary µ ∈ ρ(∆) ∩ ρ(∆|Zm) and set Xm := (µ − ∆)−1(Pm) (recall that Pm
denotes the polynomials of order less than or equal to m), so Xm ⊂ Dom(∆). Since
dimXm = m+ 1 and Xm ∩ Zm = ∅, it follows X = Xm ⊕ Zm. As λ−∆ is injective,
one has (λ−∆)(X) = (λ−∆)(Zm)⊕ (λ−∆)(Xm) and (λ−∆)(Xm) = Pm ≃ Cm+1.
Then

X

(λ−∆)(X)
≃ X/(λ−∆)(Zm)

(λ−∆)(X)/(λ−∆)(Zm)
≃ Cm+2

Cm+1
≃ C,

so codim(λ−∆)(X) = 1 and ind(λ−∆) = −1 as claimed.

5. Spectrum of weighted averaging operators

Here, we apply the results obtained in the preceding sections to study the bound-
edness and the spectrum, on a γ∞-space, of an operator subordinated to a weighted
composition semigroup (vtCϕt).

Along this section, for each semigroup (vtCϕt) on a γ∞-space X, such that (vt)
satisfies properties (SCo1)-(SCo3), we denote by c the real number max{α0, α1−γ},
where α0, α1 are the exponents of (vt).

Theorem 5.1. Let (vtCϕt) be a semigroup on a γ∞-space X, such that (vt) satisfies
properties (SCo1)-(SCo3). Let ν be a complex Borel measure on [0,+∞), such that∫∞
0
e(c+δ)t|dν|(t) <∞ for some δ > 0. Let the operator H be defined by

Hf =

∫ ∞

0

vtCϕtf dν(t), f ∈ X,
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where the integral above is Bochner-convergent. Then H is a well-defined bounded
operator on X.

Proof. This is a consequence of Proposition 3.5. □

Now we present a technical lemma. Assume that ν is a finite Borel measure
on [0,∞) which is absolutely continuous with respect to the Lebesgue measure, so
dν(t) = ρ(t) dt, for some L1[0,∞) function ρ. Then its Laplace transform q(λ) :=
L(ν)(λ) =

∫∞
0
e−λtρ(t) dt is well defined for Reλ ≥ 0. Also, for θ ∈ (0, π], we denote

by
∑

θ the complex sector of angle θ, i.e.,
∑

θ = {z ∈ C \ {0} : | arg z| < θ}.

Lemma 5.2. Suppose that ρ ∈ L1[0,∞) can be extended in an holomorphic way to a
sector Σθ with θ ∈ (0, π/2], and that there exist η ∈ (0, 1], ξ ∈ (0, 1) satisfying

sup
z∈Σε∩{|z|≤1}

|z1−ηρ(z)| <∞ and sup
z∈Σε∩{|z|≥1}

|z1+ξρ(z)| <∞,

for all ε ∈ (0, θ). Then, its Laplace transform q := L(ρ) can be extended to Σπ/2+θ,
and such extension satisfies

sup
λ∈Σπ/2+ε∩{|λ|≤1}

|λ−ξ(q(λ)− q(0))| <∞ and sup
λ∈Σπ/2+ε∩{|λ|≥1}

|ληq(λ)| <∞,

for all ε ∈ (0, θ).

Proof. Let 0 < ε < θ. Then there is M > 0 such that |ρ(z)| ≤ M |z|η−1 if z ∈
Σε ∩ {|z| ≤ 1} \ {0} and |ρ(z)| ≤ M

|z|ξ+1 if z ∈ Σε ∩ {|z| ≥ 1}. Let Γ± the paths on

the complex plane defined by Γ± := {se±iε : 0 ≤ s < ∞}. Let λ > 0, by Cauchy’s
theorem we get

q(λ) =

∫
Γ±

e−λzρ(z) dz = e±iε
∫ ∞

0

e−λse
±iε

ρ(se±iε) ds,

since ∫ ±ε

0

|e−λReiθρ(Reiθ)Rieiθ| dθ ≲ e−λR cos ε

Rξ
→ 0, R → +∞.

Let now 0 < τ < π/2− ε, and λ ∈ C such that −π/2− ε+ τ < arg λ < π/2− ε− τ.
Then −π/2 + τ < arg(eiελ) < π/2− τ, and therefore Re (eiελ) ≥ |λ| sin τ. Then

|e−λseiερ(seiε)| ≤Me−|λ|s sin τsη−1, s ∈ (0, 1),

and

|e−λseiερ(seiε)| ≤M
e−|λ|s sin τ

sξ+1
, s > 1.

So, the integral

q+(λ) := eiε
∫ ∞

0

e−λse
iε

ρ(seiε) ds
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is absolutely convergent and defines a holomorphic function in the region −π/2− ε+
τ < arg λ < π/2− ε− τ, satisfying

|ληq+(λ)| ≤MΓ(η)/(sin τ)η.

In a similar way,

q−(λ) := e−iε
∫ ∞

0

e−λse
−iε

ρ(se−iε) ds

is absolutely convergent and defines a holomorphic function in the region −π/2+ ε+
τ < arg λ < π/2 + ε− τ, satisfying

|ληq−(λ)| ≤MΓ(η)/(sin τ)η.

Then q+ and q− are holomorphic extensions of q, and they define a holomorphic
extension to Σπ/2+ε−τ , satisfying |ληq(λ)| ≤MΓ(η)/(sin τ)η in the sector. Since ε < θ
and 0 < τ < π/2− ε are arbitrary, we have defined the extension of q in Σπ/2+θ such
that supλ∈Σπ/2+ε

|ληq(λ)| <∞ for all 0 < ε < θ.

Now observe that by Cauchy’s theorem we have q(0) = e±iε
∫∞
0
ρ(se±iε) ds, since∫ ±ε

0

|ρ(Reiθ)Rieiθ| dθ ≤ Mε

Rξ
→ 0, R → +∞.

So, if 0 < τ < π/2− ε, and λ ∈ C is such that −π/2− ε+ τ < arg λ < π/2− ε− τ,
since Re (eiελ) ≥ |λ| sin τ, one has

|(e−λseiε − 1)ρ(seiε)| ≤M |λ|sη−1

∫ s

0

e−|λ|u sin τ du ≤M |λ|, s ∈ (0, 1),

and

|(e−λseiε − 1)ρ(seiε)| ≤M |λ|
∫ s
0
e−|λ|u sin τ du

sξ+1
, s > 1.

Then

|q(λ)− q(0)| ≤M |λ|
(∫ 1

0

ds+

∫ ∞

1

1

sξ+1

∫ s

0

e−|λ|u sin τ du ds

)
.

Observe that ∫ ∞

1

1

sξ+1

∫ s

0

e−|λ|u sin τ du ds

=

∫ 1

0

e−|λ|u sin τ
∫ ∞

1

1

sξ+1
ds du+

∫ ∞

1

e−|λ|u sin τ
∫ ∞

u

1

sξ+1
ds du

≲1 +

∫ ∞

1

e−|λ|u sin τ

uξ
du = 1 + (|λ| sin τ)ξ−1

∫ ∞

|λ| sin τ

e−v

vξ
dv

≲1 + |λ|ξ−1.

Therefore |q(λ) − q(0)| ≲ |λ|ξ with −π/2 − ε + τ < arg λ < π/2 − ε − τ and
|λ| ≤ 1. Similarly, one gets that |q(λ) − q(0)| ≲ |λ|ξ with −π/2 + ε + τ < arg λ <
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π/2 + ε − τ and |λ| ≤ 1. Since ε < θ and 0 < τ < π/2 − ε are arbitrary, we have
supλ∈Σπ/2+ε∩{|λ|≤1} |λ−ξ(q(λ)− q(0))| <∞ for all 0 < ε < θ.

□

A closed operator A is said to be sectorial of angle π/2 if σ(A) ⊆ {z ∈ C | ℜ(z) ≥ 0}
and, for each θ ∈ (π/2, π), one has

sup
λ/∈

∑
θ

∥∥∥∥ λ

λ− A

∥∥∥∥ <∞.

Recall that
∑

θ denotes the complex sector of angle θ.
Let A be a sectorial operator of angle π/2. In the context of the functional calculus

of sectorial operators, an holomorphic function f on a sector
∑

θ (for some θ ∈
(π/2, π)) belongs to the domain of the functional calculus of A, E(A), if f is regular
at 0 and ∞. We say that a function f is regular if the finite limits limz→0 f(z) =:
d0, limz→∞ f(z) =: d∞ ∈ C exist in such a way that, for some r, R > 0,∫

Γ(
∑

θ′∩{|z|<r})

∣∣∣∣f(z)− d0
z

∣∣∣∣ |dz| <∞,

∫
Γ(

∑
θ′∩{|z|>R})

∣∣∣∣f(z)− d∞
z

∣∣∣∣ |dz| <∞

for every θ′ ∈ [0, θ). There Γ(Ω) denotes the topological boundary of a subset Ω ⊂ C
(so Γ(

∑
θ′ ∩ {|z| < r}) = {z ∈ C \ {0} | | arg z| = θ′ and |z| ≤ r} ∪ {0}). In the case

f is regular (so f ∈ E(A)), the operator f(A) is defined via

f(A) := d∞ +
d0

1 + A
+

∫
Γ(

∑
θ′ )

f(z)− d∞ − d0
z+1

z − A
dz,

where θ′ is any number in (π/2, θ), see [19] for more details.
Note that, by Proposition 3.5, for every semigroup (vtCϕt) as above, one gets that

e−(c+ε)tT (t) is a uniformly bounded semigroup for each ε > 0. Therefore c + ε − ∆
is sectorial of angle π/2, where ∆ is the infinitesimal generator of (vtCϕt), see for
example [20, Subsect. 2.1.1]. To avoid cumbersome notation, we write f ∈ E(−∆)
if fc+ε ∈ E(c + ε − ∆), where fc+ε = f((·) − c − ε). In this case, we set f(−∆) :=
fc+ε(c+ ε−∆).

Corollary 5.3. Let (vtCϕt) be a semigroup on a γ∞-space X such that the semicocycle
(vt) satisfies properties (SCo1)-(SCo3). Let α0, α1 be the exponents of (vt). Let ν be
a complex Borel measure on [0,+∞), such that

∫∞
0
e(c+δ)t|dν|(t) <∞ for some δ > 0.

Assume dν(t) = ρ(t) dt, and that ρ can be extended in an holomorphic way to a sector
Σθ with θ ∈ (0, π/2], and that there exist η ∈ (0, 1], ξ ∈ (0, 1) satisfying

sup
z∈Σε∩{|z|≤1}

|z1−ηρ(z)| <∞ and sup
z∈Σε∩{|z|≥1}

|z1+ξe(c+δ)zρ(z)| <∞,

for all 0 < ε < θ. Then

σ(H) = L(ν)((γ − α1 + Σπ/2) ∪ −σpoint(∆)) ∪ {0},



26 L. ABADIAS AND J. OLIVA-MAZA

and
L(ν)(−σpoint(∆)) ⊆ σpoint(H) ⊆ {0} ∪ L(ν)(−σpoint(∆)).

If in addition X satisfies (P6)-(P8), and (vt) satisfies (SCo4), then

σess(H) = L(ν)((γ − α1) + iR) ∪ {0}.

If α1 = −∞, the above spectral identities read as σ(H) = L(ν)(−σpoint(∆)) ∪ {0}
and σess(H) = {0}.

Proof. An application of Lemma 5.2 to the function t 7→ e(c+δ)tρ(t) yields that the
function L(ν) can be holomorphically extended to the translated sector −(c + δ) +
Σπ/2+θ, and is regular at −c − δ,∞ (with L)(ν)(∞) = 0). Hence, L(ν) belongs to
E(−∆). Under these conditions, H = L(ν)(−∆) (see [20, Prop. 3.3.2]) and the
spectral mapping theorem for the usual spectrum σ and for the essential spectrum
σess holds, that is,

σ(H) = σ(L(ν)(−∆)) = L(ν)(σ̃(−∆)),

σess(H) = σess(L(ν)(−∆)) = L(ν)(σ̃ess(−∆)),

see [19, Th. 6.4] and [30, Th. 5.4]. Thus, the claims for σ(H) and σess(H) follow by
Theorems 3.9 and 4.6.

Regarding the point spectrum, our result is an immediate consequence of the spec-
tral mapping inclusions for the point spectrum given in [19, Cor. 6.6]. □

Remark 5.4. More generally, the statement of the corollary above still holds whenever
the Laplace transform of L(ν) belongs to E(−∆), see [30] for more details. Even more,
if there exists α > 0 and θ ∈ (π/2, π) such that

|L(ν)(z)| ≳ |z|−α, as z → ∞ through Σθ,

then
σpoint(H) = L(ν)(−σpoint(∆)),

see [30, Prop. 5.6].

6. Examples

Here we apply our results to some generalized Hausdorff operators H(ζ)
µ on a γ∞-

space X. We also consider these operators on the weighted Dirichlet spaces Dp
σ(D).

Proposition 6.1. Let µ be a complex Borel bounded measure on (0, 1], and set ν =
κ(µ) as the Borel image measure on [0,∞) by the function κ : (0, 1] → [0,+∞) given
by κ(t) = log(1/t). Let ζ ≥ 0. Then we have

H(ζ)
µ f(z) =

∫ ∞

0

uζt (z)Cϕtf(z) dν(t), z ∈ D, f ∈ O(D),

where (ϕt) is given by (0.4) and (uζt ) by (0.5).



SPECTRUM OF GENERALIZED HAUSDORFF MATRICES ON D 27

Proof. Let f ∈ O(D) with f(z) =
∑∞

n=0 anz
n. For each z ∈ D,

∞∑
n=0

∣∣∣∣∣
n∑
k=0

H(ζ)
µ (n, k)ak

∣∣∣∣∣ |z|n ≤
∫ 1

0

tζ
∞∑
k=0

|ak|
|z|ktk

(1− |z|(1− t))k+ζ+1
d|µ|(t)

≤ 1

1− |z|
|µ|((0, 1])

∞∑
k=0

|ak||z|k,

where we have used the identity for H
(ζ)
µ given in (0.2). Thus, the series defining

H(ζ)
µ f(z) is absolutely convergent for every z ∈ D, see (0.3). This absolute convergence

implies

H(ζ)
µ f(z) =

∫ 1

0

tζ
∞∑
k=0

ak
zktk

(1− z(1− t))k+ζ+1
dµ(t)

=

∫ 1

0

tζ

(1− z(1− t))ζ+1
f

(
zt

1− z(1− t)

)
dµ(t)

=

∫ ∞

0

uζt (z) (f ◦ ϕt)(z) dν(t), z ∈ D, f ∈ O(D),

and the proof is finished. □

By (3.1), the infinitesimal generator ∆ of the C0-semigroup (uζtCϕt) is given by

∆f(z) = −z(1− z)f ′(z) + (ζz + z − ζ)f(z), z ∈ D, f ∈ Dom(∆).

It is readily seen that the exponents of the semicocycle (uζt ) are given by α0 = −Re ζ
and α1 = 1. Then, by Theorem 3.9,

(6.1) σ(∆) = {λ ∈ C : Reλ ≤ 1− γ} ∪ σpoint(∆).

Remark 6.2. Let X be any of the examples of γ∞-spaces listed in Section 1 (i.e.,
Hardy spaces, weighted Bergman spaces and little Korenblum classes). Then:

a) The growth bound of the weighted composition semigroup (uζtCϕt) described
above is c := max{−Re ζ, 1− γ}, that is, there is M > 0 such that ∥T (t)∥ ≤
Mect, for t ≥ 0. So, it is enough to assume

∫∞
0
ect|dν|(t) <∞ to get that H(ζ)

µ

is a bounded operator on X.
b) By Remark 3.3, we obtain

σpoint(∆) =

{
−ζ − k : k ∈ N0 such that

zk

(1− z)k+ζ+1
∈ X

}
= {−ζ − k : k ∈ N0 with k < γ −Re ζ − 1}.

c) By Lemma 4.2, one has that (uζt ) also satisfies (SCo4). Also, these spaces
satisfy properties (P6)-(P8). Hence, Theorem 4.6 yields

σ̃ess(∆) = {λ ∈ C | Reλ = 1− α1} ∪ {∞}.
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6.1. Generalized Hausdorff operators on weighted Dirichlet spaces. For σ >
−1 and 1 ≤ p < ∞, let Dp

σ(D) denote the weighted Dirichlet space, consisting of all
functions f ∈ O(D) such that f ′ ∈ Ap

σ(D). Set

∥f∥Dp
σ
:=

(
|f(0)|p + ∥f ′∥pAp

σ

)1/p

<∞.

Then Dp
σ(D) is a Banach space with norm given by ∥ · ∥Dp

σ
. When σ > p− 1 one has

Dp
σ(D) = Ap

σ−p(D) with equivalent norms, see e.g. [12, Th. 6].
In the case p− 2 < σ ≤ p− 1, these spaces satisfy all the axioms considered in this

work (with γ = σ+2
p

− 1) including the axioms presented in Section 4 except for (P5)

and the ones regarding multipliers, that is, (P1) and the second item in (P6).
For σ = p − 2, these spaces are the so-called analytic Besov spaces. In this case,

they also fail to satisfy (P1), (P5), and the second item in (P6). Even more, they
just fulfil weaker versions of properties (P3), (P4) and (P7) with γ = 0. Namely

• for each ε > 0, Dp
p−2(D) ↪→ K−ε(D);

• Cϕt ∈ L(X) for t ≥ 0 with limt→∞ ∥Cϕt∥
1/t
L(X) = 1;

• fixed ε > 0, ∥Cp∥L(Dp
p−2)

≲ (1− |p(0)|)−ε for every polynomial p : D → D.
We refer the reader to [1, Subsect. 2.1(4)] and [2, Sect. 3] for the proofs of the above
statements regarding Dp

σ(D).
As the spaces Dp

σ(D) fail to satisfy (some of) the axioms considered in this paper,
our results do not provide the spectral picture neither for C0-semigroups (vtCϕt) (with
the semicocycle (vt) satisfying axioms (SCo1)-(SCo4)) nor for their infinitesimal
generators ∆ acting on Dp

σ(D). Nevertheless, all the proofs given here can be adapted

to the spaces Dp
σ(D) for the semicocycle (uζt ) given by (0.5) which is associated to the

generalized Hausdorff operators (see Proposition 6.1). Thus, we obtain the following
result.

Theorem 6.3. Let 1 ≤ p < ∞, σ > −1 and σ ≥ p − 2. Set γ = σ+2
p

− 1 and let

ζ ∈ C. Then (uζtCϕt) is a C0-semigroup on Dp
σ(D) with infinitesimal generator ∆,

such that

lim
t→∞

∥uζtCϕt∥
1/t

L(Dp
σ)

≤ exp (max{−Re ζ, 1− γ}) ,

and

σ(∆) = {λ ∈ C |Reλ ≤ 1− γ} ∪ σpoint(∆),

σpoint(∆) = {−ζ − k | k ∈ N0 with k < γ −Re ζ − 1},
σ̃ess(∆) = {λ ∈ C | Reλ = 1− γ} ∪ {∞}.

Proof. As stated in the paragraph preceding this theorem, all the proofs presented
in the preceding sections regarding the asymptotic behavior of ∥vtCϕt∥ and the spec-

trum of ∆ can be adapted to the spaces Dp
σ(D) when (vt) is the semicocycle (uζt ).
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Except for the proof of Proposition 3.1, the adaptations of such proofs are natural
and straightforward. For instance, to prove the analogous result of Lemma 4.3, one
has, for f ∈ Zm and s ∈ (0, 1],∥∥∥ω ◦ ps

ω
Cpsf

∥∥∥
(Dp

σ)0
≃
∥∥∥(Bps)mω ◦ ps

ω
Cps(B

mf)
∥∥∥
(Dp

σ)0

≲ |us(0)Cps(Bmf)(0)|+ ∥u′sCpsf∥(Ap
σ)0

+ ∥usp′s(f ′ ◦ ps)∥(Ap
σ)0
,

with us(z) = (Bps(z))
mω ◦ ps(z)

ω(z)
= sm+ζ 1− sz

1− z
and ω(z) = zζ(1 − z). Then, for

f ∈ Zm and s ∈ (0, 1], we have

|us(0)Cps(Bmf)(0)| = sm+Re ζ |(Bmf)(0)| ≲ sm+Re ζ∥Bmf∥Dp
σ
≃ sm+Re ζ∥f∥Dp

σ
;

∥u′sCpsf∥(Ap
σ)0

≤ ∥u′s∥H∞(D0)
∥Cpsf∥(Ap

σ)0
≲ sm+Re ζ(1− s)∥Cpsf∥Dp

σ
≲ sm+Re ζ∥f∥Dp

σ
,

where we used ∥u′s∥H∞(D0) ≃ sm+Re ζ(1 − s) for s ∈ (0, 1], and ∥g∥Ap
σ
≲ ∥g∥Dp

σ
for all

g ∈ Dp
σ(D); and

∥usp′s(f ′ ◦ ps)∥(Ap
σ)0

≲ sm+Re ζ+1∥Cps(f ′)∥Ap
σ
≲ sm+Re ζ+1∥f ′∥Ap

σ
≲ sm+Re ζ∥f∥Dp

σ
.

From the above inequalities, the analogous of Lemma 4.3 follows, as stated above.
Thus, we finish the proof this theorem by giving a detailed proof of the analogous

result of Proposition 3.1. For m ∈ N0, one has∥∥∥uζtCϕtf∥∥∥
Dp

σ

≃
∥∥∥Bm(uζtCϕtf)

∥∥∥
Dp

σ

=
∥∥∥ũζtCϕt(Bmf)

∥∥∥
Dp

σ

, f ∈ Zm, t ≥ 0,

where ũζt (z) := ((Bϕt)
muζt )(z) =

e−(ζ+m)t

((e−t − 1)z + 1)ζ+m+1
, z ∈ D, t ≥ 0. In consequence,∥∥∥uζtCϕtf∥∥∥

Dp
σ

≲
∣∣∣ũζt (0)(Bmf)(0)

∣∣∣+ ∥∥∥(ũζt )′Cϕt(Bmf)
∥∥∥
Ap

σ

+
∥∥∥ũζtϕ′

tCϕt((B
mf)′)

∥∥∥
Ap

σ

,

for all f ∈ Zm, t ≥ 0. Then,∣∣∣ũζt (0)(Bmf)(0)
∣∣∣ ≲ e−(Re ζ+m)t∥Bmf∥Dp

σ
≃ e−(Re ζ+m)t∥f∥Dp

σ
, f ∈ Zm, t ≥ 0.

Also,∥∥∥(ũζt )′Cϕt(Bmf)
∥∥∥
Ap

σ

≤

∥∥∥∥∥ (ũζt )
′

(ϕ′
t)
γ+1

∥∥∥∥∥
∞

∥∥(ϕ′
t)
γ+1Cϕt(B

mf)
∥∥
Ap

σ
≲

∥∥∥∥∥ (ũζt )
′

(ϕ′
t)
γ+1

∥∥∥∥∥
∞

∥Bmf∥Ap
σ

≃

∥∥∥∥∥ (ũζt )
′

(ϕ′
t)
γ+1

∥∥∥∥∥
∞

∥f∥Ap
σ
≲

∥∥∥∥∥ (ũζt )
′

(ϕ′
t)
γ+1

∥∥∥∥∥
∞

∥f∥Dp
σ
, f ∈ Zm, t ≥ 0,
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where we have used that the weighted Bergman spaces Ap
σ(D) satisfy (P4) with

parameter γ+1 = σ+2
p
. It is readily seen that (ũζt )

′(z) = (1−e−t)(ζ+m+1)ũζt (z)
1−ϕt(z)
1−z .

If ζ = −m− 1, then (ũζt )
′ = 0. Otherwise, by Lemma 2.3 we get

lim sup
t→∞

∥∥∥∥∥ (ũζt )
′

(ϕ′
t)
γ+1

∥∥∥∥∥
1/t

∞

= lim sup
t→∞

∥∥∥∥∥ ũζt
(ϕ′

t)
γ+1

1− ϕt(z)

1− z

∥∥∥∥∥
1/t

∞
= exp (max {−Re ζ + γ −m+ 1, 1− γ}) .

In consequence, lim supt→∞

∥∥∥(ũζt )′Cϕt(Bmf)
∥∥∥1/t
Ap

σ

≤ exp (max {−Re ζ + γ −m+ 1, 1− γ}).
On the other hand, one has∥∥∥ũζtϕ′

tCϕt((B
mf)′)

∥∥∥
Ap

σ

≲

∥∥∥∥∥ ũζt
(ϕ′

t)
γ

∥∥∥∥∥
∞

∥∥(ϕ′
t)
γ+1Cϕt((B

mf)′)
∥∥
Ap

σ
≲

∥∥∥∥∥ ũζt
(ϕ′

t)
γ

∥∥∥∥∥
∞

∥(Bmf)′∥Ap
σ

≲

∥∥∥∥∥ ũζt
(ϕ′

t)
γ

∥∥∥∥∥
∞

∥Bmf∥Dp
σ
≃

∥∥∥∥∥ ũζt
(ϕ′

t)
γ

∥∥∥∥∥
∞

∥f∥Dp
σ
, f ∈ Zm, t ≥ 0,

where we have used again that Ap
σ(D) satisfies (P4) with parameter γ + 1 = σ+2

p
.

Thus, another application of Lemma 2.3 to the semicocycle ũζt/(ϕ
′
t)
γ yields

lim sup
t→∞

∥∥∥ũζtϕ′
tCϕt((B

mf)′)
∥∥∥1/t
Ap

σ

≤ exp (max {−Re ζ + γ −m, 1− γ}) .

Putting everything together, we conclude

(6.2) lim sup
t→∞

∥∥∥uζtCϕt∥∥∥1/t
L(Zm)

≤ exp (max {−Re ζ + γ −m+ 1, 1− γ}) , m ∈ N0.

Note that such a bound is weaker than the bound given in Proposition 3.1 (recall that

α0 = −Re ζ, α1 = 1 for the semicocycle (uζt )). Nevertheless, (6.2) is good enough for
our purposes. Indeed, when adapting the results of Sections 3 and 4 to the spaces
Dp
σ(D), we can take m ∈ N0 big enough on (6.2) to obtain the required asymptotic

bound of
∥∥∥uζtCϕt∥∥∥

L(Zm)
as t→ ∞. Hence, the proof is finished. □

6.2. Generalized Cesàro operators. Let α ∈ C with Reα > 0. Let µα the Borel

measure on (0, 1] such that dµα(t) = α(1 − t)α−1 dt, so (µα)n = Γ(α+1)Γ(n+ζ+1)
Γ(n+ζ+α+1)

for

n ∈ N0. ForRe ζ > −1, the generalized Cesàro operator Cζα is defined as the associated

Hausdorff operator to µα and ζ, that is, Cζα = H(ζ)
µα . It is readily seen that

(Cζαf)(z) =
α

zζ+α

∫ z

0

wζ(z − w)α−1

(1− w)α
f(w) dw, z ∈ D, f ∈ O(D).
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Now, let X either be a γ∞-space for some γ > 0, or let X = Dp
σ(D) for 1 ≤ p <

∞, σ > −1 and σ > p − 2, with γ = σ+2
p

− 1 > 0 in this case. Then, for each

δ ∈ (0,min{Re ζ + 1, γ}), one has∫ ∞

0

e(c+δ)t|dνα|(t) = |α|
∫ ∞

0

eδtemax{−Re (ζ+1),−γ}t(1− e−t)Reα−1 dt <∞,

where, following the notation of this section, dνα(t) := dκ(µα)(t) = (1−e−t)α−1e−t dt,
see Proposition 6.1. As a consequence, Cζα is a well-defined bounded operator on X,
see Theorem 5.1. In addition, it is readily seen that

L(να)(z) =
∫ ∞

0

e−zt dνα(t) = αB(z + 1, α), Re z > −1,

where B denotes the Beta function. Hence, L(να) is regular (one can see this by
using Lemma 5.2 or directly in the equality above), belongs to E(−∆) and satisfies
the conditions of Remark 5.4. As a consequence, we obtain the following

Theorem 6.4. Let X = Hp(D),Ap
σ(D),K

−γ̃
0 (D),Dp

σ(D) for p ≥ 1, σ > −1, γ̃ > 0 and
set γ = 1/p, σ+2

p
, γ̃, σ+2

p
− 1 respectively. Assume also σ > p − 2 if X = Dp

σ(D). Let

Reα > 0 and Re ζ > −1. Then Cζα is a bounded operator on X such that

σ(Cζα) = {0} ∪ {αB(z, α) | Re z ≥ γ} ∪ σpoint(Cζα),
σpoint(Cζα) = {αB(ζ + k, α) | k ∈ N and k < γ −Re ζ},
σess(Cζα) = {0} ∪ {αB(z, α) | Re z = γ}.

Proof. The statement follows from the comments above together with Remark 5.4,
(6.1), Remark 6.2 and Theorem 6.3. □

6.3. Hölder operators. Let α ∈ C with Reα > 0. Let µα the Borel measure on

(0, 1] such that dµα(t) = 1
Γ(α)

(
log(1/t)

)α−1

dt, so µn = 1
(n+ζ+1)α

for n ∈ N0. For

Re ζ > −1, the generalized Hölder operator Hζ
α is defined as the associated Hausdorff

operator to µα and ζ, that is, Hζ
α = H(ζ)

µα . It is readily seen that

(Hζ
αf)(z) =

1

Γ(α)

1

zζ+1

∫ z

0

wζ

1− w

(
log

z(1− w)

w(1− z)

)α−1

f(w) dw, z ∈ D, f ∈ O(D).

Now, let X either be a γ∞-space for some γ > 0, or let X = Dp
σ(D) for 1 ≤ p <

∞, σ > −1 and σ > p − 2, with γ = σ+2
p

− 1 > 0 in this case. Then, for each

δ ∈ (0,min{Re ζ + 1, γ}), one has∫ ∞

0

e(c+δ)t|dνα|(t) =
1

|Γ(α)|

∫ ∞

0

eδte−min{Re ζ+1,γ}ttReα−1 dt <∞,
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where dνα(t) := dκ(µα)(t) = 1
Γ(α)

tα−1e−t dt, see Proposition 6.1. As a consequence,

Hζ
α is a well-defined bounded operator on X, see Theorem 5.1. In addition, it is

readily seen that

L(να)(z) =
∫ ∞

0

e−zt dνα(t) =
1

(z + 1)α
, Re z > −1.

Hence, L(να) is regular (one can see this by using Lemma 5.2 or directly in the
equality above), belongs to E(−∆) and satisfies the conditions of Remark 5.4. As a
consequence, we obtain the following

Theorem 6.5. Let X = Hp(D),Ap
σ(D),K

−γ̃
0 (D),Dp

σ(D) for p ≥ 1, σ > −1, γ̃ > 0 and
set γ = 1/p, σ+2

p
, γ̃, σ+2

p
− 1 respectively. Assume also σ > p − 2 if X = Dp

σ(D). Let

Reα > 0 and Re ζ > −1. Then Hζ
α is a bounded operator on X such that

σ(Hζ
α) = {0} ∪ {z−α | Re z ≥ γ} ∪ σpoint(Hζ

α),

σpoint(H
ζ
α) = {(ζ + k)−α | k ∈ N and k < γ −Re ζ},

σess(H
ζ
α) = {0} ∪ {z−α | Re z = γ}

Proof. The statement follows from the comments above together with Remark 5.4,
(6.1), Remark 6.2 and Theorem 6.3. □
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