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Abstract

Perception over time is a critical problem in those cases where deformable objects
are manipulated. The goal of this study is to cover the contour of an object along a
deformation process and according to a prescribed coverage objective, in terms of
visibility and resolution. This task is carried out by a set of limited field-of-view
cameras. We propose novel methods for guaranteeing feasibility of the coverage
objectives, which include the computation of the maximum visibility and reso-
lution of the contour. Then, we introduce the coverage objectives in an offline
constrained optimization problem to compute a priori the minimum number of
cameras that achieve the coverage requirements. Finally, we propose an online
technique that provides optimized configurations faster than the offline one, even
when the object’s reference deformation is unknown. We report experimental re-
sults in which our method achieves 100% of the coverage in simulation and in a

real task.
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1. Introduction

Autonomous sensing and manipulation of objects whose shape changes over
time are topics of increasing interest in the last years [1]. Today’s challenges im-
pel the strategic industries that deal with these kinds of objects to improve the
quality of their products, and also the efficiency and flexibility of their processes.
Automation of the sensing and manipulation tasks is one of the most promising
alternatives for achieving these goals, but it poses important challenges. These
challenges apply, in particular, when dealing with objects that are large, fragile
or that show complex shapes or small deformations [2]. Control approaches re-
quire in these cases a continuous and complete feedback of the object’s state [3],
[4], which allows to control the object’s shape and evaluate the overall quality
of the manipulation process. Such control and feedback systems usually employ
multiple agents and sensing units [5], [6], [7]. Besides the industrial interest of
these perception systems, medical applications related to robot-assisted surgery
also demand accurate and flexible sensing solutions [8], [9].

We focus our interest in industrial tasks where the shape of an object is de-
formed following a prescribed guideline. This is the case for manufacturing pro-
cesses that transform raw materials (cloths, plastics...) into objects with specific
shapes. Guaranteeing a continuous feedback of the object’s state in industrial en-
vironments may be challenging, owing to the highly dynamic and complex struc-
ture of deformable objects and the external perturbations. This is why our research

problem consists in developing a multi-camera perception system to cover an ob-
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ject whose shape changes over time, according to a set of prescribed requirements.
Coverage is defined in terms of completion and accuracy of the detected object’s
contour. We also want to optimize the performance of the perception system by
minimizing the number of sensing resources. The main properties we exploit
to define the coverage task are visibility, as a measure of coverage completion,
and resolution, as an accuracy indicator. A potential application of our system is
the inspection of 3D printed parts, which are created by stacking layers of mate-
rial. Our techniques could be applied to cover the lateral surface of the parts as
they are built, to discover potential cracks and check the quality of the interlayer
bonding. The usefulness of this proposal is also significant with tasks involving
objects of great dimensions, such as the manipulation of large plastic contain-
ers, in which the lateral surface of the contour must be continuously supervised
for quality purposes. Other example application would be the inspection of high
precision machined parts during manufacturing. These kinds of parts have criti-
cal cross sections whose lateral surfaces must be controlled carefully to prevent
defects. Our proposal could also be applied to monitor assembly tasks [10].

The perception of areas of interest, according to different requirements and
constraints, includes techniques that range from coverage to tracking. Depend-
ing on the type of deployment of the sensors, we can classify these approaches
as static or dynamic. The deployment criterium is closely related to wheter the
perceived environment is time-dependent or not. Particularly, statically position-
ing the sensors is usually an appropriate strategy when there are no substantial
changes over time in the perceived environment. The well-known art-gallery
problem is essentially a static coverage strategy where the number of surveillance

cameras is minimized. Recent developments include variants of this problem for
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tracking of mobile intruders with fixed and mobile guards [11]. In general, those
studies based on the general art-gallery problem do not include realistic models
with sensing constraints [12]. This problem also shares some aspects with the one
we tackle, but classical solutions to the art-gallery problem are not directly appli-
cable to our time-varying scenario. Other static perception strategies with multiple
sensors are selected for purposes like industrial inspection of 3D parts [13], 3D re-
construction of pipelines for inspection [14], buildings exterior surveillance [15],
volume estimation of merchandise [16] and pose estimation in restricted space
scenarios [17]. These kinds of works select the viewpoints with ad hoc criteria
or from a predefined candidate set, which may be non-optimal, and have limited
adaptability. In contrast, our approach computes at every deformation instant the
optimal set of cameras in the continuous space, parameterized in polar coordinates
(angle and radius).

Approaches where there is a single static sensing unit have been proposed
for estimating the deformation properties of deformable objects [18]. In other
cases, dynamic deployment may be necessary to obtain complete information of
the area of interest. This happens in coverage systems of 3D rigid parts for in-
dustrial inspection tasks [19] and in structure from motion approaches [20]. Our
target problem shares common points with the structure from motion topic, but in
that case the environment is static in general [21], not dynamic as ours. Dynamic
deployment of multiple sensing units may also be required for full perception at
every time instant. This is the case in centralized approaches where small teams
of robots monitor 3D static environments [22] or enclose and track a mobile tar-
get [23], and also in decentralized strategies where 2D static environments are

monitored by large teams of robots [24].
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As for the active perception field [25], [26], works in this domain are dynamic
in general. Multi-camera centralized networks, where the position and orientation
of each sensor are optimized, are considered in studies of this field for shape
recovery of moving deformable objects [27], [28]. Compared to our approach,
these works do not minimize the number of cameras that are necessary to recover
the shape of the object.

The present work improves and extends the methods of an earlier work [29]
with the following main contributions: (a) a new improved formulation of the op-
timization problems, which is less constrained and more efficient; (b) the compu-
tation of the maximum angular resolution of a shape; (c) a fast coverage technique
based on local optimization of the cameras; (d) a novel analysis of the geomet-
rical visibility properties of a shape and (e) additional results and analyses from
different experiments in both simulated and real scenarios.

The rest of the paper is organized as follows: Section 2 presents the problem
setup and the optimization objectives, Section 3 describes a new method for com-
puting the maximum visibility and resolution of the object’s contour, Section 4
indicates the proposed procedure to obtain the minimum number of cameras with
near-optimal configurations, Section 5 contains the local optimization technique
we propose to operate online, Section 6 shows the experimental results, and Sec-

tion 7 explains the final conclusions and the future research directions.

2. Problem statement

2.1. Framework and assumptions

Let us consider an object that undergoes non-negligible deformations due to

some specific manipulation process. The object’s shape is defined by the 2D con-
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tour of the object’s vertical projection onto the ground plane. For inspection pur-
poses, the contour must be sampled at each instant & (k = 1,...,K) by a set of
3D cameras. These cameras ¢;(k) (i = 1,...,C) are able to position and orient
themselves around the contour’s centroid g(k) (e.g. they are mounted on mobile
robots or robot arms). In particular, their degrees of freedom are the following: (i)
y;(k), the angle around g(k) where the center of the camera is located, (ii) d;(k)
(dmin < di(k) < dpax, Vi), the distance between the camera center and g(k), and
(iii) ¢;(k), the camera orientation. We consider that the cameras’ movements obey
single-integrator kinematics, and no vision model is selected a priori. Instead,
we focus on ray tracing from the optical center of the cameras, and angular and
range parametric constraints are applied to the rays to approximate the restricted
Field of View (FOV). This formulation is compatible with any model based on
ray tracing from an optical center, like laser-based sensors, or even with tools like
spray guns. Figure 1 shows the overview of the studied system.

The different assumptions we consider in the present study are reported next:

Assumption 1. Known data. We consider the following:
1. Cameras can get accurate 2D point clouds of the environment.

2. We know the state of the cameras with respect to the object ¢; (k) = [y, d;, ¢i]

at any time.

3. We know the desired deformation of the object. Therefore, we have at each
instant k& an approximated shape of the 2D contour of the object, called

reference contour, as well as an approximated g(k).
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Assumption 2. Slow deformations. We assume that the object’s deformations
(i.e. contour shape variations) between each two consecutive deformation instants
k and (k+ 1), Vk, are small. We assume, therefore, that the dynamics of the
deformable object are as slow as to allow the cameras to reach their required

positions and orientations Vk.

It is not unusual to consider reference models that complete missing informa-
tion for reconstructing complex setups [14] or deformable objects [30]. In our
case, the reference contour gives the desired shape of the object during the de-
formation process. For example, for inspection of 3D printed parts, the desired
contour shape of the 2D layers, which is known a priori, would represent the ref-
erence contour. Depending on the task, it does not need to be accurate necessarily.
If the purpose is, for instance, to inspect a large object, a rough approximation of
the contour may suffice. A collection of reference segments is obtained by sam-
pling the reference contour, and the number and size of the reference segments
sj(k) = [Vj,v(jH)] (j=1,...,5) must be set according to the requirements of the
inspection task and the complexity of the contour shape.

For clarity purposes, we will omit in general the (k) term in the rest of the

paper.

2.2. Optimization objectives

We set the coverage objectives, in terms of visibility and resolution, from an

optimization point of view.

Definition 1. Visibility cost. We define the visibility cost

L% Or -0 if >0,
%_é—ﬁi, thy =S 7 7 o (1)
j=1Uj 0 otherwise



Figure 1: Overview of the system we consider. At the center of the figure, the 2D sampled contour
of the object is fully covered by six restricted FOV cameras. As the object deforms, the cameras
will synchronously move and rotate so that the coverage is guaranteed at all times. The global
axes (X, Y) and the local optical axes of camera i (x;, y;) are represented. In addition, we show the

projection rays that link the center of each camera to the contour vertexes.
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¥, indicates the number of cameras that detect segment s; at the k instant, and
19;-‘ represents the target number of cameras that must detect s; according to the

requirements of the inspection task.

The visibility cost describes how far the system is from the objective of detect-
ing the contour segments as required, in terms of visibility. Note that detecting
a segment with more cameras than necessary does not contribute to decrease the

value of the visibility cost.

Definition 2. Resolution cost. We define the resolution cost

1 S/ ﬁ —I’j
p= e Y @)
By n & 7

where f3 is the cameras’ angle of view, r; indicates the maximum angular resolu-

tion of segment s;, r;f is the target angular resolution of s; and §' is the number of

visible segments with r; > 0.

The resolution cost allows to evaluate the angular resolution of the segments
with respect to the maximum resolution. The target resolution should take higher
values in those areas where more accurate perception is required, as it will drive
the cameras towards front-facing positions with respect to the segments. In case
no specific resolution is required in an area, the segments there should be assigned

*
rj—O.

As a consequence, the near-optimal configurations of the cameras ¢ = [y, d, ¢/']

are the ones that reduce both costs to, at least, these values:

% = 0, 3)

S/

* * * 1

yr(rj:rj 1fl’j>l’j> = BZ I’_* -5 “4)
J=1\"J
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Then, the problem we tackle consists in configuring a minimal set of cameras
in a near-optimal manner so that they cover a 2D contour that deforms over time,
as specified in terms of visibility and angular resolution. Inter-camera collisions
and occlusions must be avoided to guarantee coverage in the whole deformation
process. Note that placing a single camera on top of the contour for inspection is
not a valid solution in our case. This is due to the fact that lateral views of the
contour would not be obtained for inspection.

Properly defining the target visibility and angular resolution is crucial for ob-
taining the desired behavior of the system. In the next section, some tools are
proposed for defining the target visibility and angular resolution with feasibility

guarantees.

3. Maximum visibility and resolution

In order to define feasible objectives we need to identify the segments that are
inevitably occluded, and also the maximum angular resolution of each detected

segment that a camera placed around g can obtain.

Definition 3. Maximum visibility. The maximum visibility ©7"“* of a segment
is a value that indicates the maximum number of cameras that detect s; from the

distance d. If s; can be detected, 191’-”“)“ > 0, and 191’-"“’“ = ( otherwise.

The maximum visibility of convex contour shapes is known a priori in an
obstacle-free framework (19]’-"””‘ > 0, Vj). However, when dealing with non-convex
shapes non-visible zones may appear due to auto-occlusions.

Previously to computing this property, we need a way to determine whether a
segment S; can be detected or not from certain camera position. For this purpose,

we consider a system based on bi-partite visibility graphs.

10
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Definition 4. Bi-partite visibility graph. The bi-partite visibility graph

Gv - (CTasref7E> ’ (5)

CT = {cl,...,ci,...,cc}, Sref:{sl,...,Sj,...,Ss}, (6)

is the graph where an edge e; ; € E connects the camera center ¢; with the vertex
v; € s; if the virtual line that links them in the 2D space does not intersect any
obstacle, i.e. if v; is visible from ¢;. Each edge’s weight is equal to the Euclidean

distance dg(c;, v;).

Then, if two edges e; ; and e; j, exist, such that e; ; = [c,-,vj} and e; j,1 =
[€i,¥(j+1)]. we determine that segment s; = [v;, V()] is visible from ¢;. Figure
2 shows a visible segment s; with its angular resolution r;. We formulate next
the method to compute the maximum visibility of a 2D discretized contour from a

prescribed distance to g.

Proposition 1. Consider the bi-partite visibility graph of an scenario with no ob-
stacles where the object is surrounded by infinite omnidirectional cameras (C —
o) with unlimited FOV range. The cameras completely cover a circumference of
radius d centered at g. In such situation, the graph provides exactly the number of
segments that are visible from that circumference, with 19]’."“’“ — oo if §; is visible

and 19]’."‘”‘ = (0 otherwise.

PROOF. By definition 4, s; is visible from ¢; if its two vertexes, v; and V(j41)> are
connected by edges to ¢;. Thus, 97" of the setup described in Proposition 1 can
be computed as follows:

C

O =Y (JeijAdejji1) (7)
i1

11
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Figure 2: Example of visible segment. Segment s; is visible from ¢; with angular resolution r; (in

green), under the angle of view 3 (in blue).

where we treat the boolean outputs frue and false as integers 1 and 0, respectively.
Given that every possible sensor location at a distance d around g is considered
and that omnidirectional cameras are able to detect in any possible direction, every
possible valid edge will be determined. Therefore, every visible segment will be

obtained with 97" — oo, as well as the occluded segments with 97" = 0.

Remark 1. Note that in practice the number of cameras C is a finite value. For
this reason, an exact accuracy for identifying occluded segments, when computing
¥7"", may not be achieved (infinite positions for detection are not evaluated).
Despite this, we obtain a useful measure: the closer ﬁj’?wx is to C, the wider the
range of possible locations from which s; can be detected. This measure allow us

to know the difficulty of detecting a segment compared to the rest.

Next Proposition includes additional reasoning about the maximum visibility,

concerning the distance from which this one is obtained.

12
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Figure 3: Example of contour shape with a dovetail slot. Segment s; will be fully detected only

by those cameras that are placed within the blue dashed area.

Proposition 2. Consider a bi-partite visibility graph with infinite omnidirectional
and unlimited FOV range cameras, which are placed at a distance d from g. Then,
by reducing the distance d the visibility of the contour segments will remain con-

stant or it will increase for any possible shape, but it will never decrease.

PROOF. If we consider the paradigmatic case of a contour that includes a dovetail
shaped slot, whose inner part consists of a single segment s;, only those cameras
that are placed inside an specific area in front of the slot will be able to detect the
segment. This area is contained between s; and the two adjacent lines that start at
both vertexes of s; and intersect at the point o (Fig. 3). Thus, only if d < go the
segment s; will be detectable. In addition, no geometric construction exists such
that the opposite effect occurs: the area in which the camera must be placed to
detect the segment will always start at the segment, and it will extend from there

on.

13
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Remark 2. An interesting observation arises when applying the test of Proposi-
tion 1 to a continuous contour, e.g. given by a parametric curve {x(y),y(y)}.
As long as the infinite cameras lie outside the convex hull of the contour, 19]’."“’“
will remain constant for every segment independently of the distance d. This is
explained by the fact that when obtaining 9%, each edge connecting a camera
center to a contour vertex will determine a semi-infinite projection ray. These
rays start at the contour vertexes and have the direction of the edges, and their
main property is that any camera placed on them will be able to detect the contour
vertex. Given that the cameras can be placed on any circumference outside the
convex hull centered at g, and that all projection rays cross the convex hull, any
circumference of infinite cameras will intersect all projection rays. Thus, 19}"“’“

values will remain constant independently of d.

Definition 5. Maximum resolution. The maximum resolution r* of a segment
is a value that indicates the maximum angular resolution of s; that can be obtained
from the distance d to g by a camera. If s; can be detected, r;?“lx >0, and r’J?Wx =0

otherwise.

The setup described in Proposition 1, which allows us to obtain the maximum
visibility, is also appropriate without modifications for obtaining the maximum
resolution in the following manner:

_ €ij € il
r;f“’x = max {cos ! ( J ) )} . (8)

i e jll2- lleij1ll2

Note that the shorter the distance d, the greater r’]’."“x values are.
The maximum visibility and the maximum resolution establish upper bounds
that cannot be surpassed in terms of visibility and resolution of the object’s con-

tour. It is important to mention that we consider point cameras when computing

14



the maximum visibility and the maximum resolution. This may imply that the real
system, with physical constraints, cannot obtain the maximum values for all the

segments at the same time.

255 4. Offline optimization

4.1. Limits of the number of cameras

In addition to the maximum visibility and resolution, we are going to compute
the lower and upper bounds of the number of cameras to perform the required
coverage. The minimum number of cameras can be obtained with additional for-

260 mulation from the setup described in Proposition 1. Approaches dealing with cov-
erage problems often include a visibility map or visibility function, which relates
the point of view of a sensor with the parts of the object it is covering at certain
time instant [15], [28]. From Proposition 1 we can also consider a visibility ma-
trix Vgxc = [Vj;] that indicates which segments are detected by each camera, i.e.

265 Vj; = 1 means that segment s; is visible for the camera ¢;, and V;; = 0 otherwise.

Then, we define the following integer linear programming problem:

Given V,[d],95,...,9¢]"
c
minimize & 9)
i=1
subjectto  V-[g1,&,...,ec]T > [0],05,...,0]" ,

g €{0,1}, Vi,

where € = 1 activates the camera ¢; and € = 0 deactivates it. The final cost, after
solving (9), represents the minimum number of omnidirectional cameras, with

unlimited range, placed at a distance d from g that achieve the target visibility.

15
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Here we only consider the visibility objective, so that we get a more conservative
solution than considering both visibility and resolution.

As for obtaining the upper bound of the number of cameras, we follow a con-
servative area division strategy. We compute the maximum number of cameras
as

d2 e —d2;
truncation w >C, (10)
dz /4
where radii d,;i, and d,,4, represent the space where the cameras are allowed to
move, and d, /2 is the radius of the minimum bounding circle of a camera. Essen-

tially, we obtain with this equation the maximum number of cameras fitting in the

allowable space in an approximate but conservative manner.

4.2. Minimization problem

Once we know how to set feasible 19]’.‘ and r;f, and also the range where to
search the minimum number of cameras, we can define the optimization problem
at instant k we are interested in.

Firstly, we define a new type of bi-partite visibility graph with the purpose of

including the FOV constraints of the cameras into the problem.

Definition 6. Restricted visibility graph. The restricted visibility graph is a bi-
partite visibility graph where all edges connecting a camera with the contour ver-

texes are contained within the cameras FOV limits 8 and L.

This new graph is created by comparing the weight of each edge e; ;, given by the
Euclidean distance dg(c;,v;), with the cameras’ maximum range Lyqy, and the
angle between the edge and the camera’s local axis x; (Fig. 1) with the cameras’

angle of view f. If the weight is greater than L,,,, or the angle is greater than 3 /2,

16
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we consider that v; is not visible from ¢;, and therefore we remove the edge from
the graph. After the comparison and filtering, the intersections checking is applied
to the remaining edges. In this case, the set of obstacle segments includes not only
the set of segments of the object Syef, but also the set of camera segments. This
is due to the fact that the FOV of a camera may be occluded by other neighboring
cameras. The set of camera segments is obtained by sampling the contour of the
geometric 2D camera model, which represents the 2D shape of the cameras.
With these new constraints for computing 9¥; and r;, the optimization problem

1s defined as follows:

Given CT, Sref
min(i:mize Y=F-%+(1—-F)-%+% (11)
T
subjectto  dg(ci,¢;) >d,,

Vill=1,..,C,i#l.

Y is the cost function of the problem, that includes a linear combination of ¥,
and 7, through the interest factor F € [0,1]. F is a user-defined constant that
regulates the relative contribution of the visibility and resolution terms, as required
by the specific coverage task. The remaining term, Y, exploits the potential field
approach to prevent collisions in those scenarios that require two cameras to be

close to each other:

1
1o = 2 miny,y o {dp (e} fde — 1)

(12)

where the ‘min’ operator selects the minimal distance between two neighboring
cameras, d, 1s the minimal safety distance between two neighboring cameras, and

w is an exponent that regulates the distance where ¥, is effective. This exponent

17
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w > 0 is tuned according to the safety requirements, so that w is small when large
separations are demanded, and large otherwise. Thus, the s term introduces
flexibility for collision avoidance, with a positive contribution that shows near zero
values when the cameras are widely spread and near 1 values when the distance
between two of them approaches to d.. In addition to 7, the set of non-linear
constraints that we include at the end of (11) prevents two cameras from getting
closer than d, under any circumstances. These constraints also avoid considering
near-infinite values of ¥, that can lead to a malfunctioning of the pattern search
optimizer.

We propose an iterative technique to solve (11) at the deformation instant k.
In the first iteration the problem is solved for the minimum number of cameras
computed in (9), and the values of ¥, and 7, are checked. If values in (3) and
(4) are satisfied, the process stops, and the near-optimal configurations C7 and
the near-optimal number of cameras C* are obtained. Otherwise, the problem is
iteratively solved for C := C + 1 until equations (3) and (4) are satisfied or the
maximum number of cameras from eq. (10) is reached. We solve (11) with the
pattern search method [31], which is a derivative-free approach compatible with
our cost function y. Although global optimality is not guaranteed, this method

always provides, at least, a local optimum.

4.3. Minimization problem of the complete deformation process

We extend the result obtained in the previous section, the minimum number of
cameras C* (k) at the deformation instant k, to the complete deformation process.
The first step consists in solving (11) for a set of instants such that Assumption 2
is still satisfied at each two consecutive instants. When we have the solution for

each selected k, we compute the minimum number of cameras that are required to

18



Algorithm 1 Compute C*.

1: Setk+ 0
2: C* + Cpin(k) # obtained from (9)
3: while k < K do

4.

5:
6:

10:
11:
12:
13:

14:

Initialize %, > %y, and ¥ > Y,
C*(k) = Cpin(k) — 1
while ((y, > %) or (v > ¥7)) and (C(k)* < Cpax) do
# Cyax 18 obtained from (10)
C*(k) «+ C*(k)+1
Minimize y(k, ¥;,d;, ¢;) # defined in (11)
end while
if C* < C*(k) then
C* « C*(k)
end if
k< k+1

15: end while

16: return C*

19



335

340

345

350

355

perform the coverage task as C* = maxy; C*(k). This conservative measure im-
proves the robustness against unexpected situations, although it may overfeed the
system with unnecessary cameras at certain instants. After that, the optimization
is performed again with C(k) = C*,Vk, and the reference positions and orienta-
tions are computed. The main steps involved in the minimization of the number
of cameras for the full deformation process, and the sequence in which they are
performed, are shown in Algorithm 1.

It is important to highlight that this process is offline, i.e. it is performed over
the reference contours and before the real task takes place. If the evolution of the
object’s deformation is similar to the planned one during the real coverage task
and the optimization objectives are still achieved, these reference configurations
are the ones the cameras will adopt. The target visibility and resolution are evalu-
ated online by comparing the detected segments with the ones in Syef. During the
real coverage task, if one of the points detected by the cameras, at least, lies on
an area containing a reference segment, we consider that the reference segment is
detected. The accuracy of the selected cameras determines the dimensions of this
area. Then, if equations (3) and (4) are satisfied at k, each camera will follow the
shortest path from ¢;(k) to ¢;(k+ 1), while avoiding collisions with the neighbor-
ing cameras to reach the next optimal configuration. In case deformation evolves
in a different manner than the planned one, we propose in the next section an on-
line reactive strategy that improves the achievement of the optimization objectives

in a setup with high uncertainty.

20
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5. Online optimization

During the real coverage task the object may undergo unexpected deforma-
tions. In order to properly capture these deformations and continue to cover the
object as required, the system must be able to reconfigure itself in an online man-
ner if necessary.

In case abnormal deformations (over a threshold) are detected, the object’s
reference contour is updated with the cameras data. Then, we propose an online
repositioning technique that performs local optimizations at the camera level, as
opposed to the offline method, where optimizations occur at the set level. This
method provides near-optimal configurations of lower quality than the global op-
timization, but much faster than the former one. According to Assumption 2, de-
formations are small between k and (k+ 1), and therefore we consider that ¢;(k)
and ¢;(k+ 1) will be close. Then, we can restrict the values of the optimization pa-
rameters and perform individual optimizations with each camera. The new local

optimization problem at the deformation instant (k+ 1) is defined as follows:

Given Cr, S
minicmize Y=F - %+(1—-F) %+ (13)
subjelct to dg(ci(k+1),¢;(k+1))>d,,

ci(k)-(1—m) <ci(k+1) <cij(k)-(1+m),

Vijl=1,...,.C,i#1,
where S is the set of detected segments and m is a user-defined threshold that
sets the allowed margin to perform the local optimization. It is worth mentioning

that, despite the fact that only the configuration of one camera is optimized each

time, the complete visibility graph with all the cameras is considered. The local

21
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Figure 4: Flow chart including the main elements in the online optimization method.
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optimizations can be solved in parallel, but better results in terms of optimality can
be obtained if the problem is solved sequentially for each camera, at the expense
of a higher computational cost. After each local optimization, the visibility graph
is updated with the newly computed configurations.

The local optimization method also allows to relax Assumption 1.3 as follows:
The deformation of the object is unknown, but an approximated shape of the 2D
contour of the object, called reference contour, as well as an approximated g(k)
are known at the initial deformation instant k = 1.

This means that we can utilize this technique even when the deformation evo-
lution is unknown a priori, provided that the initial contour shape is known. As
long as the detection of segments with coverage requirements (¢; > 0 or r; > 0)
is maintained from k to (k+ 1), the local optimization can be directly applied over
the updated contour. At the initial deformation instant we still need to apply the
iterative optimization, in order to obtain the set of C* minimal cameras with their
initial near-optimal configurations. C* will remain constant for the whole defor-
mation process, as well as the target visibility and resolution. Note that main-
taining the target values over time requires tracking and matching of the contour.
We consider that the development of these techniques is out of the scope of this
study, and we assume they are given. Figure 4 shows a flow chart with the main
processes of the online optimization method.

It may happen that the local optimizations are not able to achieve the target
visibility and resolution at some k. In such situations, the global optimization,

with the complete set of cameras, can be executed online.
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6. Experimental results

In this section, we present different experiments focused on validating the the-
oretical results and techniques we have developed. We evaluate in Matlab® a gen-
eral set of cases, with diverse shapes and deformation processes. In the absence of
a specific data set with 2D objects that undergo deformation, the 2D shapes we use
in the simulations have been obtained from the MPEG-7 data set [32]. This data
set contains many different images in bitmap format. From these images, we have
extracted a sampled contour by using a regularly spaced grid. Firstly, we will test
the effectiveness of our methods for obtaining the desired results and behaviors,
i.e. how well they meet the expected operational requirements. Secondly, we will

evaluate their performance and utility for being applied on real perception tasks.

6.1. Maximum visibility and resolution tests

We will start by testing the effectiveness of our methods for obtaining the
maximum visibility and maximum resolution of contours from the data set. As we
previously mentioned, this information is needed for setting feasible coverage ob-
jectives, and it will we exploited in the next sections. Given a 2D image from the
data set, we extract and sample the contour to create a set of reference segments
Sref- Then, we cover the sampled contour with a set of evenly spaced omnidirec-
tional cameras with unlimited FOV range at a distance d from g, and afterwards
we create and analyze bi-partite visibility graph. We have applied the method to
the 1400 images of the MPEG-7 data set with the following common parameters,
for uniformity purposes: S =200 segments, C = 500 cameras and d is equal to the

greater side of each contour bounding box. Figure 5 shows some examples that
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have been tested with our method, including their visibility ratios v,, defined as
vr(%) = 100 - visible perimeter [ total perimeter . (14)

The segments are colored depending on their maximum resolution r; with respect
to r40p, the absolute maximum resolution, in five different intervals. Figure 6
shows a box plot of the v, values of all the images from the data set, grouped
in six different categories according to the total contour perimeter. Results seem
reasonable for different reasons. As expected, lower visibility ratios are obtained
as the contour perimeter increases, since shapes with longer perimeters in the
data set are usually more complex. We can see also that as the contour perimeter
increases, so does scattering in the v, values. Besides, in Figure 5 the closer
to perpendicularity the segments are to the radii of the circumference where the
cameras are placed, the higher the r; values are. Additional statistical measures
include an average visibility ratio of 96.98%, a 65.29% of the contours being
fully visible, and a minimal visibility ratio of 32.70% (Fig. 5(f)). As no previous
analyses about visibility and resolution of 2D shapes such as the one we present

have been performed, this study may serve as a baseline for further research.

6.2. Cost function tests

Now, we evaluate the effectiveness and performance of y (11). Given a 2D
object, we analyze how the system is configured in different situations. In order
to properly highlight the effects of each individual term in y, we perform the

following simulations over a squared contour shape:

a) Y= 7. Only visibility properties are analyzed. 19; =1 for all contour
segments, which corresponds to a coverage task where we want the full

contour to be inspected by, at least, one camera.
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Figure 5: Shapes from the MPEG-7 data set [32] with their visibility ratios. Segments are colored

depending on their maximum resolution r; with respect to 7, the absolute maximum resolu-

tion. Occluded segments are depicted in red (best seen in color and with zoom). The dashed line

circumference indicates the distance d from g where the omnidirectional cameras with unlimited

FOV range are placed.
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b) 7= 7,. Only resolution properties are analyzed. r; = r7"* /2 for all contour
segments, which corresponds to a coverage task where we want the full

contour to be detected with, at least, the half of the maximum resolution.

¢) Y= (%~+7) /2. The effects of combining the visibility and resolution terms
are studied. 19}“ =1 for the segments of the top and bottom sides of the
square, and ¥} = 0 for the rest. r; = r’* /2 for the segments of the right and
left sides of the square, and rj = 0 for the rest. It corresponds to a coverage
task where we want some parts of the object to be simply inspected, while

others must be inspected more accurately.

d) y=(%+7%)/2+ ¥s. All terms are considered, including the ¥ term. The
target visibility and resolution are set in the same manner as in statement c).
It corresponds to a coverage task similar to the one of the previous case, but

here the cameras must be more separated for safety reasons.

For these tests we set C = 4 cameras, S = 100 segments, 8 = 30°, L, = 400
units, and the Y5 exponent is set to w = 5. These cameras are radially constrained
to the space between the distances d,;;, and dy,., which have been set to 1.5 and
2.2 times the greater side of the contour bounding box, respectively. Figure 7
shows the restricted visibility graphs optimized at each simulation, and Table 1
contains the values each term of y takes. We can see clearly how %, induces the
cameras to move towards the radial limit d,,,y, so that the FOV is exploited to
the highest extent and the maximum number of segments are detected (in fact,
in Fig. 7(a) the yellow camera could be omitted without affecting the result). A
different tendency is driven by 7. in Fig. 7(b), which pushes the cameras to be

closer to the object and as perpendicular as possible to the faces of the square, so
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that higher angular resolutions are obtained. The combined effects of ¥, and ¥,
reach the optimized state shown in Fig. 7(c), which is modified in Fig. 7(d) when
adding Y5 to include wider separations between the cameras.

Additionally to these tests, we study the influence of w in the effects that Y5
produces. The iterative optimization is applied to a circular contour with § = 100
segments, covered by a set of C = 6 cameras with FOV restricted to 8 = 45° and
Lyuax = 800 units. The radial constraints of the cameras are the same as in the
previous case. In this example, we consider a critical section of the contour that
must be inspected by at least 4 cameras. Therefore, the target visibility of 20 con-
secutive segments is set to 19]7k =4, while for the rest of the segments 19}k = 1. This
configuration produces a dense concentration of cameras. For better understand-
ing the simulation results, the user-defined factor F has been set to 1 to disable the
resolution term. Then, there are opposite effects produced by ¥, and 7Y in such
setup: while the cameras tend to be close by the effect of ¥, and the achievement
of the required coverage, Y forces them to be separated. The balance here is mod-
ified by assigning decreasing values to the w exponent. This extends the effective
distance of Y, which forces the cameras to be more and more segregated.

Figure 8 shows the graphical results of these optimizations for w = 5,4,3,2,
and Table 2 summarizes, for each w, the values the terms in 7 take. It can be seen
that at the beginning, as w decreases, %, remains constant and 7, increases. Then,
when w = 3, ¥, starts to grow and Y5 decreases, and finally for w = 2 both values
increase.

These results show how adaptive the cost function is to different coverage
tasks. By adjusting the configuration parameters (namely, F and w) we can give

preference to the visibility goal over the resolution goal or vice versa, or favor
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Figure 7: Four restricted visibility graphs resulting from different test with C = 4 cameras, over a
squared shape. 19]’-* = 1 in the thin orange line segments and 19;-‘ = 0 in the rest, while r;f = r;”“x /2
in the thick orange line segments and r;f = 0 in the rest.
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Figure 8: Four restricted visibility graphs resulting from test cases with different values of w in the
Yo term, over a circular shape. Thick orange lines represent those segments that must be detected

by 4 cameras (19;-‘ =4).
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Table 1: Evaluation of the terms of y with the squared shape, at each one of the four simulations

(Fig. 7).

Test FIF% | (1-F)% Yo Y
Fig. 7@ | 1 | 0 0 8.9956E-5 | 8.9956E-5
Fig. 7() | 0 | 0 | 9.5917E-1 | 1.0458E-4 | 9.5928E-1
Fig. 7(c) | 0.5| 0 |4.7290E-1 | 1.6684E-2 | 4.8958E-1
Fig. 7(d) | 0.5| 0 | 4.7404E-1 | 8.1569E-4 | 4.7485E-1

Table 2: For each simulation with a different value of w, over the circular shape, values of the

terms in y (Fig. 8).

Test Y Yo Y
w=35 || 3.7500E-2 | 1.6720E-2 | 5.4220E-2
w=4 | 3.7500E-2 | 3.8068E-2 | 7.5568E-2
w=73 || 1.1875E-1 | 2.0267E-2 | 1.3902E-1
w=2 | 1.5625E-1 | 5.2453E-2 | 2.0870E-1

greater separations between the cameras in case higher levels of safety are needed.

6.3. Offline optimization tests

Our offline techniques for solving the minimization problem over a complete
deformation process, are evaluated next. In this case, we consider a bone shape
taken from the MPEG-7 data set and we sample it in S = 100 segments. We model
deformation by applying different exponential distortion functions to the initial
shape. Cameras’ FOV are here constrained to f = 60° and L,,,, = 600 units, the

minimum radial limit d,,;, is equal to the greater side of the contour bounding
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box, and the maximum limit d,,,x = 1.3d,,i,. With respect to the optimization
objectives, a combination of visibility and resolution is established: r}f = r;.”“x /2
and 19]’.k = 0 for the segments of the top and bottom straight sides of the bone, and

=

7 =0and 19;-‘ =1 for the rest. This definition simulates an inspection task where

the top and bottom sections of the bone must be detected more accurately than
the rest, but full contour coverage is still required. The coverage task could be
applied, for instance, to a 3D printing process where a precise quality control is
needed. Then, Algorithm 1 is executed to obtain the minimum number of cameras
C* of the deformation process. Afterwards, the system is optimized at each k with
the already obtained C*. Figure 9 shows the restricted visibility graphs resulting
from the iterative optimization at different k (k = 0, 100,200, 300) from (a) to (d),
and from (e) to (h) the restricted visibility graphs computed with C* = 6 cam-
eras. Table 3 includes, for three different cases we have selected for comparison,
the values of each term in Y. The first row of Table 3 represents the case where
the cameras remain fixed at evenly spaced positions (0, 90, 180 and 270 degrees
around g(k = 0) and d; = (dymax + dmin) /2, Vi), oriented towards g(k = 0). The
second row shows the results of fixing the near-optimal configurations at k = 0,
and the third one contains the values of each term at the cases shown in Fig. 9,
from (e) to (h). Even when the system is overpopulated with more cameras than
the strictly necessary at some k, it can be seen how the optimized solution with
mobile cameras improves both resolution and visibility results of the coverage
task. The value of this results lies in the fact that the coverage task is success-
fully executed by means of a minimal set of sensors. Therefore, we can state that
the system of offline near-optimal configured mobile cameras is useful for inspec-

tion tasks of deformable objects whose prescribed deformation is approximately
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Figure 9: From (a) to (d), restricted visibility graphs at four different deformation instants, result-

ing from the iterative optimization over a bone shape. The restricted visibility graphs resulting

from the optimization with a set of C* = 6 cameras, over the same shape and at the same four de-

formation instants, are shown from (e) to (h). 19;‘ = 1 in the thin orange line segments and 19; =0

in the rest, while r; = e /2 in the thick orange line segments and r; = 0in the rest.

known.

6.4. Online optimization tests

Now we test the local optimization method. In this case, we consider a turtle

shape from the MPEG-7 data set, with § = 50 segments, increasingly distorted to

simulate deformation. Deformation is modeled by applying exponential distortion

and a total counter clockwise rotation of 45 degrees. The cameras are modeled

with B = 60° and L,,,, = 2000 units, the minimum radial limit d,;, is set approx-
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Table 3: Values of each term in 7, at four deformation instants for comparison of three different
setups. The setup of the near-optimal configured mobile cameras corresponds to the cases (e)-(h)

in Fig. 9.

| k=0 | k=100 [ k=200 [ k=300 |

% |0 0 8.1818E-2 | 1.9231E-1

Evenly spaced fixed ¥ | 4.8683E-1 | 4.8559E-1 | 4.8389E-1 | 4.8221E-1
cameras (y; : 0°,90°,180°,270°) | Y5 | 1.1685E-5 | 1.1685E-5 | 1.1685E-5 | 1.1685E-5
Y | 4.8684E-1 | 4.8560E-1 | 5.6572E-1 | 6.7453E-1

% |0 1.7241E-2 | 1.1818E-1 | 1.9231E-1
Near-optimal configured Y- | 4.8485E-1 | 4.8339E-1 | 4.8151E-1 | 4.7997E-1
cameras fixed at k =0 Yo | 2.9585E-5 | 2.9585E-5 | 2.9585E-5 | 2.9585E-5
Y | 4.8488E-1 | 5.0066E-1 | 5.9972E-1 | 6.7231E-1

% |0 0 0 0
Near-optimal configured Y- | 4.8485E-1 | 4.8330E-1 | 4.8130E-1 | 4.7969E-1
mobile cameras Yo | 2.9585E-5 | 3.8946E-5 | 4.7513E-5 | 5.6068E-5

v | 4.8488E-1 | 4.8334E-1 | 4.8135E-1 | 4.7975E-1

imately equal to the greater side of the contour bounding box, and the maximum
limit dy,qx = 1.5din. As for the optimization objectives, the resolution term is
omitted for simplicity (F = 1), and 19;-‘ = 1 for all the visible contour segments.
We execute the iterative optimization at the first deformation instant, that provides
C* = 4 cameras and the initial near-optimal configurations. Afterwards, we apply
the local optimization sequentially with each camera at each instant, for a maxi-
mum allowed relative difference between ¢;(k) and ¢;(k+ 1) of 0.05. Figure 10
contains the visibility graphs of this test at eight different k (k = 0,100, ...,700).
From (a) to (d) the entire contour is successfully detected, and from (e) to (h)
only two segments below the turtle’s tail are lost. In comparison with a local opti-
mization, which takes in this case 0.4 seconds on average to solve, the last global

optimization with four cameras is 7.5 times slower, taking around 3 seconds. The
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relevance this results show is related to the achievement of the coverage objectives
in a much faster manner than the offline method, which is fast enough so that the
approach can reconfigure the system online, and also to the fact that deformation

of the object over time is unknown.

6.5. Global and local optimizations comparison tests

We perform an additional test in order to compare the offline global and on-
line local optimizations in more detail. A ‘C’ shape, with ends that progressively
approach to each other, is sampled with § = 100 segments. The FOV of the cam-
eras is set as in the previous test, as well as the radial limits and the optimization
objectives. Then, the same deformation sequence is evaluated with the local op-
timization technique (see Fig. 11 (a)-(d)), with a threshold of the 5% of allowed
deviation between ¢;(k) and ¢;(k+ 1), and the global optimization one (see Fig. 11
(e)-(h)). Results show that the global optimizations perform slightly better than
the local ones, with an improvement of 0.02 in ¥, at the last two deformation in-
stants. However, the computational cost is much higher: a global optimization
takes 13.96 seconds on average to solve the system, while a local one takes just
1.04 seconds. Thus, we would select the online strategy for those inspection tasks
where the deformation of the object over time is unknown. Otherwise, we would
opt for the offline method, which is not as fast as the online one but provides better
quality results. It is worth mentioning that the order of the cameras may change
from k to (k+ 1) in the global optimization (e.g., from Fig. 11(f) to Fig. 11(h)
the blue camera changes twice its order into the cameras sequence). This does
not represent a problem, due to the fact that the near-optimal configurations are
assigned to the cameras of the real-world system so that the total traveled distance

is minimized, while the angular order of them is preserved.
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Figure 10: Restricted visibility graphs at different deformation instants, with the corresponding
values of 7,. After the iterative optimization at k = 0, local optimizations are performed with a set

of C* =4 cameras. ¥; = 1 and r}; = 0 for all the visible contour segments.

A video that illustrates the main aspects of the methods in different simulation

scenarios is included as additional multimedia material.

6.6. Real experiment

Finally, we test the global optimization in a real setup. Figure 12 shows an
experimental setup where the goal is to perform full visibility coverage with three
cameras, of a sole and last assembly task. In this illustrative example, the evalua-
tion of such setup may be performed visually, but numerical analysis of the result
cannot be provided accurately due to the complexity of the shape. Therefore, we

propose an additional experimental setup to facilitate the quantitative validation
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Figure 11: Restricted visibility graphs at different deformation instants of a ‘C’ shape, with the
corresponding values of 7. ﬁj’f =1land rj» = ( for all the visible contour segments. After the global
optimizations at k = 0 in (a) and (e), with C = 4 cameras, the results of applying local ((b)-(d))
and global ((f)-(h)) optimizations are shown for comparison. We can see how global optimizations

obtain better configurations for minimizing %,, at the expense of a higher computational cost.
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Figure 12: Views of three cameras (left to right) in a full visibility coverage experimental setup,

where we represent three steps (top to bottom) of a sole-last assembly task.
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Figure 13: View of the real experiment setup. The Intel RealSense D435 module is on a tripod

that is positioned and oriented to get the different optimal configurations of the cameras.
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of the coverage system. A 21 X 21 [cm] paper structure is sequentially folded
to simulate a three-steps deformation process (Figure 13). This structure is hor-
izontally divided into 28 segments of 3 [cm] in length, which are imprinted and
numbered in the faces of the structure. Due to the fact that the object itself is
segmented, we can perform the coverage task with a standard color camera whose
optical center’s position is known. With the segments directly imprinted in the
object, we also facilitate the interpretation of the results. In this case, we consider
an Intel RealSense D435 module installed on a tripod, with a color camera of
69 =+ 1 degrees horizontal FOV (8 = 69°). We assume that there are no range con-
straints in this setup (L,qx <— o). The optimization objective is set as r;f = ﬂj?’“x /4
and 19;-" = 0 for the segments {1,2,3,4,12,13,14,20,21,25,26,27,28} and r}'f =0
and 19;-‘ = 1 for the rest, with ' = 0.5. We execute algorithm 1 to obtain the min-
imum number of cameras C* of the deformation process, and we obtain C* = 3.
Then, the system is optimized with C = 3 at every deformation instant, and we get
the optimal configuration of the cameras. Figure 14 shows the simulation results
and the images taken by the Intel RealSense color camera from the different opti-
mal configurations at each deformation instant. We can see that all segments are
successfully detected, which means the visibility coverage is achieved. Figure 15
shows the results concerning the angular resolution of the selected contour seg-
ments with r; 7 0 (the resolution of the rest of the segments is not measured). We
measure the angular resolution directly from the images, by mapping the horizon-
tal resolution of the segments in pixels to the corresponding section of the FOV (in
this case, the horizontal resolution of the images is 640 pixels, which corresponds
to the 69 degrees FOV of the color camera). We see that the target resolution is

achieved and improved in all segments, which means that the resolution cover-
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age 1s achieved. These results confirm the validity and utility of the methods we

propose for the application in real perception tasks.

7. Conclusion

In this paper, we have presented a multi-camera system for coverage of de-
formable contour shapes, according to a prescribed objective in terms of visibility
and resolution. Firstly, we develop a technique that allows to obtain the theoretical
maximum visibility and resolution of a 2D shape at each deformation instant, with
an infinite set of omnidirectional and unlimited FOV range cameras. Afterwards,
we use this information to define feasible coverage objectives along deformation,
and then we apply an iterative optimization technique that provides the minimum
necessary number of cameras for the coverage task and their near-optimal con-
figurations. Therefore, by obtaining a minimal number of cameras we are able to
reduce the computational cost of the data processing, and also the synchronization
complexity. Finally, we propose a method based on local optimizations that out-
puts near optimal configurations much faster than the global optimization. This
method is also applicable online in the case where deformation evolves in an un-
known manner. We have tested our approaches by means of different experiments,
and the results show they are effective and useful for performing coverage tasks
in a wide range of cases: for different objects, deformation processes, coverage
objectives, safety conditions and spatial constraints. We want to highlight that our
optimization algorithms guarantee the achievement of the target coverage. How-
ever, depending on the specific sensors that are considered for the real perception
task, the final error of the recovered object shape may vary. In this respect, it is

important to properly define the coverage task to obtain the required information
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(a) Configuration of the cameras at the first deformation instant

(c) Configuration of the cameras at the third deformation instant

Figure 14: Real experiment results. At the left, the first images correspond to the restricted visi-
bility graphs that result after executing the offline optimization for C = 3. The next three images
at the right side correspond to the views of the Intel RealSense color camera in the red, green and

blue configurations respectively.
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Figure 15: From top to bottom, we show the angular resolution results in the first, second and
third deformation instants of the real coverage tasks. The top dashed lines correspond to the
maximum angular resolution of the segments, the bottom dashed line to the target resolution and
the continuous line to the resolution measured from the images of the Intel RealSense cameras.

We can see that the target resolution is achieved and improved in all segments, even getting some

Contour segment

results which are close to the maximum values.
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of the object. Future research directions include extending our method to perform

coverage in 3D, adapting the target coverage online according to the sensors data

and allowing the cameras to move in and out of the formation along the deforma-

tion process, depending on the coverage requirements.
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