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Abstract

Ferromagnetic parts are widely used in various industries such as automotive,
aerospace, and machinery. The production of these parts involves several processes,
including casting, forging, and machining. During these processes, defects can
occur in the surface or near-surface of the parts. These defects can compromise the
integrity of the parts, leading to potential failures in their performance. Therefore,
it is crucial to detect and identify these defects before the parts are put into use.
Magnetic particle inspection (MPI) is a non-destructive testing method widely used
in the industry to detect surface and near-surface defects in ferromagnetic parts.
In this method, magnetic particles are applied to the surface of the part, and a
magnetic field is applied to the part. The magnetic particles accumulate around
the defects, creating a visible indication of their presence. Qualified operators
perform visual inspection of the parts to identify the defects. However, manual
inspection by qualified operators can be time-consuming and error-prone. Moreover,
the identification of defects can be subjective and dependent on the operator’s
experience and expertise. Therefore, there is a need to develop an automated
method for defect identification in ferromagnetic parts based on the magnetic
particle technique.

In this context, this PhD study aims to investigate and develop a deep learning
based method for automatic defect identification in ferromagnetic parts based on the
magnetic particle technique. Our proposed system for detecting defects in fasteners
is based on the application of convolutional neural networks (CNNs). CNNs are a
type of deep learning architecture that are particularly effective in image recognition
tasks. They are able to learn complex features and patterns in images without
the need for manual feature engineering or preprocessing. This makes them ideal
for automating the detection of defects in manufacturing settings. The system is
designed to process raw images of fasteners and output the presence and locations
of defects. This is achieved through a training process where the CNN is fed a large
number of labeled images of fasteners, some with defects and some without. The
network learns to recognize the patterns and features associated with the presence
of defects and is able to generalize this learning to new images of fasteners. CNNs
are a powerful tool for computer vision and machine learning, but they face several
challenges. One of these challenges is overfitting, where the model is too closely fit
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to the training data and performs poorly on new data. Regularization techniques
can be used to address this challenge. Additionally, limited data, imbalanced classes,
or inconsistent labels can make training and evaluation difficult. There is also a
growing demand for CNNs to be explainable, especially in applications such as
manufacturing defect detection. Finally, there are often constraints on the size and
complexity of CNN models, particularly when they need to be deployed on devices
with limited resources or integrated into robotic systems.

The starting point of this PhD study is to design a reliable image acquisition system
that combines both frame and line scan cameras to capture the head and shank
portions of rotating fasteners. This methodology captures high-resolution images
of both sections, allowing for detailed analysis of surface finish and dimensional
tolerances, which can help identify potential defects. The use of both cameras at
high speeds provides for efficient image acquisition while improving the accuracy
and repeatability of the image analysis. The proposed methodology represents a
significant advancement in the field of fastener inspection and quality control.

The second step employs a data-centric approach through the use of data
augmentation and GAN-based synthetic images to expand the size and diversity of
the training dataset. Combining the data-centric approach with the model-centric
approach using multi-task learning improves the performance of the defect detection
model by allowing it to learn from multiple sources of information and to generalize
better to new tasks. The proposed multi-task learning model can handle multiple
tasks simultaneously, making it more efficient and interpretable.

Finally, explainable AI techniques are used to make the defect detection model more
interpretable and explainable, with GradCAM generating the most interpretable and
explainable heatmaps. The combination of knowledge distillation, transfer learning,
and fine-tuning is also used to improve the speed and accuracy of the model.
Overall, the proposed methodology combines multiple techniques and approaches
to improve the efficiency and effectiveness of the defect detection process, with
potential applications in various industries.
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Introduction 1
The field of manufacturing has seen a significant shift towards Industry 4.0 [1],
with the integration of advanced technologies such as the Internet of Things (IoT)
[2], big data analytics [3], and machine learning (ML) [4] into the manufacturing
process. Among these technologies, ML has been recognized as a key enabler of
Industry 4.0, with the potential to improve manufacturing efficiency, quality, and
flexibility. One area in which ML can be particularly beneficial is in the inspection
and quality control of fasteners [5]. Fasteners are an essential component in many
manufacturing processes, and their quality and integrity are critical for ensuring the
performance and safety of the final product. However, automating the inspection
process of fasteners using ML can be a challenging task, particularly when dealing
with high-speed production processes and small, intricate components.

To tackle this challenge in this field of study, we present a solution methodology that
integrates multiple approaches to develop a strong computer vision application for
inspection and quality control of fasteners. Our proposed methodology involves the
following steps:

• Image Acquisition System: The first step in our proposed methodology is
to design a reliable image acquisition system for acquiring images from the
fastener production process. We used a combination of both frame and line
scan cameras in an image acquisition system to capture the head and shank
portion of rotating fasteners respectively. This combination offers several
advantages, including the ability to capture high-resolution images at high
speeds, improved accuracy and repeatability, and the potential for improved
efficiency and effectiveness in fastener inspection processes.

• Data centric deep learning approach: In this step, we used a data-centric
approach to expand the size and diversity of the training dataset acquired in
step 1. This is achieved through a combination of traditional data augmentation
and Generative Adversarial Neural Network (GAN) based synthetic images.
Data augmentation is used to artificially expand the size of the training dataset
by generating new, synthesized samples that are variations of the original
samples. This can help to improve the generalization ability of the model and
reduce overfitting. In addition, GANs are used to generate synthetic images
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of defects, which greatly expand the size and diversity of the training dataset,
resulting in improved accuracy of the model.

• Model centric deep learning approach: Our proposed model-centric
approach involves the use of deep learning models to analyze the images
acquired in step 1 and 2. Our proposed model-centric approach focuses on
utilizing models and incorporates the technique of multi-task learning, which
trains a single model to perform multiple related tasks simultaneously. This
can improve the performance of the defect detection model by allowing it
to learn from multiple sources of information and generalize better to new
tasks. Additionally, a multi-task learning model can be more interpretable than
a single-task model, as it can provide insights into the shared features that
are important for multiple tasks. This approach allows the model to learn
from multiple sources of information and to generalize better to new tasks.
Additionally, we employed attention mechanisms to leverage the most relevant
features for the inspection task, resulting in improved accuracy and efficiency.

• Explainable deep learning algorithms: We utilized Explainable deep learning
algorithms to analyze and understand the predictions provided by deep
learning models. This can help quality inspectors to understand the reasoning
behind the predictions and make sure that the deep learning model is focusing
on the correct predictors for the task at hand.

• Model compression: We employed a combination of knowledge distillation
and post-quantization methods to reduce the size and improve the speed
of real-time inference for deep learning-based defect detection models on
edge devices. This allows for faster and more efficient detection of defects in
products.

With the integration of all these steps, we aim to develop a strong computer vision
application for inspecting and controlling the quality of fasteners, thereby enhancing
the efficiency and efficacy of fastener inspection procedures in the manufacturing
sector. The proposed methodology is a significant advancement in the area of deep
learning-based surface inspection and quality control, and has the potential to
significantly enhance the quality and safety of manufactured products.

The remainder of this chapter focuses on the current state of the art techniques for
fastener manufacturing in real-time industrial scenarios, as well as the methods
used for quality inspection. This includes both manual quality inspections using
destructive and non-destructive testing methods, as well as automated vision-based
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inspections utilizing traditional machine vision and deep learning-based approaches.
The justification for this thesis is then thoroughly explained.

1.1 State of the art
Traditional factories are being transformed by the Industry 4.0 revolution
into intelligent manufacturing environments with a high degree of autonomy
and automation [6]. An increasing amount of flexibility is needed during the
manufacturing processes, including the quality check. The need for flexibility is
a result of the extensive range of product variations driven by consumer preferences
and the dynamic variation in yearly demand [7]. The IOT is viewed as a key
technology for Industry 4.0, which is a term used to describe the new industrial
revolution that involves the digitalization of smart factories [8].

The quality control process is still based on manual operations in the manufacturing
of fastener components. The term "fastener" refers to a broad range of screws,
bolts, nuts, and other kinds of tools used to join and secure components together.
The Fasteners are crucial for connecting two or more components together when
designing structural systems. They are ubiquitous component of our world, used in
everything from household appliances to airplanes. Among the numerous industries
that depend on them are automotive manufacturing, aerospace, furniture, household
appliance, building and construction, security, military and defense, electronics,
and wind turbines. Fasteners come in many different varieties and are used in
a wide range of commercial, industrial, and consumer product situations. The
market for industrial fasteners was estimated at USD 88.43 billion in 2021 [9],
and from 2022 to 2030, it is anticipated to rise at a compound annual growth
rate of 4.5% [9]. The market is anticipated to be driven by the increased demand
for industrial fasteners in the automotive and aerospace industries, as well as by
the expanding population, significant investments in the construction industry, and
rising construction spending.

To survive in a competitive environment, the fasteners manufacturing companies
need to produce quality products with high productivity and low operation costs
[10]. The quality of the fastener is an important factor in determining consumer
satisfaction. To satisfy customers, ensuring the quality of manufactured products
has always been essential [11]. As a result, many manufactures tend to evaluate the
quality of their products from the standpoint of the customer rather than from their
own. Massive product recalls involving high-end automobiles, electronic equipment,
or household appliances serve as ominous reminders of the potential consequences
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of a lack of quality. Therefore, manufacturing firms create standardized procedures
to guarantee the quality of their manufactured products in an effort to remain
competitive [12]. These procedures are primarily incorporated into the production
process. For instance, it might use a variety of inspection strategies or random testing
using measurements and visual inspection.

The most fundamental and widely recognized method of inspection for finished
goods in manufacturing quality control and asset maintenance is visual inspection.
Visual inspection of the finished goods is carried out, once production is finished and
all manufacturing processes are complete. To find any flaws before it gets into the
hands of the clients, it is crucial to introduce inspections at this stage.The affected
items should be removed if a defect is found at this stage. To stop the error from
happening again, it is critical to determine its root cause. It will make it possible to
keep low quality products off the market. It avoids the need for product recalls in
the event that a problem is discovered too late. Furthermore, it prevents the loss of
money and reputation that could result from a consumer complaining.

While there are some benefits to manual human inspection, particularly its high
degree of flexibility to the many different types and sizes of inspected objects, it also
has numerous significant drawbacks.The following are some of the main concerns
that could arise when conducting manual inspection:

1. Human fatigue causes manual inspection quality to decline over time.
2. Humans are often highly sensitive to small defects.
3. High cost of quality inspectors’ training.
4. It takes a lot of time and money to prepare final reports.
5. Since humans might make mistakes, manual testing cannot be expected to be

more accurate.
6. Because humans can only focus on one or two verification points during

manual testing, the scope of the test case is very limited.

Automated inspection has proven to be the finest solution for industries to rely on in
order to get over these challenges. Greater workflow efficiency is made possible by
automated quality assurance. By reducing costs associated with wasted materials
and raising overall corporate productivity, it improves the bottom line. Additionally,
it raises the standard and dependability of the complete inspection procedure.
Compared to a manual human visual inspection, it speeds up the quality assurance
and inspection procedure.
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1.1.1 Manufacturing process of fasteners
Fasteners can be made in a broad variety of sizes and shapes, but the fundamental
manufacturing method usually remains the same. Steel wire is first cold forged into
the desired shape, then heat treated to increase strength and surface treated to
increase durability, and then packaged for shipment [13]. For more sophisticated
fasteners designs, the production process may need a few extra processes. In general,
cold forging, hot forging, or machining are the three basic methods used to create
fasteners. One approach may be superior to the others depending on the desired
fastener type and the metal used to manufacture it. Figure 1.1 Illustrates the fastener
manufacturing process.

Fig. 1.1: Illustration of the fastener manufacturing process [13]

Cold forging: A variety of precision products, including torsion bars, brake
components, engine valves, and fasteners, are produced using the cold forging
method, also known as cold forming [14]. Extreme pressure is used in the procedure
to accurately and permanently deform metal while it is still at room temperature.
Large coils of wire produced by extrusion serve as the raw material, which is
usually carbon or stainless steel. To correct any existing wire curvatures, the coils
are subsequently put through a straightening operation while being mounted on
uncoiling equipment. The wire is drawn into the cold forging process via a feeding
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device, also known as a feeder. The wire is aimed at the cut-off mechanism to be
divided into distinct pieces known as blanks.

Additional turning or drilling may be required for more intricate bolt designs that
cannot be contoured through cold forging alone. During turning, steel is cut away
as the fastener is spinning at high speed to create the desired shape and design.
Making holes through the bolt can be achieved by drilling.

Hot forging: Fasteners of large diameters, starting with a thread size of
approximately M36 or greater, and lengths of approximately 300 mm or more, are
typically produced by hot forging. In order to make the bar stock more malleable, it
is heated to high temperatures before being fed into a forging press. The temperature
of the process is determined by the bar material, geometry, and tolerances. Even
complex shapes and high degrees of forming can be produced using this method
[15]. Fasteners consisting of titanium alloys and nickel-based alloys are also most
often produced using the hot forging method.

Thread forming: The thread is typically created in a thread rolling machine, where
the pieces are placed between two flat dies, one of which is fixed and the other
rotates, or between three rotating cylindrical dies. The surfaces of the dies include
grooves that match the intended thread to be created [16]. Thread rolling is
a cold forming method: It produces homogeneous, smooth, and exact exterior
threads without affecting the integrity of the microstructure. As a result, it enhances
a fastener’s mechanical properties. Thread cutting can also be used to create a
thread. Although cut threads can be produced to almost any specification, many
manufacturers choose rolling threads instead because they are frequently smoother
and more durable when handled.

Heat treatment: Fasteners are frequently subjected to heat treatments that alter
their microstructure and, in turn, their physical characteristics, such as strength
and ductility. Typically, the threading procedure is applied before heat treatment.
The process steps rely on the fasteners’ metallurgical properties. According to their
carbon content, steel fasteners, for instance, are heated to a specified temperature
and maintained there for a specific time [17]. The pieces are then quenched in water
or oil to increase their toughness and strength. To produce better ductility with fewer
microstructure distortions, the pieces are then reheated at a lower temperature.
For instance, a heat treatment line for steel fasteners includes stations for cleaning,
degreasing, hardening, quenching, cleaning, annealing, and dyeing. These lines
are typically mesh belt furnaces where fasteners go through the various stages at a
specific pace.
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Surface treatment: Addition to heat tratment, in some cases, specific surface
treatments can also be necessary. The choice of surface treatment process is
determined by the application of fasteners and the specifications of the customer
[15]. To enhance the characteristics of fasteners, for instance, specific coatings may
be used. For example, self-drilling and tapping screws both use case-hardening.The
screws are heated and held for a predetermined amount of time in a carbon-rich
environment. As the carbon seeps through the surface, the amount of carbon in the
area rises. The fasteners are then quenched, which causes them to harden. As a
result, these fasteners have a very hard exterior while maintaining a ductile inside.
Corrosion resistance is often the main issue with fasteners, thus an electrolytically
applied zinc-plated coating is a typical remedy. In this procedure, a zinc-containing
liquid is submerged around the fastener, and an electric current is then used to
coat the fastener in zinc. The risk of hydrogen embrittlement is elevated during
electrolytic treatment, though. Zinc flakes are a further choice that, despite costing
more, provide even greater corrosion resistance.

Causes of Fastener Defects: Problems with faulty manufacturing process and
material selection are equally likely to result in fastener failure [18]. Potential
manufacturing errors include:

1. If the temperature rises over 700◦ C during heat treatment and the furnace’s
protective environment is insufficient, metal decarbonization may take place.
Soft threads that could peel out may be the result of the metal decarbonization
[19].

2. The fasteners should be tempered as soon as possible after being retrieved
from the quench and before they get entirely cold during the quenching and
drawing process [20]. Quenching crack and pre-mature failure could occur if
this is not done.

3. It’s crucial that the metal’s grain flow lines form in the right direction during
the head-forming process. Grain lines that move sharply in the direction of the
head-to-shank junction struggle to maintain a healthy grain flow. Due to this,
the fastener can be vulnerable to the head coming off during installation.

4. When torque is applied, threads that are rolled too closely to the head put the
head under more stress. This can result in a failure from the head to the shank.

5. Internal hydrogen embrittlement happens when hydrogen, absorbed during
the fastener plating process, becomes trapped in the steel and migrates to
stress concentrations along grain boundaries. Under load, this might result in
an abrupt catastrophic failure.

6. The majority of threaded fasteners are protected against rust and corrosion by
plating or other protective coatings, and then they are tested for this resistance
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using American Society for Testing and Materials (ASTM) B117 (salt spray fog
test) [21]. The protective coating may deteriorate as a result of this process.

1.1.2 Quality Inspection of fasteners
The most crucial step in the production of fasteners is quality control [22]. By
comparing a sample of the output to the specification, quality control is a process for
preserving standards in manufactured goods. For quality control, every aspect of the
product is carefully examined to determine whether there was quality throughout
the entire production process. In essence, the main goal of quality control is to
identify any defects and properly correct them. The best test procedures must
be used by the industries that manufacture fasteners to analyze the fastener and
provide a quantitative analysis of the fastener with supporting data in the form of
elaborate test results. Industry 4.0 has received a lot of attention from academic
researchers and industry professionals in recent years [23].To remain competitive
in the consumer market in this era of Industry 4.0, manufacturing industries must
produce goods and services of the greatest quality [24].

Supplies with ever-higher quality standards that are as close as possible to the "zero
defect" aim is the main area of convergence for consumers and suppliers [25]. The
"zero defect" objective implies for fasteners manufacturers a continuous effort to
improve production processes through a very careful management in the production
phases, in the phases of handling and storage of the fasteners, in the phases of
"manufacturing process" and finished product quality control.

In this context, Original Equipment Manufacturers (OEMs) are frequently expected
to deliver products that are guaranteed in accordance with strict standards for both
the performance and quality of each individual component as well as the overall
conformance of the supply. International standards like ISO 3269:2002 and UNI
EN ISO 16421:2005 [26], which describe the requirements for quality assurance
systems for fasteners and the test procedures for lot acceptance, respectively, are
available for manufacturers and distributors to use.

The better the fasteners are made, the better they will perform. The fasteners
performance from assembly to the lifespan of the product that are installed in
depends on a variety of parameters, including its geometry, material, heat treatment,
finish, and others. The requirements for a fastener quality assurance system are
outlined in International Standard ISO 16426, and they must be met by distributors
and producers of fasteners [27]. These criteria aim to limit or stop the manufacturing

1.1 State of the art 9



of non-conforming fasteners in order to get as close to zero defects for the given
attributes.

Fasteners of poorer quality can be produced due to a variety of production faults,
including the use of poor-quality raw materials, improper plating or heat treatment,
wrong machining, irresponsible handling, and more. To assure a high-quality finished
product, testing and inspection methods are necessary because many flaws and
imperfections in fasteners and the raw materials used to make fasteners are not
visible to the naked eye. The testing schedule or frequency and the kinds of testing
needed vary greatly from company to company and are dependent on factors
including: business type, industries served, intended use of fasteners, applicable
standards; and customer requirement.

Testing of raw materials and/or manufactured fasteners is a common practice
in product development, production procedures, and purchasing choices for many
different types of organizations, including material suppliers, fastener manufacturers,
distributors, fabricators, and end users. For every company to grow strong sales,
a good reputation, and long-term success, this crucial aspect of quality control
measures whether or not a particular benchmark or standard has been met.
Standardization exists for the majority of industrial fasteners in terms of both
dimensions and tolerances as well as materials and qualities [28].

Testing is occasionally done on samples taken from each batch of fasteners bought
to be used in the assembly of certain products. Fasteners that will experience heavy
wear or could pose a safety risk are typically checked often. Only when a material
source or a production process is changed, or when fasteners used in less demanding
situations are subject to testing to ensure everything is in working order. Other
companies could only do testing if a client demands that they include a certification
with the raw materials or fasteners they are purchasing.

From product development and Research and Development (R&D) to fastener failure
or disposal, testing can be done at any stage of the product life cycle. Testing can
generally be classified as either destructive or nondestructive testing (NDT) [29].
NDT won’t damage the test sample, rendering it unusable, whereas destructive
testing will.

1.1.2.1 Destructive Testing
Destructive testing is a type of testing that examines the point at which a fastener
fails. In order to learn how a fastener responds to pressure, inspectors subject the
fastener they are testing to several destructive test procedures that will cause the
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fastener to distort or entirely destroy it. The physical characteristics of a fastener,
such as its toughness, hardness, flexibility, and strength, can be determined through
destructive testing techniques [30].

Testing Mechanical Properties: It is crucial to understand whether a material’s
mechanical properties are appropriate for the intended application of the fastener
before using it to make fasteners. The various mechanical testing methods examine
the qualities of manufactured fasteners or raw material specimens under compression
and tension at various temperatures. These tests include hardness testing, hydrogen
embrittlement, axial tensile, wedge tensile, proof-load, cone strip, stress rupture,
yield strength, and more. Testing can assess how heat treatments affect a material’s
mechanical properties. Tensile, yield, and elongation tests can establish whether the
desired improvements have been made after heat treating [30].

Testing Material Characteristics and Structure: Determining the composition of
materials, identifying materials and locating impurities are all made possible by
chemical analysis. Testing can be done to compare raw materials when choosing
materials or to confirm a new material when changing suppliers. Additionally, there
are circumstances in which testing samples of finished fasteners is important to
confirm the composition, such as when a product is being replicated and it is
uncertain what the original material was or when a failure needs to be looked into
[31].

A detailed analysis of a material sample or fastener using microscopic techniques
can also be provided by metallurgical evaluation in order to examine the structure
and characteristics or find flaws. Information about coating and plating thickness,
decarburization, micro-hardness, and micro-structure can be obtained via optical
magnification.

Testing can also be used to determine how certain environmental factors, such as
humidity and salt spray, affect a material.

1.1.2.2 Non-Destructive Testing
NDT is the process of testing for flaws or changes in characteristics in materials,
components, or assemblies while preserving the serviceability of the part or system.
To put it another way, the part is still usable once the inspection or test is finished
[29].

The two main goals of NDT are as follows:

1. Quality Control – Before it is used in service
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2. Maintenance and health monitoring - While it is in service

NDT techniques can be broadly divided into two categories: 1. surface NDT and 2.
bulk NDT, depending on whether the flaw or defect is present on the component’s
surface or volume (bulk) [32]. The surface NDT approach covers a number of
techniques, such as:

1. Visual-Optical Inspection
2. Liquid penetrant Inspection (LPI)
3. Magnetic particle Inspection (MPI)
4. Eddy current testing (ET)

The bulk NDT approach, on the other hand, includes techniques like Radiographic
Testing (RT), Ultrasonic Testing (UT) and Acoustic emission testing.

Visual-Optical Inspection: One of the fundamental inspection techniques used
before applying any NDT techniques is visual optical testing. Visual inspection
involves visually inspecting a component’s exterior surface in a well-lit environment
in order to find defects [33]. Magnifying glasses and other optical tools can
occasionally be used to improve visibility of the component’s surface. If the
component is tiny, a light microscope with modest magnification can be utilized to
improve the visibility of the component surface. The inspection of sheet material
surfaces is done using high-speed visual inspection with automated output, and
machine vision techniques may make use of improved picture and pattern recognition
algorithms. It is also possible to take photos of surfaces that are inaccessible from
a distance, like those inside a radioactive environment. In order to examine quick
events, high-speed camera can also be employed. If it is necessary to observe
something that is below the surface or that lies beneath, it is preferable to utilize
one of other NDT methods as visual optic has its own limitations in that it can only
perform limited external inspection. Figure 1.2 illustrates the design of a visual
inspection system for inspecting the manufactured fasteners.

Liquid Penetrant Inspection: LPI, commonly known as dye penetrant testing,
operates according to the principle of surface energy and capillary action. Both
ferrous and non-ferrous materials can be processed using this technique [34]. When
liquid is applied to the surface of a solid, one of two things can happen depending
on the interaction or surface energies: either the liquid will spread over the solid
surface, or in other words, it will wet the surface, or it won’t spread at all. Wetting
of the surface depends on surface tension, interfacial tension, wetting contact angle,
energy of adhesion (surface energy). The liquids employed as penetrants are often
colored dyes, most frequently red. The contact angle between the surface of the
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Fig. 1.2: The design of a visual inspection system [33]

component being tested and the liquid dye must be less than 90 degrees in order
for this color dye to spread over the solid surface of the component being tested.
The surface has to be clean for that to happen. Surface cleaning is therefore the
first step in this procedure. Cleaning is required to remove all impurities from the
surface of the component that will be tested. Grease, oil, or scale that may have
built up on the surface could all be considered pollutants. All of these are likely to
make the contact angle greater. A clean surface makes it more likely that the contact
angle will be smaller than 90 degrees and that the liquid dye will spread across the
solid surface. Due to its low viscosity, the liquid dye can penetrate flaws and cracks
once it has spread throughout the surface. The third step is to carefully rinse the
component surface with water following a period of dwell time of several minutes.
Water fully eliminates the penetrant from the surface, yet it still remains in the crack.
The test piece is now dried, and the fourth stage involves applying a developer to
the surface. The developer, a fine-grained white powder, dissolves in a liquid. It
covers the surface evenly, forming a coating. Once it has dried, the crack’s penetrant
is drawn out onto the surface. The surface clearly shows where the crack is located.
Figure 1.3 illustrates the principle of the LPI technique.

Eddy current testing: ET uses electromagnetic induction as its basis to find defects
in conductive materials. On the surface of a conductor, induced currents are created
when the magnetic flux flowing through it changes. Eddy currents are those currents
that flow in a direction that is opposite to the magnetic flux [35]. Eddy current
generation is the first step in this testing process. A probe is utilized to produce
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Fig. 1.3: Principle of the LPI technique [34]

the eddy currents necessary for an inspection. An electrical conductor that has
been wound into a length inside the probe is the probe. In order to create an
oscillating magnetic field, an alternating current is fed through the coil. A metal
test piece is positioned close to the probe and its magnetic field. A circular flow of
Eddy current will begin to move through the metal. Eddy currents flowing in the
material will generate their own secondary magnetic field which will oppose the
coil’s primary magnetic field over there. Changes in metal thickness or defects like
near surface cracking will interrupt or alter the amplitude and pattern of the eddy
current and thus resulting in the magnetic field. This in turn affects movement of
electrons in coil by varying the electrical impedance of the coil itself. Eddy current
instrument plots changes in the impedance amplitude and phase angle, which can
be used by a trained operator to identify changes in the test piece. This method
is widely used in the aerospace industry and in other manufacturing and service
environments that require inspection of thin metal for potential safety-related or
quality related-problems. Figure 1.4 illustrates the principle of the ET technique.

Fig. 1.4: Principle of the ET technique [35]

Radiographic Testing: RT technique is used to determine internal flaws in ferrous,
non-ferrous metals and other materials [36]. In this method the components are
exposed to short wavelength radiations in the form of x-rays where wavelength is
less than 0.001 x 10−8 cm to about 40 x 10−8 cm. Gamma-rays whose wavelength
is about 0.005 x 10−8 cm to about 3 x 10−8 cm from a suitable source such as an
x-ray tube or cobalt-60 can also be used instead of x-rays. Gamma rays which are
produced by Radio isotopes such as cobalt-60 can penetrate through specimen and
can inspect better thickness than x-rays. Specimen is tested by placing between the
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source of radiation and film. The film is used as a recording medium in radiography
testing. Both sides of the film base are covered by protective coating and emulsion
coating. The base is made of polyester and provides a transparent medium. The
emulsion is a suspension of silver salts in gelatin. The emulsion coating increases
quantity of radiation absorbed and the protective coating is done to safeguard the
film externally. If there is a void or defect in the part, large radiation passes through
the defect areas and the film appears to be darker, as shown in Figure 1.5.

The primary benefit of radiography testing is that it is ideal for identifying flaws in
thin sections and is applicable to many types of materials. The drawback of RT is
that it is unsuitable for identifying flaws in the surface of specimen. Its inability to
reveal the depth of a defect is another drawback. The main drawback of radiography
test is that it puts people’s health in danger.

Fig. 1.5: Illustration of the RT Technique [36]

Ultrasonic Testing: High-frequency sound pulses are employed in UT to find internal
flaws in the material [37]. This technique can test materials up to 30 feet in length
and thickness. The components of an ultrasonic system include a probe with pulser
and transducer, and display devices as shown in Figure 1.6. High voltage electric
pulses utilized to operate the transducer are produced by the pulsar as part of
its function. Afterward, the transducer produces high-frequency ultrasonic energy.
Sound energy produced by transducer is directed on the specimen which is to be
inspected for defects. If the sound wave approaches a crack in the specimen, it is
reflected away from its path. As a result, the transducer transforms the reflected
wave signal into an electrical signal that is displayed on the screen. The position,
size, and kind of faults in the specimen are indicated by the degree of reflection and
distortion.
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The key benefit of this technique is that it may be completely automated and
portable. Cast iron and other coarse-grained materials are difficult to evaluate using
UT because of the limited sound transmission and significant signal noise.

Fig. 1.6: Illustration of the UT Technique [37]

Acoustic emission testing: Acoustic emission testing is carried out by providing a
localized external force to the component under test, such as a sudden mechanical
load or a sharp change in temperature or pressure [38]. The resulting stress waves
then cause tiny material displacements, or plastic deformation, on the surface of
the component, which are monitored by sensors affixed to the component surface.
These waves are short-lived, high frequency elastic waves. The collected data from
many sensors can be analyzed to find discontinuities in the part.

Magnetic particle Inspection: MPI is a very sensitive non-destructive test method
used to locate surface defects in ferromagnetic materials such as forgings, castings,
weldments and machined or stamped parts [39]. The test pieces are cleaned before
inspection with a solvent degreaser to remove all contaminations. After the cleaning
solvent has evaporated, the parts to be inspected are brought into magnaflux
horizontal bench units for inspection. The basic principle is to magnetize the parts
to be inspected parallel to its surface. If the parts are free from defects the magnetic
field lines run within the fastener and parallel to its surface. In case of magnetic
inhomogeneity, for instance, near cracks, the magnetic field lines will locally leave
the surface and a leakage field occurs. When a suspension of ferromagnetic particles
is applied onto the test piece surface the magnetic particles will run off at defect
free areas. In the places of leakage fields the magnetic particles are attracted and
clustered together thus indicating the location of the defect. The surface defects
can be visible under ultra violet light [40]. Figure 1.7 illustrates the principle of the
magnetic particle testing technique.
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Fig. 1.7: Principle of the MPI technique [41]

1.1.3 Machine Vision based Quality Inspection
Machine Vision Inspection is an image processing-based technology that is used to
automate inspection procedures in production lines in a variety of manufacturing
industries. In essence, it enables the use of computer vision software, industrial
cameras, and lighting to inspect and assess the quality of products. By releasing
physical labor from time-consuming, difficult inspection chores and/or expanding
the current quality control, the technology ensures product quality and increases
overall efficiency. Machine vision inspection can also be utilized to offer production
data and statistics, which can aid in production optimisation, by digitizing the
inspection process and generating documenting data. It is widely and steadily being
employed in manufacturing sectors due to its versatility and efficiency. Machine
vision inspection for surface defect detection is include two categories: i) traditional
approaches; ii) deep learning-based approaches.

1.1.3.1 Traditional approaches
The traditional method for defect detection uses well-established computer vision
techniques such feature descriptors (Scale Invariant Feature Transform (SIFT),
Speeded-Up Robust Features (SURF), Binary Robust Independent Elementary
Features(BRIEF), etc.). For tasks like defect detection, a phase called feature
extraction is used in this method. Features are discrete areas of "interesting,"
descriptive, or informative patches in images. Feature extraction step could utilize
a number of computer vision methods, including threshold segmentation, corner
detection, and edge detection. Images are processed to extract as many features
as possible, and these features are then used to define each object class. During
the deployment phase, these definitions are looked up in other images. The
three primary categories of traditional machine vision methods for surface defect
identification are statistical-based approaches, filter-based approaches, and model-
based approaches.
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Statistical-based approaches: Statistical feature extraction [42] is a method used
in computer vision to extract features from images that can be used for image
recognition and classification. It involves using statistical techniques, such as
calculating the mean, median, mode, and standard deviation of the pixel values in
an image, to extract meaningful features from the data. These features can then
be used as input to a ML algorithm, which can learn to recognize patterns in the
data and make predictions about the contents of new images. For example, a simple
statistical feature extraction technique for an image with a defect might involve
calculating the mean and standard deviation of the pixel values for the entire image,
as well as for smaller regions of the image, such as the background, defect region,
etc. These features can then be used as input to a ML algorithm, which can learn to
identify faces in new images based on these statistical features.

For an automated defect identification system, Win et al. [43] suggested two
thresholding methods: the contrast-adjusted Otsu’s approach and the contrast-
adjusted median-based Otsu’s method. Contrast-adjusted Otsu’s method is a variant
of Otsu’s method, which is a popular method for image thresholding, or the process
of converting a grayscale image into a binary image (i.e., an image with only
two colors). In traditional Otsu’s method, the threshold value is determined by
maximizing the interclass variance between the black and white pixels in the image.
However, this method may not work well in images with low contrast, where the
difference in intensity between the black and white pixels is not very pronounced.
Contrast-adjusted Otsu’s method addresses this issue by first applying a contrast-
stretching transformation to the image, which increases the contrast between the
black and white pixels. This makes it easier for Otsu’s method to accurately determine
the threshold value. After the threshold value is determined, the image is thresholded
using this value, resulting in a binary image. Contrast-adjusted median-based Otsu’s
method is another variant of Otsu’s method, which uses the median of the image
histogram data is used instead of the mean.

Gray level co-occurrence matrix (GLCM) and HU invariant moments were utilized
by Zhang et al. [44] to extract features, and an adaptive evolutionary algorithm was
used to choose the best features. GLCM is a powerful tool for analyzing the spatial
relationship between pixels in an image, and it can be used to extract useful texture
features for a variety of image processing tasks. The Hu moments are derived from
the central moments by taking linear combinations of the moments, which makes
them even more invariant to image transformations. This makes the Hu moments
a powerful tool for shape analysis, as they can accurately describe the shape of an
object in an image, regardless of its position, orientation, or size. By applying weight
on the local neighborhood, Chu et al. [45] proposed a smoothed local binary pattern.
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For the purpose of describing outline features in steel surface defects, Hu et al. [46]
used Fourier shape descriptors. Ricci et al. [47] used canny operator to detect the
defect edges. A two-level labeling system based on super pixels was proposed by
zhao et al.[48]. Using this technique, super pixels were first grouped into subregions
and then into individual pixels.

Filter-based approaches: Traditional filter-based feature extraction for computer
vision involves using hand-crafted filters, such as Gabor filters, Laplacian of Gaussian
(LoG) filters, and Difference of Gaussian (DoG) filters, to extract features from
images. These filters are designed to highlight specific patterns and structures in the
image, such as edges, corners, and textures. The output of the convolution is a set of
feature maps, which encode the detected features in a compact representation. These
feature maps can be fed into a classifier or other downstream model to perform
tasks such as object recognition and detection. Traditional filter-based approaches
are effective at capturing local and spatial information from images, but may not be
as robust and generalizable as deep learning-based approaches.

A Gabor filter combination is used in [49, 50] to find the minute holes in steel slabs.
To find seam cracks in steel plates, Choi et al. [51] used two Gabor filters, which
have a good detection capability and effectively cut down on noise. In order to
locate the defects, Wu et al. [52] employed the modular maximum of the interscale
correlation of the wavelet coefficient; for the classification of the defects, they then
used prior knowledge of the properties of the surface defect faults. The kernel
locality preserving projection and a non-subsampled shearlet transform were both
used by Liu et al. [53] to detect surface defects. Akdemir et al. [54] used wavelet
transforms to glass surface flaws identification.

Model-based approaches:

Statistical model based defect detection [55] is a method of identifying defects in
a product or process using statistical analysis. This approach involves building a
statistical model of the normal behavior of the product or process, and then using
this model to identify deviations from the norm that may indicate the presence of a
defect. The specific steps involved in this process can vary depending on the specific
application, but generally involve the following:

1. Collecting data on the normal behavior of the product or process
2. Developing a statistical model of this normal behavior
3. Using this model to identify deviations from the norm
4. Investigating these deviations to determine if they are the result of a defect
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One advantage of using statistical modeling for defect detection is that it can help
identify defects that are not easily detectable using other methods, such as visual
inspection. This can be particularly useful for identifying defects in complex systems
or products, where it may be difficult to identify defects by simply looking at them.
Additionally, this approach can help identify patterns in the data that may indicate
the presence of a defect, which can be useful for identifying defects that occur with
low frequency or that are difficult to predict.

1.1.3.2 Deep learning-based approaches
The challenge with the traditional method is that one must decide which elements in
a particular image are crucial. Feature extraction becomes more difficult as there are
more classes to categorize. The selection of which features best define various types
of defects must be determined by the developer through judgment and extensive
trial and error process.

A deep learning-based machine vision approach [56], on the other hand, involves
using deep learning algorithms and models to enable machines to perceive and
understand their environment. This approach typically involves training deep
learning models on large datasets of images and other sensory data, and using
the trained models to extract features and make predictions about the environment.
Deep learning-based approaches are often more accurate and robust than traditional
machine vision approaches, and can enable machines to perform complex tasks such
as object detection and recognition, scene understanding, and motion planning.

According to Stephen Marsland [57], There are several learning methods in deep
learning that can be broadly classified into four categories: supervised, unsupervised,
reinforcement, and evolutionary.

• Supervised Learning [58]: Supervised learning is the most commonly used
learning method in deep learning. It is called supervised learning because the
algorithm is provided with labeled training data, where the correct output
for each input is known. The goal of supervised learning is to train the deep
learning algorithm to predict the correct output for a new, unseen input. In the
context of deep learning, this usually means training a deep neural network to
perform a specific task, such as image classification.

• Unsupervised Learning [59]: Unsupervised learning is a learning method
where the algorithm is not provided with labeled training data. Instead, the
goal of unsupervised learning is to learn the underlying structure of the data,
without any guidance from external labels. This can be achieved through
methods such as clustering, where the algorithm groups similar data points
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together, or dimensionality reduction, where the algorithm learns to represent
the data in a lower-dimensional space.

• Reinforcement Learning [60]: Reinforcement learning is a learning method
where the algorithm learns by receiving feedback in the form of rewards
or penalties. The algorithm takes actions in an environment and receives a
reward or penalty based on the outcome of the action. The algorithm then
adjusts its behavior based on the received feedback, in an attempt to maximize
the cumulative reward over time. Reinforcement learning is often used in
applications where the goal is to control a system, such as playing a video
game or controlling a robot.

• Evolutionary Learning [61]: Evolutionary learning is a learning method
that is inspired by the process of natural selection. The algorithm generates a
population of potential solutions and evaluates their performance based on
a given fitness function. The solutions that perform well are then combined
to generate a new population, while the solutions that perform poorly are
discarded. This process is repeated over multiple generations, with the goal of
finding the best solution for the task at hand. Evolutionary learning is often
used in optimization problems where the solution space is too large to be
searched exhaustively.

Several other learning techniques have been proposed to address specific challenges
in the deep learning process, such as reducing the amount of labeled data needed for
training, improving the ability to learn from limited data, adapting to changes in the
data distribution over time, and resisting adversarial attacks. By incorporating these
techniques into deep learning models, researchers aim to improve the generalization
and robustness of the models and make them more applicable to real-world
scenarios. These techniques includes Active learning [62], Contrastive learning [63],
Curriculum learning [64], Multi-task learning [65], Meta learning [66], Multiple
instance learning [67], Few-shot learning [68], Transfer learning [69], Incremental
learning [70], Adversarial learning [71], and many more.

• Active Learning [62]: Active learning is a learning technique that allows
models to improve their performance by actively selecting the most informative
examples from a large pool of unlabeled data. The goal of active learning is to
reduce the amount of human annotation required to train a model and increase
its accuracy by only training on the most valuable examples. It is particularly
useful in situations where collecting labeled data is difficult, time-consuming or
expensive. For example, in some manufacturing scenarios, annotating images
can be a labor-intensive task that requires specialized knowledge and skill. In
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such cases, active learning can help to reduce the amount of data that needs
to be annotated and improve the quality of the model.

• Contrastive learning [63]: Contrastive learning is an innovative and effective
approach for improving the performance of ML models. The basic idea behind
contrastive learning is to leverage the data itself to provide supervision and
learn the representations that are useful for the task at hand. This is achieved
by defining a contrastive loss function that optimizes the model to discriminate
between similar and dissimilar pairs of data. The goal of this process is to learn
representations that are discriminative and capture the important information
in the data. One of the key advantages of contrastive learning is that it requires
fewer labeled examples than traditional supervised learning. This makes it a
valuable tool for domains where labeled data is scarce or expensive to obtain.
In such scenarios, contrastive learning can be used to pre-train the model and
fine-tune it with a smaller number of labeled examples. This has been shown
to significantly improve the performance of the models and reduce the amount
of labeled data required.

• Curriculum learning [64]: Curriculum learning is a technique that aims to
improve the performance of models by carefully designing the learning process.
Unlike traditional ML approaches, which treat all examples equally, curriculum
learning takes into account the difficulty of the examples and learns in a
sequential manner, starting with the easiest examples and gradually moving
on to the more difficult ones. This approach is motivated by the observation
that humans often learn new concepts in a similar way, starting with the
basics and gradually moving on to the more complex topics. The basic idea
behind curriculum learning is to design a learning curriculum, or a sequence
of examples, that starts with easy examples and gradually moves on to the
more difficult ones. The curriculum is designed in such a way that it provides
a smooth and incremental learning experience for the model. The model is
first trained on the easy examples, and as it improves its performance, it is
gradually exposed to the more difficult examples. This way, the model is able
to learn incrementally, and its performance improves with each step.

• Multi-task learning [65]: Multi-task learning is a method that involves
training a single model to perform multiple tasks simultaneously. It is motivated
by the idea that learning multiple related tasks can lead to better performance
on each task compared to learning them independently. This is because learning
multiple tasks can provide additional information and constraints that can
improve the learning process, leading to a more general and robust model.
Multi-task learning can be applied to a wide range of tasks, such as image
classification, and reinforcement learning. For example, in image classification,
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a multi-task model might be trained to perform both object recognition and
semantic segmentation.

• Meta learning [66]: Meta learning, also known as learning to learn, is a
subfield of ML that aims to develop models that can quickly and efficiently
learn new tasks from a limited amount of data. It is a learning process that
trains models to learn how to learn. The idea behind Meta learning is to
develop models that can generalize well across a wide range of tasks and
can quickly adapt to new tasks using only a few examples. It has its roots
in cognitive science, where it has been studied as a way to understand how
humans learn and generalize their knowledge to new situations. In recent years,
Meta learning has gained increasing attention in the ML community, as it has
the potential to revolutionize the way models are trained and deployed. Meta
learning models are trained on a set of tasks, each of which is characterized
by its own data distribution, loss function, and task-specific parameters. The
goal of Meta learning is to learn a meta-representation that can be used to
quickly adapt to new tasks. This meta-representation can be thought of as a set
of initialization parameters or a prior that can be fine-tuned on the new task.
There are several approaches to Meta learning, including 1. model-agnostic
Meta learning (MAML) [72], 2. gradient-based meta learning [73], and 3.
metric-based meta learning [74].

1. MAML [72] is one of the most widely used approaches, where the model
is trained to quickly adapt to new tasks using gradient descent. In this
approach, the model starts with a set of initialization parameters, and
then fine-tunes these parameters on each task in the training set. The
goal is to find a set of initialization parameters that work well across a
wide range of tasks.

2. Metric-based Meta learning [74] is another approach that is based on
learning a similarity metric between tasks. In this approach, the model
learns a distance metric that can be used to determine how similar one
task is to another. This similarity metric can be used to find the most
similar task in the training set to the new task, and then fine-tune the
model on that task.

3. Gradient-based Meta learning [73] is a third approach that is based
on using the gradients of the loss function with respect to the model
parameters. In this approach, the model is trained to quickly adapt to
new tasks by using the gradients of the loss function to update the model
parameters. This approach has been shown to be very effective, as it
allows the model to learn how to quickly adjust its parameters to new
tasks.
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• Multiple instance learning [67]: Multiple Instance learning (MIL) is a type of
supervised learning where the data is represented as a set of instances rather
than individual instances. The main difference between MIL and traditional
supervised learning is that in traditional supervised learning, the label of
an instance is provided, whereas in multiple instance learning, the label
is provided for the set of instances. This makes the problem of MIL more
challenging, as the model has to make predictions based on the aggregate
information from the set of instances. MIL can be seen as an extension of
traditional supervised learning, where the goal is to predict the label of a set
of instances based on the collective information from these instances. It has
become a popular research area due to its ability to handle the uncertainty
and vagueness of the data. The uncertainty arises from the fact that the data is
often represented as a set of instances, and it is not clear which instances are
most relevant to the prediction. The vagueness arises from the fact that the
label is provided for the set of instances, and it is not clear how to assign the
label to individual instances. MIL can be divided into two categories: positive
instance learning [75] and negative instance learning [75]. In positive instance
learning, the goal is to predict the label of a set of instances that contain at
least one positive instance, whereas in negative instance learning, the goal
is to predict the label of a set of instances that contain no positive instances.
Positive instance learning is used in applications such as image classification,
where the goal is to classify an image as containing a particular object or not.
Negative instance learning is used in applications such as defect detection,
where the goal is to predict whether a set of images contain a defect or not.

• Few-shot learning [68]: Few-shot learning refers to a technique in which
a model is trained to recognize and classify new objects based on only a
few examples. The goal of few-shot learning is to enable models to learn
and generalize from small amounts of data, thereby reducing the need for
large labeled datasets and speeding up the development process. Few-shot
learning algorithms can be broadly categorized into two groups: metric-based
approaches [76] and model-based approaches [77]. Metric-based approaches
[76], such as k-NN and Siamese networks, rely on computing similarity
between the new examples and previously seen examples. Model-based
approaches [77], such as Prototypical Networks and Matching Networks,
learn a model that maps examples to a compact representation and classifies
new examples based on this representation. One of the key challenges in few-
shot learning is to effectively balance between memorizing previously seen
examples and generalizing to unseen examples. Despite the progress made
in few-shot learning, there are still several open challenges that need to be
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addressed. One challenge is to extend the few-shot learning framework to real-
world problems with large number of classes and diverse data distributions.
Another challenge is to make the few-shot learning models more interpretable
and explainable, so that their predictions can be trusted and acted upon.

• Transfer learning [69]: Transfer learning is a technique that utilizes
knowledge learned from one task to solve another related task. It is a powerful
tool that enables the reuse of knowledge gained from previously learned
models, enabling faster and more effective learning in new tasks. The key
characteristic of transfer learning is that it leverages information learned from
a previous task to solve a new task more effectively. This information can
be in the form of knowledge about the relationship between features and
labels, the structure of the data, or the features themselves. This information
can be used to reduce the amount of data and computation required to learn
a new task, and improve the performance of the learning algorithm. There
are many benefits to transfer learning. One of the primary benefits is that
it enables the rapid development of models for new tasks. By leveraging
knowledge learned from previous tasks, the time required to train a new model
is reduced, and the performance of the model is improved. This makes transfer
learning particularly useful for tasks that require a large amount of data to be
processed, or for tasks that are difficult to learn from scratch. Another benefit of
transfer learning is that it can help overcome the limitations of traditional ML
methods. For example, traditional ML algorithms often require large amounts
of data to achieve good performance. This can be a major challenge for many
applications, especially for tasks where data is scarce or expensive to acquire.
Transfer learning can help overcome this challenge by leveraging information
from related tasks, where data is more abundant, to learn the new task.

• Incremental learning [70]: Incremental learning refers to the process of
incrementally acquiring new information and continuously updating model’s
parameters over time. It differs from traditional approaches to learning where
all the information is absorbed in one go, and is often used in the context of
ML, where it is desirable to efficiently train models on very large datasets. In
incremental learning, the learning process is divided into multiple iterations,
and new information is incrementally added to the existing knowledge base in
each iteration. This is done in an online manner, which means that the model
receives one data sample at a time and updates its parameters immediately
after processing each sample. This allows the model to adapt to changes
in the data distribution and avoid overfitting. One of the key benefits of
incremental learning is that it is computationally more efficient than batch
learning. Batch learning requires the entire dataset to be processed in one go,

1.1 State of the art 25



which can be slow and computationally intensive, especially for large datasets.
In contrast, incremental learning processes data in small chunks, reducing the
computational overhead and allowing the model to be trained on much larger
datasets. Another advantage of incremental learning is that it is more memory-
efficient than batch learning. Batch learning requires the entire dataset to be
stored in memory, which can be challenging for large datasets that do not fit
into memory. In incremental learning, only a small portion of the data is stored
in memory at any given time, reducing the memory requirements and allowing
the model to be trained on larger datasets.

• Adversarial learning [71]: Adversarial learning focuses on the development
of algorithms capable of learning from data that contains adversarial examples.
Adversarial examples are inputs that have been specifically crafted to cause a
ML model to produce incorrect outputs. Adversarial learning is motivated
by the fact that ML models, particularly deep neural networks, can be
easily fooled by adversarial examples. This is because these models typically
rely on statistical patterns in the input data to make predictions, and
adversarial examples can manipulate these patterns to produce incorrect
outputs. Adversarial learning can be divided into two main categories:
adversarial training and adversarial defense. Adversarial training involves
modifying the training process of a ML model to include adversarial examples,
with the goal of making the model more robust to these examples. Adversarial
defense involves developing methods to detect and defend against adversarial
examples during the testing phase. Adversarial training is often performed
using the fast gradient sign method (FGSM), which involves adding a small,
targeted perturbation to each input example during training to cause the
model to misclassify it. The perturbation is chosen such that it is as small as
possible while still causing the model to make an error. This process can be
repeated multiple times to train the model to be more robust to adversarial
examples. Adversarial defense is typically achieved by detecting and correcting
the adversarial perturbations in the input data. This can be done using methods
such as denoising autoencoders, adversarial training, and robust optimization.

CNNs are a popular deep learning architecture used in computer vision and image
processing tasks. The architecture of a CNN is composed of multiple layers, each
with a specific function, that work together to extract relevant features from the
input data and classify it accurately. They are primarily composed of three types of
layers: Convolutional Layers, Activation Layers, and Pooling Layers.

1. Convolutional layers [78]: Convolutional layers are the building blocks of
CNNs, and they are responsible for learning the features of an image. They are
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inspired by the idea that visual features can be learned by sliding a small filter
(also known as a kernel or a weight matrix) over the input image, element-wise
multiplying the entries and summing them up to produce a new feature map.
This process is known as convolution, and it allows the CNN to learn local
patterns in the input image.The convolution operation involves the application
of a set of filters on the input data to identify specific patterns or features.
The filters are used to detect edges, shapes, and other relevant features in the
image. The number of filters used in a CNN determines the number of feature
maps generated, and each filter is responsible for detecting a specific type of
feature in the image. The filters are initialized randomly, and they are updated
during training through backpropagation, so that they can learn to detect
the most important features in the training data. The convolution operation
outputs a feature map, which is then processed by the activation layer.

2. Activation Layers [79]: Activation Layers are used to introduce non-linearity
into CNNs, and they are responsible for allowing the network to learn complex
relationships between features. The most common activation function used
in CNNs is the ReLU (Rectified Linear Unit) function, which sets all negative
values to zero, but there are other activation functions available such as the
Sigmoid and Tanh functions.

3. Pooling Layers [79]: Pooling Layers are used to reduce the spatial dimensions
of the feature maps generated by Convolutional Layers. They work by sliding
a small window (also known as a pooling kernel) over the feature map,
computing a summary statistic (such as maximum or average) for the values
in the window, and then downsampling the feature map by replacing each
window with its summary statistic. Pooling Layers serve two main purposes:
first, they reduce the computational cost of the ConvNet by reducing the
number of parameters that need to be learned, and second, they provide some
degree of translational invariance, meaning that the CNN can recognize the
same feature in different parts of the image even if it is not in exactly the same
position. There are two common types of pooling layers: Max Pooling [80]
and Average Pooling [81]. Max Pooling [80] selects the maximum value in
each window, while Average Pooling [81] computes the average of the values
in each window. Max Pooling is typically used in CNNs because it has been
found to work better in practice.

To sum up, all these layers work together to allow the network to learn the features of
an image and make accurate predictions. Convolutional Layers learn local patterns
in the input image, Activation Layers introduce non-linearity into the network,
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and Pooling Layers reduce the computational cost of the network and provide
translational invariance.

There are many different tasks that can be performed by CNNs, but some of the
most important include classification, object detection, and segmentation.

• Classification: Classification is the task of assigning a label to an input data
point, based on its characteristics. In the context of deep learning, this usually
means training a deep neural network to classify images, such as assigning
a label of "defect" or "non-defect" to an image of an manufactured parts.
Several popular image classification architectures such as LeNet [82], AlexNet
[83], VGG-16 [84], GoogLeNet [85], ResNet [86], Inception-V3 [87], and
DenseNet [88] have been used to achieve state-of-the-art results in various
image classification tasks.

• Object Detection: Object detection is the task of locating and identifying
objects within an image. This is typically achieved by training a deep neural
network to detect objects by using bounding boxes around the objects. The
deep learning algorithm is trained on a large dataset of images, where the
objects of interest are labeled with bounding boxes.This bounding box can be
understood as a set of coordinates that define the box. Currently, there are two
main categories of object detection algorithms: two-stage detectors and single
stage detectors. Two-stage detectors, such as Region-based CNNs (R-CNN)
[89], Fast R-CNN [90], Faster R-CNN [91], Mask R-CNN [92], etc., first use
a Region Proposal Network (RPN) to identify objects, and then classify the
objects and perform bounding-box regression in a second stage. In contrast,
single stage detectors, such as Single Shot Detection (SSD) [93] and You Only
Look Once (YOLO) [94], detect objects directly on a grid to save time on
generating region proposals.

• Segmentation: Segmentation is the task of dividing an image into multiple
segments, where each segment corresponds to a different object or region
of the image. This is typically achieved by training a deep neural network
to predict a segmentation mask for an image, where each pixel of the mask
is assigned a label corresponding to the object or region it belongs to. A
few well-known image segmentation algorithms include the Fully Connected
Network [95], SegNet [96], U-Net [97], ResUNet [98], among others. There
are two main types of image segmentation: 1. instance segmentation [99] and
2. semantic segmentation [100].

1. Instance segmentation [99] is a task that involves identifying and
segmenting individual objects within an image, and assigning a unique
label to each instance. This type of segmentation is particularly useful
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for tasks such as object detection, where the goal is to locate and classify
each object in the image.

2. Semantic segmentation [100], on the other hand, is a task that involves
assigning a semantic label to each pixel in the image, such that all pixels
with the same label belong to the same object or region of interest. This
type of segmentation is useful for tasks such as scene understanding,
where the goal is to understand the overall structure and context of the
scene.

CNNs has been used by several researchers to find solutions to the industrial defect
detection problem. In [101], the strip steel surface defect was classified using a
semi-supervised method based on CNN. Natarajan et al. [102] employed transfer
learning to extract the multi-level features from the industrial defect images and
then input these features into SVM classifiers to avoid the over fitting brought on
by small samples. A Multi-scale pyramidal pooling network was suggested by Masci
et al. [103] for the classification of generic steel defects. He et al. [104] suggested
a multi-group CNN (MG-CNN) to examine the defects of the steel surface. An end-
to-end defect detection framework with multi-level characteristics was proposed in
[105] to fully detect the strip steel surface defect. The network’s output identified
the defect locations using some dense bounding boxes and assigned them a category
name. For the purpose of detecting surface defects on strip steel, Kou et al. [106]
developed an end-to-end defect detection model based on YOLO-V3. To achieve
image classification and defect segmentation in [107], a pretrained deep learning
network is employed to extract multi-scale features from raw image patches. For the
purpose of detecting texture surface defects, a multi-scale feature-clustering-based
fully convolutional algorithm was presented in [108]. A multibranch U-Net was
proposed by Neven et al. [109] for segmenting steel surface defect type and severity.
For the salient object recognition of strip steel surface defects, Zhou et al. [110]
developed an edgeaware multi-level interactive network. Encoder-decoder residual
networks were used by Song et al. [111] to identify conspicuous objects in strip
steel surface defects. To automate the surface defect segmentation, Dong et al. [112]
presented a global context attention network and pyramid feature fusion. Although
these approaches achieved exceptional performance in the flaws identification, they
still need to be improved from different aspects.

1.2 Thesis motivation
Fasteners come in a wide range of sizes and shapes depending on the usage. As
a result, MPI is the testing technique that is most frequently utilized to identify
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fastener defects out of all the non-destructive procedures. Other advantages of
using MPI are its speed and portability. There is no need for a regular pre-cleaning
schedule, and post-cleaning is usually unnecessary. MPI is often affordable, and
doesn’t require a thorough pre-cleaning of a fastener. MPI has a great sensitivity and
is capable of identifying small, superficial surface defects. It is simple to operate and
doesn’t require extensive training. Due to MPI’s extreme flexibility, it may examine
components with atypical forms (external splines, crankshafts, connecting rods, etc.)
as shown in Figure 1.8 .

Fig. 1.8: An illustration of the different sizes and shapes of fasteners that are suited to
various purposes

Therefore, at the Smart and Autonomous System Unit of the Tekniker (Spain),
Universal WE Magnetic test bench (Figure 1.9) designed by MagnaFlux company for
MPI was assembled. Then it was transferred to Erreka Fastening company (Spain)
for use in mass production. It was assembled to completely magnetise the surface
of fasteners up to 889 mm long in a single shot and designed to detect surface
cracks at high speeds. Potentially cutting inspection time in half because the part
can inspected in both directions at once. It was designed for high volume inspection
environments to inspect for surface indication such as Fasteners manufacturing
industries. The large surface shower automatically baths the entire part, further
speeding up the inspection process.

At the Erreka Fastening company, traditionally, the MPI has been done manually
by skilled inspectors, who visually inspect the products for defects (Figure 1.10).
However, manual inspection is time-consuming and subject to human error, and it
becomes infeasible for high-volume production lines. Therefore, there is a need for
automated defect detection systems that can quickly and accurately identify defects
in real-time.
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Fig. 1.9: The MPI machine

Fig. 1.10: A figure of the MPI performed by the skilled inspector

Conventional Computer vision method, the ability of computers to interpret
and understand visual data, has the potential to revolutionize defect detection
in manufacturing. By using ML algorithms trained on images of defective
and non-defective products, a computer vision system can learn to recognize
defects automatically. However, Conventional approaches to defect detection using
computer vision often require significant manual effort in preprocessing and feature
engineering, and they do not fully exploit the potential of modern deep learning
techniques.

To address these challenges, this thesis aims to develop an end-to-end computer
vision application for manufacturing defect detection that is easy to use and requires
minimal manual effort. The proposed system, based on CNNs, will be able to process
raw images of fasteners and output the presence and locations of defects, without
the need for manual feature engineering or preprocessing. By leveraging the power
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of deep learning, the system will be able to learn to recognize defects automatically
and achieve high accuracy in a variety of manufacturing scenarios.

Fig. 1.11: A figure of the Pick-place robot picking fastener from the bin for inspection

Fig. 1.12: A figure of the Pick-place robot performing MPI

CNNs have become a powerful tool for many tasks in computer vision and ML, but
they are not without their challenges. One common problem is overfitting, where
the CNN becomes too closely fit to the training data and performs poorly on unseen
data. Another challenge is the need for regularization to prevent overfitting and
improve the generalization performance of the model. In addition, many real-world
applications require the use of CNNs with limited data, imbalanced classes, or
inconsistent labels, which can make training and evaluation difficult.

Furthermore, there is a growing demand for CNNs to be explainable, especially
in applications such as manufacturing defect detection, where it is important for
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humans to understand the basis for the model’s predictions. Additionally, there are
often constraints on the size and complexity of CNN models, particularly when they
need to be deployed on devices with limited resources or integrated into robotic
systems.

To address these challenges, this thesis aims to investigate and develop novel
approaches to improving the performance, explainability, and efficiency of CNN
models. Specifically, the research will focus on:

1. Need for a novel CNN defect detection architecture: One challenge that has
consistently plagued CNN models is their tendency to overfit to the training
data, leading to poor generalization performance on unseen data. This problem
is especially prevalent in the field of defect detection, where the number of
images with defects may be limited and the appearance of defects can vary
significantly. Therefore, it is important to develop a novel CNN architecture for
defect detection that is capable of preventing overfitting and improving the
generalization performance of CNN models.

2. Limited data and class imbalance problem: Training CNNs can be
challenging when faced with limited data, imbalanced classes, or inconsistent
labels. These problems can lead to poor performance and generalization
ability of the CNN model. Consequently, It is essential to develop certain
methods that are more effective at addressing limited data, imbalanced classes,
or inconsistent labels. Additionally, it is important to explore the trade-offs
between these methods and evaluate their impact on the performance and
generalization ability of the CNN model.

3. Explaining the predictions of the CNN models: CNN models are often
considered "black boxes," making it difficult to understand how they make
their predictions and which features they use to do so. This lack of transparency
can be a major limitation, especially in situations where the CNN model is
being used to make important decisions, such as in fasteners defect detection.
As a result, it is also important to compare various techniques for explaining
the predictions of CNN models and visualizing the features they use to make
their decisions.

4. CNN model compression: State-of-the-art CNN models can be computationally
intensive and require significant amounts of computational resources to run
inference and storage, making them difficult to deploy on devices with limited
resources, such as low power and IoT devices. In fasteners defect detection
application, it is important to have real-time or near-real-time processing of
image data. As a result, it is essential to develop an approach that can compress
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CNN models to make them more efficient and suitable for deployment on these
types of devices.

Overall, the goal of this research is to advance the state of the art in CNN models
and enable their wider and more effective use in the case of automated defect
detection applications. Finally, this work integrates pick-place robots (Figure 1.11
and Figure 1.12) and computer vision algorithms for automating MPI tasks that
require precise positioning and handling of fasteners. In the context of defect
detection, computer vision algorithms are used to identify defects in the fasteners
being handled by the pick-place robot, and the robot can be programmed to handle
these fasteners appropriately based on the presence or absence of defects.
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Presentation of the published
work

2
This doctoral thesis is presented as a compendium of publications, including five
research articles, four of which have been published in international journals and
the fifth in an international conference. The first part of this section provides a
justification for the themes of the publications, and the second part summarizes each
of the published works.

2.1 Justification of the thematic unity
The work presented in this thesis focuses on the the development of a CNN based
defect detection model. The defect detection model requires a balanced approach
that considers various factors such as explainability [113], light-weight [114],
and both data-centric [115] and model-centric approaches [116]. By carefully
considering these factors, it is possible to create a powerful and effective model that
can accurately identify defects in a variety of contexts.

One of the main important considerations in the training of CNN-based detection
models is the use of both data-centric approach [115] and model-centric approaches
[116] iteratively. A data-centric approach for developing a CNN based defect
detection model involves focusing on the quality and quantity of the data used
to train the model. For example, it is important to have a diverse and representative
set of images with defects to ensure that the model can accurately identify defects in
a variety of contexts. It is also important to consider the annotation of the data, as
the labels used to train the model should be accurate and consistent.

A model-centric approach [116], on the other hand, involves focusing on the design
and architecture of the model itself. This can include experimenting with different
layers, filters, and activation functions to see what works best for the specific
task of defect detection. It is also important to consider the trade-offs between
model accuracy and efficiency when designing the model. Both approaches are
necessary for achieving optimal performance in CNN-based detection models. Using
a well-designed model without sufficient high-quality training data can result in
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poor performance, while having large amounts of training data without a well-
designed model can also lead to suboptimal results. By iteratively incorporating
both approaches, the performance of the model can be continually improved until it
reaches its full potential.

Another consideration in the development of a CNN based defect detection model is
explainability. Explainability [113] refers to the ability of the model to provide
reasoning and justification for its predictions. This is important in industrial
applications where it is crucial to understand why a defect was identified or missed.
One way to improve the explainability of a CNN based defect detection model is to
use techniques such as saliency maps [117], which highlight the regions of the input
that are most important for the model’s prediction.

Another crucial final factor to take into account is the model’s weight, or the amount
of computation required to make predictions. A lightweight model is faster and
more efficient, making it more practical for real-time applications. There are several
ways to make a CNN based defect detection model lightweight, such as reducing
the number of parameters in the model or using techniques such as pruning or
quantization.

The research contributions of this thesis can be divided into three blocks: the data-
centric approach, the model-centric approach, and the explainable and lightweight
CNN model.

1. In the data-centric approach, we developed a Generative Adversarial Neural
Network (GAN) model, named Magna-Defect-GAN, to create synthetic data as
a solution to data scarcity. We also developed a novel augmentation approach of
combining conventional image augmentation techniques with GAN-generated
synthetic images.

2. In the model-centric approach, we developed a new deep learning architecture
called Defect-aux-net, which is based on the concept of multi-task learning.
Multi-task learning [65] involves training a single model to perform multiple
related tasks simultaneously, in order to improve performance on all tasks.

3. In the third area of focus, we worked on creating explainable and lightweight
CNN models. we used a technique called Gradient-weighted Class Activation
Mapping (GRAD CAM) [117] to make the models more explainable, and used
a combination of knowledge distillation (KD) and pruning techniques to make
the models lighter and more efficient.

The following list includes the published articles that best demonstrate the research
outcomes in these three areas:
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• Block 1: The data-centric approach.
– Journal of Big Data 2021: A survey on generative adversarial networks

for imbalance problems in computer vision tasks
– Sensors 2023: Intra-class image augmentation for defect detection using

generative adversarial neural networks
• Block 2: The model-centric approach.

– Applied Sciences 2023: Machine learning in manufacturing towards
Industry 4.0: From ’For Now’ to ’Four-Know

– IEEE Transactions on Industrial Informatics 2023: Attention Guided
Multi-Task Learning for Surface defect identification

• Block 3: The explainable and light-weight CNN model.
– International Conference on Electrical, Computer and Energy

Technologies (ICECET) 2022: Vision Transformer based knowledge
distillation for fasteners defect detection

Following the procurement and assembly of a magnaflux machine for magnetic
particle inspection, we started our project by designing a custom image acquisition
system. The goal of this system was to collect images of fastener with defect and then
use CNN model to perform a defect detection task, identifying any abnormalities
in the fasteners that we inspect. However, as we moved on to the preprocessing
and model building steps, we encountered a significant challenge: our image data
was highly imbalanced. Out of the 1000 parts that we inspected, only one would
typically have a defect. This made it difficult for our CNN model to accurately detect
defects [118], as it was not being presented with enough examples of positive cases
to learn from. To address this issue, we turned to the most recent developments
in GANs for addressing imbalance problems in image data. GANs [119] are a type
of deep learning model that can generate synthetic images that are similar to real
ones. By using GANs to create additional examples of defective parts, we tried to
improve the balance of our image data and give our CNN model a better chance
of success. In the first article, published in Journal of Big Data 2021, a survey on
generative adversarial networks for addressing imbalance issues in computer vision
tasks is thoroughly presented as the starting point for the research. In this article,
we explored the use of GANs for addressing imbalanced datasets in computer vision
tasks. We covered key concepts such as deep generative image models and GANs,
and proposed a taxonomy for categorizing GAN-based techniques for addressing
imbalance problems in computer vision tasks. These categories include image level
imbalances in classification, object level imbalances in object detection, and pixel
level imbalances in segmentation tasks. We also discuss the challenges and real-
world implementations of using GANs for generating synthetic images to restore
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balance in imbalanced datasets and improve the performance of computer vision
algorithms. There are several advantages of using GAN generated synthetic images
[120] to solve the problem of data scarcity in deep learning.The synthetic images
generated by GANs can be used to augment small or imbalanced datasets in order
to improve the performance of deep learning models. For example, if a dataset for a
computer vision task is small and imbalanced, the model trained on this dataset may
not perform well due to the lack of sufficient data and the presence of imbalanced
classes. By generating synthetic images using a GAN, it is possible to increase the size
of the dataset and restore balance to the classes, which can improve the performance
of the model.

In order to collect image data for building a CNN model to identify surface defects,
we first prepared the surface of the fasteners according to the MPI standards and a
suitable imaging device was selected to capture images of the surface. The surface
was then examined using appropriate lighting conditions and imaging settings,
and the resulting images were collected and labeled according to the presence or
absence of defects and location of the defects. This labeling process involve manual
annotation by quality control experts. The collected and labeled images can then be
used to train a CNN model for surface defect identification. However, in order to
build a defect detection model, data scarcity [121], diversity [122], and intra-class
variations [123] can all pose challenges. Data scarcity [121] can make it difficult for
the model to learn and generalize well, while low diversity [122] and large intra-class
variations [123] can make it difficult for the model to accurately identify defects. To
address these issues, in Sensors 2023, we presented a novel method by generating
synthetic images using a GAN. The proposed Magna-Defect-GAN was trained on a
collected defect dataset and was able to generate new synthetic images with large
intra-class variations, which was then used to artificially increase the size of the
training dataset and improve the performance of a defect identification model. We
demonstrated that the proposed Magna-Defect-GAN model can generate realistic and
high-resolution surface defect images and showed that this augmentation method
can boost accuracy and be adapted to other surface defect identification models.

In IEEE Transactions on Industrial Informatics 2023, we presented a novel
method for improving the performance of CNN based surface defect identification
by leveraging auxiliary information beyond the primary labels. We proposed
a deep learning model architecture called Defect-Aux-Net, which is based on
multi-task learning [65] with attention mechanisms [124] and aims to exploit
the rich additional information from related tasks in order to simultaneously
improve the robustness and accuracy of the surface defect identification. Through
experiments, we demonstrated that the proposed method can significantly improve

2.1 Justification of the thematic unity 39



the performance of state-of-the-art models, achieving an overall accuracy of 97.1%,
Dice score of 0.926, and mean average Precision (mAP) of 0.762 on defect
classification, segmentation, and detection tasks.

An application roadmap for ML in the manufacturing industry, with the goal of
providing guidance and standards for developing ML solutions from ideation to
deployment was presented in the Applied Sciences 2023. The roadmap is based on
published research on the topic and includes two dimensions for formulating ML
tasks (know-what, know-why, know-when, and know-how, and product, process,
machine, and production) and an implementation pipeline starting from the early
stages of ML solution development. Furthermore, we summarized available ML
methods, including supervised [58], semi-supervised [125], unsupervised [59], and
reinforcement methods [60], and discusses current challenges and future directions
for ML applications in manufacturing. Finally we discussed the current challenges of
using ML in manufacturing and suggest directions for future developments.

In real-time defect detection applications, both lightweight [114] and explainable
CNN models [113] are highly important for a variety of reasons. Lightweight models
[114] are often preferred for defect detection tasks because they can be more
efficient in terms of computational resources and easier to deploy on low-power and
resource-limited devices. This is especially important in industrial environments,
where defect detection systems may need to operate in real-time with limited
computational resources. Lightweight models [114] can also be more suitable for
online learning and adaptation, as they can be more agile and easier to update with
new data. Explainable CNNs, on the other hand, are designed to be transparent
and interpretable, so that their decision-making processes can be understood and
explained to humans. This is especially important in defect detection applications
where the decisions made by the model have significant consequences. Explainable
CNNs [117] can help to build trust and confidence in the model, by providing a
way for humans to understand how the model is making decisions. They can also
be useful for debugging and troubleshooting, and for improving the performance
of the model. To achieve these two main goals, in ICECET 2022, we proposed a
methodology that combines KD and pruning techniques to create a lightweight CNN
model that is able to perform well on a defect detection task, while being small
and efficient enough to be deployed on low-power and resource-limited devices.
In addition, we employed GRADCAM [117] technique to create an explainable
CNN model. It works by identifying the regions in the input image that are most
important or relevant for the model’s prediction, and visualizing these regions using
a heatmap.
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2.2 Summary of the Publications
The following is a brief summary of the research works that comprise this PhD
study.

2.2.1 Journal of Big Data 2021: A survey on generative adversarial
networks for imbalance problems in computer vision tasks
This article examines the recent developments GANs [119] based techniques for
addressing imbalanced image data in computer vision tasks. Imbalanced data can
lead to poor performance of defect detection algorithms and GANs [119] have
gained attention as a potential solution due to their ability to model complex real-
world image data. The paper covers the challenges and implementations of using
GANs for synthetic image generation and proposes a taxonomy to categorize GAN-
based techniques for addressing imbalances in computer vision tasks into three
categories: image level imbalances in classification [82], object level imbalances in
object detection [89], and pixel level imbalances in segmentation tasks [95]. The
paper explains how GAN-based techniques can handle imbalanced data and improve
the performance of computer vision algorithms.

Imbalanced data [118] can cause a model to be biased towards the majority class,
leading to poor performance on the minority class and increased risk of overfitting.
Data augmentation and GAN-based oversampling are two techniques that are
commonly used to address the problem of imbalanced data in computer vision
models.

In this PhD work, we used the combinations of both Data augmentation and GAN-
based oversampling to mitigate the risk of overfitting and class imbalance problems.
Data augmentation is a technique that artificially increases the size of a training
dataset by applying various transformations to the original training examples. This
can help to expose the model to a wider variety of inputs and reduce overfitting. One
of the main advantages of data augmentation is that it can be applied to any type of
data, including images [126], text [127], and time series data [128]. In image data,
for example, data augmentation can be used to rotate [126], flip [129], zoom [126],
or add noise [130] to images. This can help to expose the model to a wider variety
of inputs, making it less likely to overfit and more robust to small perturbations in
the input data. Another advantage of data augmentation is that it can be applied to
data that is difficult or expensive to acquire. In cases where it is difficult or expensive
to collect more data, data augmentation can be used to artificially increase the size
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of the training dataset, which can help to improve the generalization performance
of the model.

In our case, acquiring high-quality and representative datasets for surface defect
detection was a challenging task that was both difficult and expensive. The
occurrence of surface defects was often very low, making it difficult to acquire
a sufficient amount of data to train a computer vision model. Additionally, many
surface defects were difficult to detect or reproduce, making it difficult to acquire
data that was representative of real-world conditions. One of the main challenges in
acquiring surface defect datasets was the low occurrence of defects. Surface defects
were rare, making it difficult to collect a sufficient amount of data for training a
computer model. For example, in fasteners manufacturing, the occurrence of surface
defects can be as low as 0.1% or less. This made it difficult to collect a representative
sample of the data, leading to a high risk of overfitting.

Another challenge is the collecting data for surface defects detection was expensive
as it requires specialized equipment and trained personnel. For example, in the
case of quality inspection of fasteners using MPI, collecting data requires the use of
high-resolution imaging equipment and trained personnel to inspect the fasteners.
This adds significant costs to the data collection process.

To overcome these challenges, we employed various data augmentation techniques to
artificially increase the size of the dataset. By applying Feature Space Augmentation
[131] and Data Space Augmentation [132], we were able to create a more diverse
and informative dataset, which helped to improve the performance of our defect
detection model. Despite the limited amount of data we had, we were able to achieve
good results by using the data augmentation techniques.

Feature Space Augmentation [131] involves generating new features from the
existing image data. This can be done by applying various mathematical operations
to the existing image data, such as taking the Fourier transform or performing
principal component analysis. By generating new features in this way, we created a
more diverse and informative dataset, which helped to improve the performance of
defect detection models.

Data Space Augmentation [132], on the other hand, involves applying various
transformations to the data in order to generate new, artificially created data points.
These transformations include techniques like Center crop, Horizontal flip, Rotation,
Shear, Vertical flip, Translation, Noise injection, Color space transformations, Mixing
images, Random erasing, Sharpness, Brightness, contrast, and Gaussian blur to
image data.
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Center crop [126]: Center crop is a technique used to artificially introduce variations
in camera position to the training data. It involves cropping the image from the
center, reducing the size of the image and removing the outer edges. This simulates
the effect of the camera being positioned closer to the object being inspected, as well
as removing any background information that may not be relevant to the detection
of defects. Examples of Centre crop Augmentation are shown in Figure 2.1.

Fig. 2.1: Examples of Centre crop Augmentation

Horizontal flip [129]: Horizontal flip is a technique used to artificially introduce
variations in camera position to the training data. It involves flipping the image
horizontally, simulating the effect of the camera being positioned at a different angle
from the object being inspected. This allows the model to learn to detect defects
regardless of the angle at which the image was captured. Examples of Horizontal
Flip Augmentation are shown in Figure 2.2.

Rotation [126]: Rotation is a technique used to artificially introduce variations in
camera position to the training data. It involves rotating the image by a certain
degree, simulating the effect of the camera being positioned at a different angle
from the object being inspected. This allows the model to learn to detect defects
regardless of the angle at which the image was captured. Examples of Rotation
Augmentation are shown in Figure 2.3.

Shear [126]: Shear is a technique used to artificially introduce variations in camera
position to the training data. It involves applying a shear transformation to the
image, which distorts the image in a specific direction. This simulates the effect of
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Fig. 2.2: Examples of Horizontal Flip Augmentation

Fig. 2.3: Examples of Rotation Augmentation
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the camera being positioned at a different angle from the object being inspected
and allows the model to learn to detect defects regardless of the angle at which the
image was captured. Examples of Shear Augmentation are shown in Figure 2.4.

Fig. 2.4: Examples of Shear Augmentation

Vertical flip [126]: Vertical flip is a technique used to artificially introduce variations
in camera position to the training data. It involves flipping the image vertically,
simulating the effect of the camera being positioned at a different angle from the
object being inspected. This allows the model to learn to detect defects regardless of
the angle at which the image was captured. Examples of Vertical Flip Augmentation
are shown in Figure 2.5.

Translation [126]: Translation is a technique used to artificially introduce variations
in camera position to the training data. It involves moving the image in a specific
direction by a certain amount, simulating the effect of the camera being positioned
at a different location from the object being inspected. This allows the model to
learn to detect defects regardless of the location of the camera when the image was
captured.

Noise injection [130]: Noise injection is a technique used to artificially introduce
variations in lighting to the training data. It involves adding random noise to the
image, simulating the effect of different lighting conditions. This allows the model
to learn to detect defects regardless of the lighting conditions when the image was
captured. Examples of Noise injection Augmentation are shown in Figure 2.6.
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Fig. 2.5: Examples of Vertical Flip Augmentation

Fig. 2.6: Examples of Noise injection Augmentation
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Color space transformations [133]: Color space transformations is a technique
used to artificially introduce variations in lighting to the training data. It involves
converting the image from one color space to another, such as from RGB to HSV.
This simulates the effect of different lighting conditions and allows the model to
learn to detect defects regardless of the lighting conditions when the image was
captured. Examples of color space Augmentation are shown in Figure 2.7.

Fig. 2.7: Examples of color space Augmentation

Mixing images [134]: Mixing images is a technique used to artificially introduce
variations in lighting to the training data. It involves combining two or more images,
simulating the effect of different lighting conditions. This allows the model to learn
to detect defects regardless of the lighting conditions when the image was captured.
Examples of mixing images Augmentation are shown in Figure 2.8.

Random erasing [135]: Random erasing is a technique used to artificially introduce
variations in lighting to the training data. It involves randomly erasing regions of the
image, simulating the effect of different lighting conditions and allowing the model
to learn to detect defects regardless of the lighting conditions when the image was
captured. Examples of Random erasing Augmentation are shown in Figure 2.9.

Sharpness [136]: Sharpness is a technique used to artificially introduce variations
in lighting to the training data. It involves adjusting the sharpness of the image
and simulating the effect of different lighting conditions. Examples of Sharpness
Augmentation are shown in Figure 2.10.
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Fig. 2.8: Examples of mixing images Augmentation

Fig. 2.9: Examples of Random erasing Augmentation
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Fig. 2.10: Examples of Sharpness Augmentation

By applying these transformations to the existing data, we generated new data
points that are different from the original data, but still representative of the same
underlying information. This helped to increase the size of the dataset and reduce
overfitting.

Finally, Class imbalance, the focus of this article, is a common problem in defect
detection tasks, where the number of examples of the minority class (defects) is
much smaller than the number of examples of the majority class (non-defects). This
can lead to several problems, such as poor performance of the defect detection
model, overfitting, and a lack of robustness in real-world scenarios. In this article,
we discussed the various issues that arise due to class imbalance in computer vision
tasks and the various GAN based models that can be used to address these issues.

Class imbalance is a common problem in Classification, segmentation and object
detection tasks, particularly in the context of defect detection. In this article, we
proposed a taxonomy to summarize GANs based techniques for addressing imbalance
problems in all three tasks as shown in Figure 2.11.

Defect classification: Surface defect classification is the task of identifying and
categorizing different types of surface defects, such as scratches, dents, and stains, in
images. This task is often performed using deep learning algorithms, such as CNNs,
that are trained on labeled datasets of surface defects. class imbalance problems that
can occur in defect classification task, including binary class imbalance, multi-class
imbalance.
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Fig. 2.11: Proposed taxonomy of imbalanced problem in computer vision tasks

1. Binary class imbalance: Binary class imbalance refers to a situation where there
is a significant difference in the number of instances of one class compared
to the other class. In the context of defect classification, this could mean that
there are many more non-defective items than defective items. This can be
a major problem because it means that the classifier may be biased towards
classifying everything as non-defective, since that is the majority class.

2. Multi-class imbalance: Multi-class imbalance refers to a situation where there
is an imbalance in the number of instances of multiple classes. In the context
of defect detection, this mean that there are a small number of instances
of certain types of defects, while there are a large number of instances of
other types of defects. This can be a major problem because it means that the
classifier may be biased towards classifying everything as the majority class,
since that is the most common class. There are several different scenarios that
can occur with multi-class imbalance problems such as few minority-many
majority classes, many minority-few majority classes, and many minority-many
majority classes.

• Few minority-Many majority classes: In this scenario, there are a small
number of instances of one or more minority classes, while there are a
large number of instances of one or more majority classes.
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• Many minority-Few majority classes: In this scenario, there are a large
number of instances of one or more minority classes, while there are a
small number of instances of one or more majority classes.

• Many minority-Many majority classes: In this scenario, there are a large
number of instances of one or more minority classes, while there are a
large number of instances of one or more majority classes.

Defect segmentation: Surface defect segmentation is the task of identifying and
isolating regions of an image that contain surface defects. This task is performed
using image processing techniques, such as thresholding and edge detection, to
extract the regions of interest from the image. Two specific types of imbalance that
are particularly relevant to defect segmentation tasks: 1. imbalance due to occlusions
and 2. pixel-wise imbalance.

1. Imbalance due to occlusions: Imbalance due to occlusions occurs when defects
are partially or completely obscured by other objects or backgrounds. This can
make it difficult for a CNN model to detect and segment these defects, as they
are not fully visible in the images. As a result, the model may be trained on a
dataset that is heavily skewed towards non-defect examples, leading to poor
performance on defect examples.

2. Pixel-wise imbalance: Pixel-wise imbalance is another issue that can arise in
defect segmentation tasks. In this case, the imbalance occurs at the pixel level,
with non-defect pixels being much more prevalent than defect pixels. This can
make it difficult for a CNN to accurately segment defects, as it is trained on a
dataset that is heavily skewed towards non-defect pixels.

Defect detection: Surface defect detection is the task of identifying the presence
of surface defects in images of surfaces. This task is often performed using deep
learning algorithms, such as CNNs, that are trained on labeled datasets of surface
defects. Detection can be performed at different levels of granularity, such as by
detecting the presence of a defect or by detecting the specific location of a defect in
an image. There are three main types of imbalance in the context of surface defect
detection tasks: 1. foreground and background imbalance, 2. Defect scale imbalance,
and 3. imbalance due to occlusion and deformation.

1. Foreground and background imbalance: Defects in the real-world datasets only
occupy a small portion of the image, while the rest of the image is background.
The imbalance between foreground (defect) and background can also hinder
performance of the object detection algorithm. This can lead to a number
of issues, including poor performance, biased predictions, and difficulty in
training models.
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2. Defect scale imbalance: Object scale imbalance refers to the imbalance in the
size of defects in the dataset. This can occur when the dataset contains a
wide range of defect sizes, with some defects being much larger or smaller
than others. This can lead to poor performance, as models may struggle to
detect smaller defects or may not be able to accurately locate larger defects.
Additionally, this can lead to bias in the model, as it may be more likely to
detect larger defects than smaller ones.

3. Imbalance due to occlusion and deformation: Imbalance due to occlusion and
deformation refers to the imbalance in the appearance of defects in the dataset.
This can occur when some defects are occluded or deformed in some way,
making them harder to detect or locate. This can lead to poor performance, as
models may struggle to detect occluded or deformed defects, or may not be
able to accurately locate them. Additionally, this can lead to bias in the model,
as it may be more likely to detect defects that are not occluded or deformed.

GANs [119] are a class of deep learning models that are used to generate new data
that is similar to a given dataset. GANs consist of two main components: a generator
and a discriminator. The generator is responsible for generating new data, while the
discriminator is responsible for determining if the data generated by the generator is
real or fake. GANs are trained using a two-player minimax game where the generator
tries to generate data that can fool the discriminator, while the discriminator tries to
correctly classify the generated data as fake. The generator and discriminator are
trained simultaneously, and as the training progresses, the generator becomes better
at fooling the discriminator, and the discriminator becomes better at distinguishing
real from fake data. The main objective of GANs is to learn the underlying probability
distribution of the given dataset, which can then be used to generate new data that is
similar to the original dataset. GANs have been used in a wide range of applications,
such as image synthesis, image super-resolution, and text-to-image synthesis.

The working principle of GANs can be broken down into two main steps: training
the generator and training the discriminator. During the training of the generator,
the objective is to minimize the following equation:

J(G) = −E[log(D(G(z)))] (2.1)

Where G is the generator, D is the discriminator, and z is a random noise vector.
The generator is trained to generate data that can fool the discriminator, which is
achieved by minimizing the above equation.

During the training of the discriminator, the objective is to maximize the following
equation:
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J(D) = E[log(D(x))] + E[log(1 − D(G(z)))] (2.2)

Where x is the real data and G(z) is the generated data. The discriminator is trained
to correctly classify the generated data as fake, which is achieved by maximizing the
above equation.

An approach to address class imbalance using GANs is to generate synthetic examples
of the minority class. The GAN is trained on real examples of the minority class, and
it generates new synthetic examples that are similar to the real ones. These synthetic
examples can then be added to the dataset to balance the distribution of classes.
By adding synthetic examples, the class imbalance problem can be alleviated, and
the model can be trained on a more balanced dataset. This can lead to improved
performance, especially in cases where the minority class is important and has
a significant impact on the final predictions. Moreover, by generating synthetic
examples, the size of the dataset can be increased, which can be beneficial for deep
learning models, as they tend to perform better with larger datasets. In this article, a
comprehensive examination of GAN models was conducted to address various class
imbalance issues in computer vision tasks.

Fig. 2.12: Data Pipeline for combining GAN generated synthetic and augmented images.
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Data pipeline for using the combination of GAN generated synthetic image and
conventional image augmentation is a critical component in training CNN model.
The goal of a data pipeline is to ensure that data is processed efficiently, effectively,
and consistently from data collection to modeling. We also discussed a data pipeline
that includes the following seven steps: data preprocessing, training and test split,
GAN-based minority class oversampling, combining GAN-generated images and
original training images, data augmentation, training classifier, and classification
results.

• Data Preprocessing:The first step in the data pipeline is to preprocess the data.
This involves cleaning, transforming, and normalizing the data to prepare it
for modeling. Data preprocessing is crucial as it helps to improve the quality
and accuracy of the data, remove noise and outliers, and ensure that the data
is in a format that is suitable for modeling.

• Training and Test Split: The next step in the pipeline is to split the preprocessed
data into two sets: training and testing. The training set is used to train the
model, and the test set is used to evaluate the performance of the model.
This step is important to prevent overfitting, which occurs when the model is
trained too well on the training data, and performs poorly on the test data.

• GAN-based Minority Class Oversampling: In many real-world datasets, one
class may be underrepresented, leading to class imbalance. This can negatively
impact the performance of the model. To mitigate this issue, GAN-based
minority class oversampling can be used. GANs are generative models that can
generate new samples of the minority class based on the existing samples. The
generated samples can be added to the training set, improving the balance of
the classes.

• Combine GAN-generated Images and Original Training Images: The GAN-
generated images and the original training images are combined to form a
new training set. This new training set provides a better representation of the
minority class, improving the overall performance of the model.

• Data Augmentation: Data augmentation is a technique used to increase the
size of the training set by generating new, synthetic samples. These samples
are generated by applying various transformations to the original training
samples. This helps to increase the diversity of the training set, which can
improve the robustness of the model and prevent overfitting.

• Train Classifier: The final step in the pipeline is to train a classifier using the
combined and augmented training set. This can be done using any suitable
ML algorithm, such as decision trees, random forests, or neural networks. The

2.2 Summary of the Publications 54



goal of this step is to fit a model that accurately classifies the samples based
on the features in the data.

• Classification Results: The final step is to evaluate the performance of the
classifier by applying it to the test set. This can be done by calculating metrics
such as accuracy, precision, recall, and F1 score. The results of the classification
can then be used to fine-tune the model or to make informed decisions about
the data.

The seven steps discussed in this article provide a framework for processing and
preparing data for modeling Figure 2.12. By following these steps, It is feasible to
ensure that the CNN models are robust, accurate, and effective.

Conclusion:

In conclusion, the challenge of imbalanced fastener image data posed a significant
problem for our CNN model in accurately detecting defects. To address this issue,
we delved into the most recent advancements in GANs for addressing imbalanced
image data in computer vision tasks. Through categorizing imbalances into image
level imbalances in classification, object level imbalances in object detection, and
pixel level imbalances in segmentation tasks, we gained a deeper understanding
of the problem. Additionally, we explored the combination of conventional data
augmentation and synthetic images as a data-centric approach to improve model
performance. Our study of state-of-the-art GAN models led us to the conclusion that
a custom model tailored to magnetic particle inspection is needed for the fastener
defect detection application.

2.2.2 Sensors 2023: Intra-class image augmentation for defect
detection using Generative Adversarial Neural Networks
This paper describes a method for improving the generalization ability of CNN
models used for surface defect identification using Data centric approach. The
method proposed in this paper is a Pixel level image augmentation technique that
uses image-to-image translation with GAN conditioned on fine-grained labels. A
dataset of surface defects based on MPI is acquired, and the GAN model, called
Magna-Defect-GAN, is trained on this dataset. The synthetic images generated by
the GAN are then used to artificially inflate the size of the training dataset, resulting
in improved accuracy for the defect identification model. The method is shown to be
effective and adaptable to other surface defect identification models.

In the task of surface defect detection, GANs can be used to generate synthetic
images of surface defects. The synthetic images can be used to artificially inflate the
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size of the training dataset, which can help to improve the performance of defect
detection models. This is particularly useful in cases where there is a limited amount
of real data available. By using GANs to generate synthetic images of surface defects,
it is possible to increase the diversity of the training dataset, which can help to
improve the generalization ability of the defect detection model. There are several
different types of GANs that have been proposed in the literature. The most basic
type of GAN is the vanilla GAN, which consists of a generator and a discriminator.
Other types of GANs include Conditional GANs, which can be used to generate
samples that are conditioned on a specific class label, and Wasserstein GANs, which
use a different loss function than the standard GAN.

One of the most promising GAN architectures for image-to-image translation is the
Pix2Pix GAN [137]. Pix2Pix GANs [137] are based on the vanilla GAN architecture,
but they are trained using a specific type of data called paired data. Paired data
consists of two images: one image that represents the input and one image that
represents the output. The generator in a Pix2Pix GAN is trained to transform the
input image into the output image. This can be used for various image-to-image
translation tasks such as converting a black and white image to a color image, or
converting a sketch to a photograph.

Deep Convolutional Generative Adversarial Networks [138] (DCGAN) is a type of
GAN architecture that uses deep convolutional neural networks as the generator
and discriminator. It was first proposed in 2015 and it introduced the use of
strided convolutions in the generator and fractionally-strided convolutions in the
discriminator, which allowed for the generation of higher-resolution images.

Progressive Growing of GANs [139] (Pro-GAN) is a GAN architecture that
progressively increases the resolution of the generated images during training.
The generator and discriminator networks start with a low resolution and are
gradually increased during the training process. This allows the model to generate
high-resolution images while avoiding the instability issues that can arise when
training GANs with high-resolution images.

Laplacian Pyramid GANs [140] (LAPGAN) is a GAN architecture that uses a laplacian
pyramid to generate images at different scales, which allows for the generation of
high-resolution images. The architecture utilizes a generator network that generates
images at multiple scales and a discriminator network that assesses the images at
each scale.

Generative Recurrent Adversarial Networks [141] (GRAN) is a GAN architecture
that uses a recurrent neural network (RNN) as the generator. The RNN generator
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generates the images one step at a time, which allows for the generation of more
complex images than traditional feedforward GANs.

Diverging Discriminator GAN [142] (D2GAN) is a type of GAN that uses a diverging
discriminator network, which allows the generator to learn more quickly. The
discriminator network is designed to output a probability that is farther away
from 0.5, which makes it easier for the generator to learn.

Single Image Non-Parametric GAN [143] (SinGAN) is a non-parametric GAN
architecture that is trained on a single image, instead of a dataset of images. The
generator network learns to generate images that are similar to the input image
while the discriminator network learns to distinguish between the generated images
and the input image.

Multi-scale Attention-based Discriminator GAN [144] (MADGAN) is a GAN
architecture that uses multi-scale attention in the discriminator network, which
allows for the generation of more detailed images. The generator network generates
images at multiple scales and the discriminator network uses attention mechanisms
to assess the images at each scale.

Conditional GAN [145] (cGAN) is a type of GAN that can generate samples
conditioned on a specific class label. The generator network generates images
based on the input class label while the discriminator network assesses the images
based on both the class label and the image.

Auxiliary Classifier GAN [146] (ACGAN) is a cGAN that also includes an auxiliary
classifier network in the discriminator. The classifier network is trained to predict
the class label of the input image, which allows for the generation of more diverse
samples.

Variational Autoencoder GAN [147] (VACGAN) is a GAN architecture that combines
the strengths of VAEs (Variational Autoencoders) and GANs. The generator network
is trained to generate images that are similar to the input image while the
discriminator network is trained to assess the similarity between the generated
image and the input image.

Information Maximizing GAN [148] (info-GAN) is a GAN architecture that maximizes
the mutual information between the generator’s input noise and the generated
images. This allows the generator to learn a compact and interpretable representation
of the data.

Self-Conditioned GAN[149] (SCGAN) is a GAN architecture that uses self-
conditioning, which allows the generator network.
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In the context of fastener surface inspection, two main problems arise with the use
of above metioned GAN methods.

• Firstly, the image quality of the generated data needs improvement. The
samples generated by GANs based on the vanilla GAN approach are often
blurry, lacking in detail. The generated defects are also unrealistic and
unstable, sometimes due to the phenomenon of mode collapse. Using these
generated samples to fine-tune a defect inspection model would result in
subpar performance.

• Secondly, the feature diversity of the generated defects is limited. The defects
generated by vanilla GANs and latent-code-based generative methods are
uncontrollable and lack diversity in features. This lack of diversity can have a
negative impact on the generalization ability of the defect inspection model. It
is crucial for the generated data to have a wide range of diverse features to
ensure that the model can effectively generalize to real-world scenarios.

In this article, we propose a solution to the two problems of conventional GAN
methods in data augmentation for fastener surface inspection. Our proposed method,
called Magna-Defect-GAN, is a magnetic particle inspection-based defect GAN that
utilizes a prior knowledge-based data augmentation method to overcome these
limitations.

The first improvement of our method is the ability to generate defects with varied
features in a controllable manner. This is achieved by integrating industrial prior
knowledge into the generation process. The idea is inspired by the difference between
human experts and machine inspection models. While machine inspection models
often fail to inspect defects that are not in its training set, human experts can imagine
unseen defects based on their prior knowledge.

In our method, this prior knowledge is encoded in the form of binary masks and
also guidance vectors during the generation process. The binary masks serve as a
way to incorporate industrial knowledge into the generation process, allowing us
to create additional defects with different shapes, severities, scales, rotation angles,
spatial locations, and part numbers. The model also includes strategies to enhance
the quality of the images and stabilize the training process. The GAN architecture
maps the given mask input to the sample space more efficiently by coupling a mask
embedding vector, conditional label vector and latent noise vector. The generated
samples are more diverse than traditional image-to-image translation GANs.By doing
this, we ensure that the generated data has a wide range of diverse features, which
is crucial for improving the generalization ability of the defect inspection model.
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The second improvement of our method is better image quality. Our proposed
method uses magnetic particle inspection to generate high-quality images of defects.
The magnetic particle inspection method provides clear images with good details,
making it well-suited for use in fastener surface inspection. This, in combination
with the prior knowledge-based data augmentation, results in generated data that is
not only diverse in features but also of high quality.

Magna-Defect-GAN Architecture:

The Magna-Defect-GAN model is a combination of three main components (as shown
in Figure 2.13): a U-net style generator network, a discriminator network, and a
pre-trained VGG feature extractor for style loss function.

Generator Architecture:

The training of an image-to-image translation GAN without a latent noise vector is
a challenge due to the deterministic outputs that the model produces. In order to
address this issue, Wang et al.[150] used a latent noise vector as an input to the
generator model, in addition to the mask label. However, this approach still has
some limitations in terms of overall feature projection efficiency. To improve upon
this, our Magna-Defect-GAN model incorporates a novel approach. Our model first
performs a mask embedding in the generator before the latent projection layer. This
allows for a more efficient overall feature projection and helps to generate more
diverse and detailed synthetic images.

The generator of our proposed GAN is based on a U-Net style design, which can be
decomposed into two branches: the mask projection branch and the latent projection
branch. The mask projection branch encodes the input mask into a 32-dimensional
mask embedding vector through 7 convolution layers, each followed by a leaky
rectified linear unit (Leaky ReLU).After the mask embedding, we concatenate the
latent noise vector (132-dimensional vector) and the guide label vector with the
mask embedding to improve sample space mapping and provide diverse texture
detail in the synthetic images. Finally, the latent projection branch, whose inputs are
the latent noise vector and the concatenated embedding and guide label, generates
the output image.

In our proposed method, the image mask input provides the intended defect
shape, position, and quantity, while the guide label provides the necessary defect
background and thickness to generate a defect image. By combining the mask
embedding, latent noise vector, and guide label, our Magna-Defect-GAN model is
able to generate high-quality synthetic defect images that are diverse in features and
of good quality.
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Discriminator Architecture:

The discriminator architecture used in our proposed method, Magna-Defect-GAN,
is a modified version of the Patch-GAN [151] architecture. Unlike traditional
discriminator architectures, which classify the output and target image as being real
or fake, the Patch-GAN discriminator uses a convolutional network that divides the
input images into NxN patches.

The advantage of this approach is that it gives feedback on each region or patch
of the image, enabling high frequency and encouraging detailed outputs by the
generator. Typically, 70 x 70 patches are used to avoid tiling artifacts, but we found
that using smaller patches in combination with style transfer losses results in sharper
images while eliminating tiling artifacts. As a result, we use a patch size of 16 x
16.

The use of a Patch-GAN discriminator architecture [151] allows our method to
focus on the details of the generated images, encouraging the generator to produce
high-quality and realistic images. This, in turn, leads to a more effective data
augmentation solution for fastener surface inspection, which is the goal of our
proposed method.

Loss Function:

In our proposed method, Magna-Defect-GAN, we use a combination of three different
losses in the GAN model: adversarial loss, style loss, and reconstruction loss.

• Adversarial loss is used to make sure that the generated images are realistic and
not easily distinguishable from the original images. This is achieved by training
the generator to trick the discriminator, which is trained to differentiate
between real and fake images. The adversarial loss helps the generator to
produce images that are indistinguishable from real images, which is essential
for effective data augmentation in fastener surface inspection.The adversarial
loss can be represented mathematically as follows:

Ladv = log(D(x)) + log(1 − D(G(z))) (2.3)

where D(x) represents the discriminator’s prediction of the real image x, G(z)
represents the generator’s output, and z is a random noise vector used as
input to the generator. The goal of the generator is to minimize the adversarial
loss by producing images that the discriminator cannot distinguish from real
images.
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Fig. 2.13: The Magna-Defect-GAN model consists of a U-net styled generator network,
a discriminator network, and a pre-trained VGG feature extractor. The
generator network’s mask projection path transforms input masks into image
representations through encoder blocks. The latent projection path is utilized to
produce the output image by combining the image representations, guide vectors,
and latent noise vectors. The discriminator network D is trained to differentiate
between real and generated images. The pre-trained VGG network is employed
to extract features for computing the style loss.

• Style loss is used to ensure that the generated images have the same style as the
original images. This is done by comparing the feature maps of the generated
images to the feature maps of the original images. The style loss ensures
that the generated images maintain the overall look and feel of the original
images, which is important for maintaining the authenticity and realism of the
generated images. We utilized the style loss at various levels in the original and
generated image using a pretrained VGG model, similar to previous research
[152]. The style information is evaluated as the level of correlation between
the feature maps in a specific layer. The style loss is determined by comparing
the mean and standard deviation between the feature maps generated by the
generated image and the original image. To preserve the similarity between
the style image and the generated image based on spatial information, the
pair-wise correlation is calculated between all the feature vectors in the filters
for each style layer. These feature correlations are given by Gram matrix
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Gl ∈ RNl×Nl , the inner product between the vectorized feature maps in layer
l:

Gl
ij =

Ml∑
k=1

F l
ikF l

jk (2.4)

Assume that there are Al filters in total, each with a feature map of size Bl,
and that we have Gl

ij , H l
ij gram matrices for the style image and the generated

image. Thus, we can calculate the overall style loss as follows:
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where the weight given to layer l is w . Each Wl , in this case, contains the value
1
4 . Finally, reconstruction loss is used to ensure that the generated images are
similar to the original images. This is done by comparing the generated images
to the original images. The reconstruction loss helps the generator to produce
images that are as close as possible to the original images, which is important
for improving the accuracy and effectiveness of the data augmentation process.
The reconstruction loss can be represented mathematically as follows:

Lrec = ||G(x) − x||22 (2.6)

where G(x) represents the generated image, and x represents the original
image. The reconstruction loss measures the difference between the generated
and original images, with a lower value indicating a better match in similarity.

The combination of these three losses in our GAN model provides a comprehensive
solution for improving the quality and realism of the generated images, making our
proposed method, Magna-Defect-GAN, a highly effective data augmentation solution
for fastener surface inspection. The overall loss function used in our model can be
represented as:

L = λ1 ∗ Ladv + λ2 ∗ Lstyle + λ3 ∗ Lrec (2.7)

where λ1, λ2 and λ3 are hyperparameters that control the relative importance of the
style and reconstruction losses, respectively.

Evaluation Metrics:

Inception Score (IS) and Fréchet Inception Distance (FID) are two popular evaluation
metrics for assessing the quality of GAN models.
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IS is a measure of the quality and diversity of generated images. It combines two
aspects of the generated images: their quality (based on how well the generated
images match the real data distribution) and their diversity (based on how different
the generated images are from each other). The IS is calculated as the average
KL-divergence between the conditional class distribution and the marginal class
distribution. The formula for IS is given as:

IS = exp(E[KL(p(y|x)||p(y))]) (2.8)

where x is a generated image, y is its corresponding class, p(y|x) is the predicted class
distribution for the generated image, and p(y) is the marginal class distribution.

FID: The FID is a measure of the similarity between the distributions of real and
generated images. The FID measures the Fréchet distance between the feature
representation of the real data and the generated data. The Fréchet distance is the
Earth Mover’s Distance between two Gaussian distributions. The formula for FID is
given as:

FID = ||µreal − µgen||2 + Tr(Covreal + Covgen − 2 ∗
√

Covreal ∗ Covgen) (2.9)

where µreal and µgen are the mean vectors of the feature representations for the
real and generated images, Covreal and Covgen are the covariance matrices of the
feature representations for the real and generated images, and Tr denotes the trace
of the matrix.

Both the IS and FID scores are commonly used to evaluate the performance of
generative models. Lower values of FID indicate that the distributions of real and
generated images are more similar, while higher values of IS indicate that the
generated images are of higher quality and more diverse.

Results and Discussion:

To evaluate the improvement in performance achieved by using synthetic images
generated by GANs, we compare our approach with two widely used CNN models,
ResNet [153] and EfficientNet [154], which are commonly employed in various
defect classification tasks. The comparison of the defect classification metrics,
including F1 score, precision, recall, and accuracy, is performed for the following
training strategies:
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(a) Model trained only with the original dataset: This refers to a CNN model that
has been trained only on the original data, without any additional data or
modifications. The model is only exposed to the raw data and has not seen
any additional information.

(b) Model trained with the augmented dataset: This model is trained on an
augmented version of the original dataset. The aim of this approach is to
increase the diversity of the training data and reduce overfitting, as the model
sees different variations of the same images.

(c) Model pretrained with synthetic dataset and fine-tuned with the original
dataset: In this approach, the model is first trained on a synthetic dataset,
which is a dataset generated using Magna-Defect-GAN, and then fine-tuned on
the original dataset. The synthetic dataset serves as a pretraining step for the
model, allowing it to learn general patterns and features that are common to
both datasets. Fine-tuning on the original dataset helps the model to adapt to
the specific characteristics of the task.

(d) Model pretrained with the ImageNet dataset and fine-tuned with the
augmented dataset: ImageNet [155] is a large-scale dataset of images that
is widely used for computer vision tasks. In this approach, the model is first
trained on the ImageNet dataset [155], which provides the model with a good
understanding of the common features and patterns in images. The model is
then fine-tuned on the augmented version of the original dataset, allowing it
to adapt to the specific characteristics of the task.

(e) Model pretrained with the ImageNet dataset and fine-tuned with the synthetic
dataset: In this approach, the model is first trained on the ImageNet dataset
[155] and then fine-tuned on the synthetic dataset. The aim is to leverage the
general knowledge learned from the ImageNet dataset [155] and fine-tune it
to the specific characteristics of the synthetic dataset.

(f) Model pretrained with the ImageNet dataset and fine-tuned with a mix of
augmented and synthesized datasets: This approach combines the benefits
of both augmentation and synthetic datasets. The model is first trained on
the ImageNet dataset [155] and then fine-tuned on a combination of both
augmented and synthetic datasets. This allows the model to learn from a
diverse set of data and adapt to the specific characteristics of the task.

As shown in Table 2.1, the original data achieved accuracy and F1 scores of 80.8%
and 0.801 for the ResNet model and 89.8% and 0.893 for the EfficientNet-B7 model.
Data augmentation, such as flipping, rotating, and zooming, improved the accuracy
and F1 scores to 83.5% and 0.868 for ResNet and 91.8% and 0.918 for EfficientNet-
B7. Using a pretraining method with synthetic images and fine-tuning with original
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Training
Scheme

Model Recall Precision F1-Score Accuracy

a
ResNet [153] 0.684 0.969 0.801 0.808
EfficientNet-B7
[154]

0.847 0.945 0.893 0.898

b
ResNet [153] 0.873 0.865 0.868 0.835
EfficientNet-B7
[154]

0.895 0.943 0.918 0.918

c
ResNet [153] 0.863 0.907 0.88 0.875
EfficientNet-B7
[154]

0.909 0.942 0.925 0.925

d
ResNet [153] 0.942 0.898 0.919 0.898
EfficientNet-B7
[154]

0.958 0.935 0.946 0.947

e
ResNet [153] 0.945 0.934 0.939 0.927
EfficientNet-B7
[154]

0.961 0.972 0.966 0.964

f
ResNet [153] 0.955 0.94 0.947 0.935
EfficientNet-B7
[154]

0.969 0.977 0.973 0.972

Tab. 2.1: Data Centric Experiments on Surface Defect Dataset.

data resulted in higher accuracy and F1 scores of 87.5% and 0.88 for ResNet and
92.5% and 0.925 for EfficientNet-B7. Pretraining with ImageNet and fine-tuning
with augmented data improved the accuracy and F1 scores to 89.8% and 0.919 for
ResNet and 94.7% and 0.946 for EfficientNet-B7. Fine-tuning with a mix of synthetic
and augmented data resulted in the best performance with accuracy and F1 scores
of 93.5% and 0.947 for ResNet and 97.2% and 0.973 for EfficientNet-B7. The results
show that both traditional data augmentation and GAN-generated synthetic images
help prevent overfitting in a limited dataset.

Model Inception Score ↑ FID ↓
Cycle [156] 2.88 ± 0.25 91.56
Pix2Pix [137] 3.08 ± 0.31 65.09
Magna-Defect-GAN 3.88 ± 0.36 50.03

Tab. 2.2: Table comparing the performance of the Magna-Defect-GAN Model.

According to the results shown in Table 2.2, the method we propose outperforms
other methods in terms of IS and FID scores. There are a few factors that contribute to
this superior performance. One reason is that combining the mask embedding vector,
the conditional label vector, and the latent noise vector results in a more effective
mapping of the sample space, resulting in more diverse and intricate textures in
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the generated images. Additionally, the use of a style loss in the Magna-Defect-
GAN enhances the accuracy of the generated image with respect to background
characteristics such as texture and color.

Fig. 2.14: Comparison between the synthetic image generated by the Magna-Defect-GAN
and various image translation GANs.

It should be noted that other GAN models may generate many blank pixels in the
defect region (as shown in Figure 2.14) in an effort to attain greater diversity, which
can be detrimental for training a defect detection model as it would struggle to
learn from the noisy images. However, the Magna-Defect-GAN model retains both
structural consistency and fine background details, enhancing the ability of the
defect detection model to learn from different appearances of defects under various
levels of ambient light.

Conclusion:

In summary, the proposed method has several key findings that are worth
highlighting.

• Firstly, by incorporating the mask embedding vector, the latent noise vector,
and the discrete fine-grained guide labels, we were able to develop an improved
conditional mask-to-image translation GAN. This GAN is capable of producing
synthetic images that possess a high degree of intra-class diversity, including
variations in the size, shape, position, thickness, brightness, and background
of defects.

• Secondly, the proposed model was found to be more stable during the training
process and the generated data samples were of higher quality compared to
existing GAN models. This highlights the importance of carefully designing
the GAN architecture and training procedure in order to obtain high-quality
results.

• Thirdly, we concluded that GAN-based augmentation can be an effective tool
for filling gaps in the discrete training data distribution and enhancing sources
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of intra-class variation. However, it is important to keep in mind that GANs
cannot expand the distribution beyond the extremes of the training dataset.

• Finally, we found that when training a defect detection model with a small
dataset, a combination of conventional augmentations and GAN-generated
synthetic images can be extremely helpful in avoiding overfitting. Conventional
data augmentation can extrapolate the training data distribution, while GAN-
based synthetic images add diversity by interpolating between the discrete data
points in the manifold. These findings suggest that incorporating GAN-based
augmentation into a training pipeline can be a useful tool for improving the
robustness and performance of ML models in a variety of applications.

2.2.3 Applied Sciences 2023: Machine learning in manufacturing
towards Industry 4.0: From ’For Now’ to ’Four-Know’
In this article, we explored the model-centric approach in detail after conducting a
study on state-of-the-art GAN models in Journal of Big Data 2021 and developing
our custom GAN model specifically for the magnetic particle inspection in Sensors
2023. To gain a better understanding of current state-of-the-art model-centric
approaches, we examined ML models within the context of Industry 4.0. The field of
manufacturing is undergoing a significant transformation with the advent of Industry
4.0. Industry 4.0, also known as the fourth industrial revolution, is characterized by
the integration of advanced technologies such as the IoT, big data analytics, and ML
into the manufacturing process. This integration has the potential to revolutionize
the way manufacturing is done, leading to improvements in efficiency, quality, and
flexibility. Among these technologies, ML has been recognized as a key enabler of
Industry 4.0, and its potential to improve manufacturing has been widely studied.

However, despite the increasing attention given to ML in the context of Industry 4.0,
there is a lack of guidance on how to implement ML in the manufacturing industry.
This paper aims to address this gap by investigating the ways in which ML can be
implemented to improve manufacturing in its transition towards Industry 4.0. To
achieve this, we formulated the following research questions:

• RQ1: How does ML benefit manufacturing and what are typical ML application
cases?

• RQ2: How to develop an ML-based solution for problems in manufacturing
engineering?

• RQ3: What are the challenges and opportunities in applying ML in
manufacturing?
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To answer these research questions, we systematically reviewed more than a
thousand articles retrieved from two well-known research databases. The articles
were classified within a two-dimensional framework, which takes value-based
development stages on one axis and manufacturing levels on the other axis
into account. The development stage dimension concerns visibility, transparency,
predictive capacity, and adaptability, whereas the four considered manufacturing
levels are: product, process, machine, and system. The systematic review and
classification of the articles will provide a comprehensive understanding of the
current state of research on the topic and will serve as a guide for practitioners
looking to implement ML in the manufacturing industry.

ML has been applied in several fields of production engineering to solve a variety of
tasks with different levels of complexity and performance. However, in spite of the
enormous number of ML use cases, there is no guidance or standard for developing
ML solutions from ideation to deployment. Therefore, this paper aims to address this
problem by proposing an ML application roadmap for the manufacturing industry
based on the state-of-the-art published research on the topic.

Firstly, the paper presents two dimensions for formulating ML tasks, ’Four-Know’
(Know-what, Know-why, Know-when, Know-how) and ’Four-Level’ (Product, Process,
Machine, System). These are used for analyzing ML development trends in
manufacturing. The ’Four-Know’ dimension includes the following aspects: Know-
what refers to the knowledge of what the ML system should do, Know-why refers
to the understanding of the underlying principles of the ML system, Know-when
refers to the timing of when the ML system should be used, and Know-how refers
to the knowledge of how the ML system should be implemented. The ’Four-Level’
dimension includes the following aspects: Product level refers to the use of ML to
optimize product design and performance, Process level refers to the use of ML to
optimize manufacturing processes, Machine level refers to the use of ML to optimize
machine performance, and System level refers to the use of ML to optimize the
overall manufacturing system.

Then, the paper provides an implementation pipeline starting from very early stages
of a ML solution development. The pipeline includes the following steps: Problem
definition, Data collection, Data preprocessing, Model selection, Model training,
Model evaluation, and Model deployment. Furthermore, the paper summarizes the
available ML methods, including supervised learning methods, semi-supervised
methods, unsupervised methods and reinforcement methods, as well as their
typical applications. Supervised learning methods are used for tasks such as
classification and regression, semi-supervised methods are used for tasks such as
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anomaly detection, unsupervised methods are used for tasks such as clustering, and
reinforcement methods are used for tasks such as control.

Finally, the paper discusses the current challenges during ML applications and
outlines possible directions for future developments. Some of the challenges include
data availability, data quality, interpretability, and scalability. Possible directions
for future developments include using more advanced ML methods, developing
more robust models, and implementing more advanced data management and
preprocessing methods.

Applying ML in manufacturing normally involves the following six steps:

1. Data Collection: This is the first step in applying ML in manufacturing. It
involves gathering data from various sources such as sensors, machines, and
other equipment. The data collected can include information on production
processes, machine performance, and product quality. It is essential to collect
relevant and accurate data to train the ML models effectively.

2. Data Cleaning: After the data is collected, the next step is to clean the data. This
step involves removing any irrelevant or inconsistent data, as well as handling
missing or duplicate data. Data cleaning is an important step as it ensures that
the data used for training the ML models is accurate and consistent.

3. Data Transformation: After the data is cleaned, it is transformed into a format
that can be used for ML. This step involves converting the data into numerical
values, normalizing the data, and transforming it into a format that can be
used for ML.

4. Model Training: After the data is transformed, the next step is to train the ML
models. This step involves using the cleaned and transformed data to train
the models. Different types of ML algorithms can be used, such as supervised
learning, unsupervised learning, and reinforcement learning. The goal is to
find the best model that can accurately predict the results based on the input
data.

5. Model Analysis: After the models are trained, the next step is to analyze the
models. This step involves evaluating the performance of the models using
various metrics such as accuracy, precision, and recall. The goal is to identify
the best model that can accurately predict the results based on the input data.

6. Model Deployment: The final step is to deploy the model in the manufacturing
process. This step involves integrating the trained models into the
manufacturing process and using them to optimize production processes,
improve product quality, and predict future trends. The deployed models
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can continuously monitor the process and make adjustments in real-time to
improve efficiency and reduce downtime.

Model development is the core of ML-based solutions, as the selection of an ML
model plays a critical roles in the outcome. Therefore, We provided a comprehensive
overview of ML methods and their potential possibilities in manufacturing
applications, including supervised learning methods, semi-supervised learning
methods, unsupervised learning methods, and reinforcement learning methods.

1. Supervised learning methods: Supervised learning [157] is a method of ML
where the model is trained on labeled data, meaning the data used to train the
model includes both input and output variables. The goal is to learn a mapping
between inputs and outputs, such that the model can accurately predict
the output given a new input. In the context of Industry 4.0 manufacturing
engineering, supervised learning methods can be used for tasks such as product
quality prediction, maintenance prediction, and process optimization.
1.1 Tree-based methods: Tree-based methods [158] are a type of supervised

learning method that uses a tree-like structure to represent the decisions
and their possible consequences. These methods are commonly used for
classification and regression tasks. Decision trees and Random Forest
are examples of tree-based methods. In industry 4.0 manufacturing
engineering, tree-based methods can be used for tasks such as product
classification, process optimization, and maintenance prediction.

1.2 Probabilistic-based methods: Probabilistic-based methods [159] are a
type of supervised learning method that models the relationship between
input and output variables using probability distributions. These methods
are commonly used for classification and regression tasks. Examples of
probabilistic-based methods include Naive Bayes, Logistic Regression,
and Gaussian Mixture Model. In Industry 4.0 manufacturing engineering,
probabilistic-based methods can be used for tasks such as product quality
prediction, process optimization, and maintenance prediction.

1.3 Neural-Network-based methods: Neural-Network-based methods [160]
are a type of supervised learning method that models the relationship
between input and output variables using a network of artificial neurons.
These methods are commonly used for classification and regression
tasks. Examples of neural-network-based methods include feedforward
neural networks, convolutional neural networks, and recurrent neural
networks. In Industry 4.0 manufacturing engineering, neural-network-
based methods can be used for tasks such as product quality prediction,
process optimization, and maintenance prediction.
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2. Unsupervised learning methods: Unsupervised learning [161] is a method of
ML where the model is trained on unlabeled data, meaning the data used to
train the model only includes input variables, and the output variables are
not provided. The goal is to find patterns or structure in the data without any
prior knowledge of the output. In the context of Industry 4.0 manufacturing
engineering, unsupervised learning methods can be used for tasks such as
anomaly detection, process optimization, and product quality prediction.
2.1 Dimensionality reduction: Dimensionality reduction [161] is a technique

used to reduce the number of features in a dataset while preserving
important information. This is important because datasets with high-
dimensional features can be difficult to work with and may lead to
poor performance of ML models. Two common techniques used for
dimensionality reduction are Principal Component Analysis (PCA) and
Autoencoder.

2.1.1 PCA: PCA [161] is a technique that projects the data onto a new
set of orthogonal (uncorrelated) axes, called principal components,
which are ordered by the amount of variance they explain. The goal
is to find the most important features of the data that explain most
of the variance. In Industry 4.0 manufacturing engineering, PCA can
be used for tasks such as anomaly detection, process optimization,
and feature selection.

2.1.2 Autoencoder: Autoencoder [162] is a type of neural network that is
trained to reconstruct the input data. It is composed of two parts: an
encoder that reduces the dimensionality of the data, and a decoder
that reconstructs the original data. Autoencoder can be used for tasks
such as anomaly detection, feature extraction, and compression.

2.2 Clustering: Clustering [163] is a technique used to group similar data
points together, called clusters. Clustering is a form of unsupervised
learning and can be used for tasks such as anomaly detection, process
optimization, and product quality prediction. Common clustering
algorithms include k-means, hierarchical clustering, and density-based
clustering.

2.3 Association rule-based learning: Association rule-based learning is a
technique used to find relationships between variables in a dataset.
It is commonly used for market basket analysis and can be used to
identify items that are frequently purchased together. In Industry 4.0
manufacturing engineering, association rule-based learning can be used
for tasks such as process optimization, product quality prediction, and
maintenance prediction.
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3. Reinforcement learning: Reinforcement learning [164] is a type of ML that
focuses on training agents to make decisions in an environment by taking
actions and receiving rewards. In the context of manufacturing, reinforcement
learning can be used to optimize various production processes and improve
efficiency. In manufacturing environments, the reinforcement learning agent
can be trained to make decisions based on real-time data inputs, such as
machine utilization and inventory levels. The agent can learn how to maximize
rewards by adjusting production parameters, such as the number of machines
used, the production schedule, and the allocation of resources.

Conclusion: In conclusion, the proposed ML application roadmap for the
manufacturing industry provides a valuable framework for understanding and
developing ML solutions in this field. By using the Four-Know and Four-Level
dimensions, developers can analyze the trends in ML development in manufacturing
and use the implementation pipeline to guide the development process. Additionally,
the paper provides an overview of the available ML methods and their typical
applications, as well as outlining the current challenges and possible directions for
future developments. By utilizing this ML application roadmap, we gained a deeper
insight into the current model-centric solution approaches, which served as a starting
point for developing our novel CNN model.

2.2.4 IEEE Transactions on Industrial Informatics 2023: Attention
Guided Multi-Task Learning for Surface defect identification
This article presents a novel CNN model called Defect-Aux-Net, which is designed
to detect defects in surfaces. The Defect-Aux-Net uses a technique called multi-task
learning with attention mechanisms to make use of additional information from
related tasks in order to improve the accuracy and robustness of the CNN when
identifying surface defects.

Industrial visual inspection systems have come a long way in recent years with the
advent of deep learning techniques, but despite the seemingly limitless potential of
these complex CNN architectures, they are still barely utilized to their full potential
[165]. This is attributed to several reasons in our case, one of the main being the
inherent challenges associated with identifying small-scale surface defects.

The appearance of target surface defects varies greatly [116], depending on the
type of material, imaging conditions, and camera position. This can cause issues for
CNN models, making it difficult for them to identify small-sized defects accurately.
Moreover, the distinction between tiny defects and non-defect components within an
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image can be challenging, leading to the appearance of false positives in images that
are actually defect-free. It has created significant problems for our fastener industrial
application where high accuracy is critical.

Another significant challenge with complex CNN models is their limited real-time
applications. The long inference time [166] required to analyze images often results
in higher computational resource and power consumption. This makes real-time
applications of these models extremely limited and is a major roadblock to the
widespread adoption of industrial visual inspection systems.

In this PhD research on surface defect detection using CNNs, there are not only
the challenges discussed above, but also additional difficulties that arise during the
training and testing phase. One of these difficulties is the problem of overfitting,
which is a common issue when training CNN models. Overfitting [167] occurs when
the model is too complex and is able to fit the noise in the training data, rather
than the underlying patterns and features. This can happen when the model has
too many layers or the number of neurons in each layer is too large. As a result, the
model is able to achieve high accuracy on the training data, but performs poorly
on the test data, as it is not able to generalize to new examples. Another problem
that arises during the training of CNN models is underfitting. Underfitting [167]
occurs when the model is not complex enough to capture the underlying patterns
and features in the data. This can happen when the model has too few layers or
the number of neurons in each layer is too small. As a result, the model is not
able to accurately identify the patterns and features associated with surface defects,
leading to poor performance on the test data. Balancing between underfitting and
overfitting is critical [167] for ensuring that the model generalizes well and is able
to perform accurately on new, unseen data. One method of detecting underfitting
and overfitting is to plot the training and validation accuracy at each epoch during
the training process. Figure 2.15 provides an example of what overfitting may look
like when these accuracy values are plotted against the number of training epochs.

Additionally, Limited data problem [168] that can arise when working with real
time surface defect detection using CNNs. In our case, the data available for training
and testing the model is limited. This can be due to the difficulty in obtaining large
amounts of labeled data, and the high cost of acquiring and labeling images. As
a result, the model was not having enough data to learn from, leading to poor
performance on the test data. To overcome these problems, in this article we used
model centric approaches. We proposed a a Defect-Aux-Net model architecture
that exploits auxiliary information beyond the primary labels to improve the
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Fig. 2.15: The plot shows a turning point where the validation error begins to rise as the
training rate continues to decrease. This is because the excessive training has
caused the model to become too closely tailored to the training data, leading to
poor performance on the testing set compared to the training set

generalization ability of surface defect identification tasks, and this method can help
to solve the aforementioned issues.

• Defect-aux-Net is designed to overcome underfitting by incorporating
additional information from related tasks. By using pixel-level segmentation
masks and object-level bounding boxes, the model can learn more complex
features and thus improve its performance in the surface defect identification
task.

• To tackle overfitting, Defect-aux-Net utilizes attention mechanisms that exploit
the rich additional information from related tasks. By focusing on the most
relevant information, the model can learn more robust features and thus
improve its performance on test data. This results in a model that is more
resistant to overfitting and produces better results on unseen data.

• Defect-aux-Net also addresses the limited data problem by incorporating a
multi-task learning scheme. This architecture allows the model to perform
classification, segmentation, and detection of surface defects in a single
network. The smaller number of parameters in the architecture makes the
model more efficient in learning from a smaller number of labeled examples.
This is especially important in real-world applications where labeled data may
be limited.
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The proposed Defect-Aux-Net architecture is based on the Feature Pyramid Network
(FPN)-semantic-segmentation model [169] and has been enhanced by adding the
tasks of defect classification and detection to improve its generalization ability. This
is achieved by utilizing image level information as a guiding principle.

To achieve this, a novel multi-task learning network was developed based on the FPN
model. There are several different types of multi-task learning, each with their own
strengths and weaknesses. Some of the most common types of multi-task learning
include:

• Hard parameter sharing: This type of multi-task learning involves sharing the
same set of parameters across all tasks. The model is trained to perform all
tasks at once, with the same set of parameters. This approach is simple to
implement and more efficient.

• Soft parameter sharing: This type of multi-task learning involves sharing some
of the parameters across tasks, but also allowing for task-specific parameters.
This approach allows for more flexibility in the model, as it can learn distinct
features for each task. However, it can be more complex to implement and
may require more data to train the model effectively.

• Multi-head architectures: This type of multi-task learning involves training
separate heads for each task, with the heads sharing some or all of the
parameters. This approach allows for more flexibility and can be more efficient
than hard parameter sharing, but it can also be more complex to implement
and may require more data to train the model effectively.

• Multi-task learning with attention mechanisms: This type of multi-task learning
involves using attention mechanisms to focus on the most relevant information
for each task. This approach can be more efficient as it allows the model to
focus on the most important information for each task and can also help to
overcome overfitting.

Defect-Aux-Net employs Multi-task learning with attention mechanisms based on
the FPN model. The classification task is carried out in the bottom-up pathway of
the network, while the segmentation is performed in the top-down pathway of the
network. To create a bounding box, two sub-networks are employed in the top-down
pathway. The first sub-network determines the class associated with the bounding
box, while the second sub-network performs regression to adjust the position of the
bounding box. This combination of tasks and sub-networks is designed to improve
the overall accuracy and generalization ability of the model in identifying surface
defects.

Defect-Aux-Net Architecture:
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Defect-Aux-Net is inspired by two well-established deep learning architectures: FPN
[169] and ResNet-50 [86]. Recognizing surface defects that vary greatly in scale is
a major challenge in industrial machine vision systems. To address this issue, we
use the FPN, which employs a hierarchical arrangement of convolutional filters to
extract feature pyramids at different scales.

The FPN [169] consists of two pathways: the bottom-up and the top-down. The
bottom-up pathway, also known as the encoder, is a standard convolutional neural
network that is used for feature extraction. As we move up the network, the encoder
gradually decreases the spatial resolution while building high-level feature maps.
The top-down pathway is connected to the bottom-up pathway through lateral
connections for efficient multi-scale feature fusion. It is designed to enhance the
feature maps from the bottom-up pathway and build semantically rich feature
maps at multiple scales by double upscaling. As a result, the feature pyramid has
rich semantics at all levels, as the lower semantic features are interconnected to
the higher semantics. A Pictorial representation of the proposed Defect-Aux-Net
architecture is depicted in Figure 2.16.

Bottom-up pathway:

When selecting the core model for our proposed network, we tested several standard
image classification architectures and ultimately chose ResNet-50 [86]. ResNet-50
[86] has a proven track record in performing well for surface defect classification,
segmentation, and detection tasks. Additionally, ResNet-50 [86] has the advantage
of using a stride of two for each scale reduction, making it easier to incorporate
into FPNs for the top-down pathway. It is also a relatively small network based on
modern standards, making it suitable for our limited labeled data problem.

However, there are two problems with existing ResNet-50 feature pyramids in the
way they apply convolution operations to the input features. Firstly, the receptive field
of the encoder only has information about the local region, so the global information
is lost. Secondly, all feature maps are given equal magnitude of importance, but
some feature maps are more important for the next layers than others. For instance,
a feature map that contains edge information of the defects might be more important
than another feature map that has background texture information (as shown in
Figure 2.18 and Figure 2.19). To address this issue, we adopt the Squeeze-and-
Excitation (SE) module in the encoder (Figure 2.17). The SE module consists of
three components: Squeeze, Excite, and Scale. This allows for channel attention to
be incorporated into the network, ensuring that the most important feature maps
receive greater emphasis.
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Fig. 2.17: The design of the Squeeze and Excite module.

SE attention mechanism is a method for improving the performance of CNNs by
selectively focusing on relevant features in the input data. This mechanism is
based on the idea of recalibrating the channel-wise feature responses by using
global information to enhance the network’s ability to learn more discriminative
representations.

Fig. 2.18: Features of the samples in various channels of the top-down pathway at the third
stage.

The SE mechanism consists of two main steps: the squeeze step and the excitation
step. In the squeeze step, global information is obtained from the feature map by
reducing the spatial dimensions through a global average pooling (GAP) operation.
The result of this operation is a vector with a length equal to the number of channels,
which represents the channel-wise feature responses. In the excitation step, this
vector is passed through a fully connected (fc) layer followed by a non-linear
activation function to learn a set of weights that represent the relative importance
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of each channel in the feature map. These weights are then used to enhance the
channel-wise feature responses through an element-wise multiplication operation.

The mathematical representation of the SE mechanism can be described as follows:

Zc = FsqueezeUc = 1
HW

H∑
m=1

W∑
n=1

Uc(m, n) (2.10)

The purpose of the squeeze component is to gather global information from each
channel in a feature block U by performing a GAP operation across the spatial
dimensions (H×W) for each channel Uc to obtain global statistics (1×1×C).

s = Fexcitez, W = σgz, W = σ(W2ρW1, z) (2.11)

Once the squeeze component has gathered information globally, the excite
component creates a set of weights for each channel using a Multi-Layer Perceptron
(MLP) bottleneck structure. This structure features two layers that are fully connected
and the output layer uses a sigmoid activation function. The MLP bottleneck is used
to adjust the weights dynamically.

The conventional Resnet-50 architecture gives equal importance to each region in an
image, making it challenging to distinguish the areas of interest from the background.
In contrast, the spatial attention mechanism reduces background interferences by
assigning a weight to each pixel in the feature map, allowing the system to focus
on the most relevant parts of the image. This mechanism works by generating an
efficient feature map summary through average and max-pooling operations along
the channel axis, and then performing a convolutional layer followed by a sigmoid
operation on the feature. The result is a spatial attention map that can be used to
identify the most relevant parts of the image for further analysis.

The use of the spatial attention mechanism has a number of advantages over
traditional methods for surface defect detection. Firstly, it reduces the number
of false positive detections by focusing on the most relevant parts of the image.
Secondly, it increases the accuracy of the defect detection process, as the system is
able to distinguish between surface defects and background interferences. Thirdly,
it is computationally efficient, as the feature map summary is generated through
simple pooling operations and the convolutional layer is performed on the reduced
feature map.
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Fig. 2.19: Acquired CNN Features of the images in the first 23 channels of the third stage’s
top-down pathway
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Fig. 2.20: The design of the Spatial Attention component.

The Resnet architecture uses a combination of residual blocks and identity blocks to
process images and identify surface defects. A residual block consists of two blocks:
an identity block and a convolution block. The identity block is used when the input
and output dimensions are the same, while the convolution block is used when the
dimensions are different. The purpose of the residual block is to allow the network
to learn the residual mapping from the input to the output, rather than trying to fit
a direct mapping.

In addition to the residual blocks, we have integrated the SA and SE modules into
the residual block as shown in Figure 2.21. The SE module is designed to enhance
the representation of important features within the feature map by using a channel-
wise attention mechanism. The SA module, on the other hand, focuses on the most
relevant parts of the image by assigning a weight to each pixel in the feature map
(Figure 2.20).

The integration of the SA and SE modules into the residual block enhances the
ability of the Resnet architecture to identify surface defects. The SE module helps to
highlight important features within the feature map, while the SA module focuses
on the most relevant parts of the image. This results in a more accurate and efficient
defect detection process.

Fig. 2.21: FPN Bottom-Up structure with attention module.

Top-down pathway:

The deep features from the bottom-up pathway in the Resnet architecture are
upsampled through a combination of convolutions and bilinear up-sampling
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operations until all the feature maps reach ¼ scale. The purpose of this up-sampling
process is to obtain a higher resolution feature map, which is more representative of
the surface defects present in the image.

After the up-sampling process, the attention module outputs from the bottom-up
pathway are fused with the top-down pathway through lateral connections. This
multi-scale feature fusion allows the network to extract features at different levels
of abstraction, which is essential for detecting surface defects of different sizes and
shapes.

The fusion process begins by applying a 1 x 1 convolutional filter to the feature maps
C2,C3,C4,and C5. This reduces the number of channels in the feature maps to a fixed
number, making them more manageable for the next step in the fusion process. The
reduced feature maps are then merged with the corresponding top-down feature
map through element-wise addition. The outputs from this step are then summed
and transformed into a pixel-wise output.

Segmentation Branch:

The top-down pathway in the Resnet architecture is focused on classifying pixels
into a pre-defined set of classes through the segmentation branch. However, the
real-world datasets often contain far more pixels corresponding to the background
compared to surface defects, which can result in the model becoming biased towards
the background.

To overcome this pixel-wise class imbalance, we utilize the Dice loss, which calculates
the overlap of the pixels in the predicted mask with the ground truth label through
the use of the Dice coefficient. The Dice loss function is mathematically defined as:

Lseg = 1 − 2yŷ + 1
y + ŷ + 1 (2.12)

The ground truth label is represented by yi and the predicted label is represented
by ŷi. The Dice coefficient has a range of values from 0 to 1, with 1 indicating a
complete and exact match between the pixels.

Classification Branch:

The bottom-up pathway provides rich and abstract feature representations of the
input image. To utilize these representations, we perform global average pooling
on the feature maps from the bottom-up pathway to obtain a feature vector. This
feature vector is then fed into a sigmoid or softmax layer, depending on the type of
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classification being performed. In our approach, we use binary cross-entropy (BCE)
as the classification loss function. Mathematically, the loss can be defined as:

Lclass = 1
k

k∑
1

CE(y − ŷ) (2.13)

Where, yi is the ground truth label, ŷi is the predicted label of ith sample, k is the
total number of samples. CE is the binary cross entropy function.

Object detection Branch:

In our approach, bounding boxes and their associated classes are extracted through
the use of box regression and classification subnets at each level of the top-down
pathway. The classification subnet predicts the probability of defect presence at
each spatial location in the input image. To facilitate the regression of the bounding
boxes, a box regression subnet is attached to the top-down pathway in parallel to
the classification subnet.

To tackle the problem of class imbalance, we employ focal loss [170], which is an
improved version of cross-entropy. The focal loss [170] focuses the learning process
on hard negative examples, thus addressing the imbalance issue. The focal loss is
mathematically defined as:

Ldetection = αt ∗ (1 − pt)γ ∗ log(pt) (2.14)

Where, αt is the weight parameter per class and γ is the hyper parameter focuses on
hard negative samples. We choose αt =0.25 and γ = 4 as suggested in [170].

Loss Function:

Our proposed method integrates three loss functions from the classification,
segmentation, and detection tasks, which provide mutual sources of inductive
bias for each task. The segmentation and detection loss functions signal back to
the entire model, including both the bottom-up and top-down pathways, while the
classification loss only signals back to the bottom-up pathway.

To leverage the heterogeneous annotations and jointly optimize multiple tasks, we
combine and weight these three losses into a multi-task loss, LM . The combination
is performed as follows:

LM = βLclass + β1LSeg + β2Ldetection (2.15)
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Where, β, β1, and β2 are weight parameters. We tested with different combinations
of weight parameters and found that β=β1=β2=1 yields the best result for all the
tasks.

Dataset:

We evaluate the performance of Defect-Aux-Net on two challenging datasets, the
Severstal steel sheet dataset [171] and our own fastener defect dataset, named as
TekErreka dataset. The recent publication of the largest industrial steel sheet surface
defect dataset by Severstal, the largest steel and steel-related mining company, has
opened up new opportunities for research in the field of surface defect identification.
The dataset, which is annotated by the company’s technical experts, is highly
imbalanced and contains pixel-wise masks of grayscale images of size 1600×256.
The complexity of the dataset lies in the inter-class similarities between defective
and defect-free examples, which makes the task of surface defect identification
challenging. The Severstal dataset is highly imbalanced as shown in Figure 2.23,
with a large number of defect-free images and a small number of images with
defects. This imbalance makes the task of surface defect identification challenging
because it is difficult to achieve high accuracy in identifying defects when the
majority of the images are defect-free. This problem is compounded by the inter-
class similarities between defective and defect-free examples, which make it difficult
for CNN algorithms to differentiate between the two. Examples of Severstal steel
with four categories of defects is depicted below in Figure 2.22.

In order to evaluate the performance of surface defect identification algorithms, a
validation and test set must be selected from the Severstal dataset. In this study, 10%
and 20% of the original 12,568 images were randomly selected as the validation
and test data, respectively. This random selection helps to ensure that the results of
the evaluation are representative of the entire dataset and that the performance of
the algorithms is not affected by any biases in the selection process.

Data Preprocessing:

We used image resizing to 600x600 pixels and min-max standardization for
normalization in our Defect-Aux-Net model. The resizing provided a balance between
having enough detail and features in the images and being computationally feasible.
The normalization using min-max standardization rescaled the raw pixel values to
a range of 0 to 1, which helped the optimizer in the model avoid getting stuck in
a local minimum. To further improve the diversity of the training set and reduce
overfitting, we utilized augmentation techniques and GAN generated synthetic
images as discussed in the subsection 2.2.1.
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Fig. 2.22: Examples of Severstal steel with four categories of defects.
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Fig. 2.23: Class distribution of Severstal dataset

Evaluation Metrics:

The classification results are assessed through various metrics such as precision,
recall, F1-score, and binary accuracy.

Accuracy = TP + TN

TP + TN + FP + FN
(2.16)

Precision = TP

TP + FP
(2.17)

Recall = TP

TP + FN
(2.18)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
= 2 ∗ TP

2 ∗ TP + FP + FN
(2.19)

The true positive (TP) refers to correctly identified surface defects, true negative
(TN) refers to correctly identified non-defect images, false positive (FP) refers to
incorrectly classified images as surface defect, and false negative (FN) refers to
incorrectly classified images as non-defect. Precision measures the accuracy of
surface defect classification, while recall calculates the ratio of correctly classified
surface defect images to the total number of such images. F1-score is a combination
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of precision and recall, providing a single score to measure performance. Binary
accuracy represents the overall performance of the classification task. To evaluate
the segmentation results, the Dice score and Intersection-over-Union (IoU) are used
to calculate the overlap between the predicted and target binary masks. Lastly, the
mean average precision (mAP) is employed to assess the defect detection results by
comparing the detected bounding boxes to the ground truth bounding boxes.

Results and Discussion:

In the evaluation of the proposed approach, the performance of the classification task
was compared to state-of-the-art deep learning architectures. The segmentation and
detection modules were removed from the network specifically for the evaluation of
the classification task. The results of the experiments are summarized in Table 2.3
and it was found that the majority of errors were false positives. The visual similarity
between defects and surface noise was the cause of these false positive errors. It was
observed that the proposed Defect-Aux-Net approach achieved an overall accuracy
of 92.9% to 99.4% across all defect types on the Severstal dataset.

Model Dataset Class Recall Precision F1-Score Accuracy

Resnet-50 [2]
Severstal

Class1 0.454 0.403 0.427 0.831
Class2 0.591 0.533 0.561 0.958
Class3 0.918 0.847 0.881 0.811
Class4 0.857 0.852 0.854 0.963

TekErreka Class1 0.759 0.979 0.855 0.949

SEResnet-50 [24]
Severstal

Class1 0.508 0.556 0.531 0.875
Class2 0.617 0.58 0.598 0.97
Class3 0.98 0.816 0.891 0.817
Class4 0.559 0.94 0.701 0.94

TekErreka Class1 0.803 0.968 0.878 0.955

Effecientnet-B0 [5]
Severstal

Class1 0.891 0.859 0.875 0.964
Class2 0.872 0.732 0.796 0.984
Class3 0.943 0.963 0.953 0.929
Class4 0.946 0.924 0.935 0.983

TekErreka Class1 0.858 0.928 0.892 0.958

Defect-Aux-Net
Severstal

Class1 0.891 0.926 0.908 0.975
Class2 0.957 0.9 0.928 0.994
Class3 0.982 0.929 0.955 0.929
Class4 0.946 0.94 0.943 0.985

TekErreka Class1 0.887 0.939 0.912 0.971
Tab. 2.3: Performance comparison of Defect-aux-Net with the competing classification

models.

The proposed multi-task learning approach showed to be superior in performance
compared to other models, and it was also found that incorporating the segmentation
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task improved the performance of the classification task and vice versa. To test the
approach’s effectiveness in handling limited data, experiments were conducted
by removing a portion of the training data at 90%, 75%, and 50%. The results
showed that the accuracy decreased as the training data size decreased, as shown
in Figure 2.24 and Table 2.4. Despite reducing the training data size, the proposed
Defect-Aux-Net showed consistent performance, even when only 50% of the original
training data was used.

Fig. 2.24: Plot showing the relationship between the size of the training data and the
classification accuracy on the Severstal dataset.

50% 60% 75% 85% 90%
Resnet-50 0.65 0.812 0.89075 0.91 0.92

SEResnet-50 0.58 0.846 0.9 0.925 0.941
Effecientnet-B0 0.67 0.86 0.965 0.972 0.98
Defect-Aux-Net 0.72 0.91 0.97 0.985 0.99

Tab. 2.4: Ablation study on the effect of Training data size.

To assess the significance of the attention mechanisms in Defect-Aux-Net, we
conducted experiments to compare the accuracy of the network with and without
the spatial and channel attention mechanisms (squeeze and excite) on the TekErreka
dataset, as shown in Table 2.5. Additionally, we also tested the combination of both
spatial and channel attention mechanisms to determine their impact on the network’s
performance. These experiments aimed to verify the importance of the attention
mechanisms in Defect-Aux-Net and their contribution to its overall accuracy and
effectiveness in solving the classification task.
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Model Accuracy Parameters (M)

Defect-Aux-Net (without attentions) 0.962 33.2

Defect-Aux-Net (with SE attention) 0.968 35.7

Defect-Aux-Net (Spatial attention) 0.963 33.5

Defect-Aux-Net (with SE + Spatial attention) 0.971 36.2

Tab. 2.5: Ablation study on the effect of using attention mechanisms on the Tekerreka
dataset.

In our Study, the proposed approach was compared with other object detection
algorithms on the TekErreka dataset. The comparative models included SSD [93],
RetinaNet [170], and Cascade R-CNN [172]. The results of these comparisons are
presented in Figure 2.25, which shows the mAP scores of the various detection
models for the TekErreka dataset. The results demonstrate that Defect-Aux-Net was
able to achieve a higher mAP score compared to the alternative networks. The mAP
of the proposed algorithm was 17.95%, 43.77%, and 26.03% higher than that of
RetinaNet, SSD, and Cascade R-CNN, respectively. These results indicate the superior
performance of the proposed Defect-Aux-Net in comparison to the other object
detection algorithms on the TekErreka dataset.

Fig. 2.25: Comparison of the mAP between the state-of-the-art detection models and the
Defect-aux-Net.
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To evaluate the performance of various loss functions, we conducted a series of
experiments on the TekErreka dataset. We trained the Defect-Aux-Net using two
different methods: first using the BCE, Jaccard, or Dice loss function as the sole
segmentation loss and then using a combination of BCE, Jaccard and Dice loss. The
results of these experiments are displayed in Table 2.6. Our goal was to determine
the effectiveness of the different loss functions and to see which method produces
the best results.

Loss Function IoU Dice
BCE 0.892 0.911
Dice 0.903 0.926
Jaccard 0.9 0.913
Dice + BCE 0.901 0.92
Jaccard + BCE 0.899 0.912

Tab. 2.6: Performance of the Defect-Aux-Net on different loss functions for the defect
segmentation task.

Our experimental results also demonstrated that the proposed multi-task learning
strategy outperforms the state-of-the-art segmentation models in terms of
segmentation performance. The Dice and Intersection over Union (IoU) scores of
the various segmentation models on the Severstal dataset are shown in Figure 2.26
and Figure 2.27, respectively. The results reveal that Defect-Aux-Net achieved
higher scores for all classes compared to the other segmentation models. Table 2.7
summarizes the performance of the various networks on the TekErreka dataset.
The experimental results from Table 2.7 indicate that the proposed multi-task
learning approach can improve the performance of its corresponding single task
model. By incorporating the classification-guidance module, Defect-Aux-Net avoids
over-segmentation of defects in complex backgrounds, allowing for improved
segmentation results.

Model Iou Dice
FPN [11] 0.881 0.902

LinkNet [28] 0.876 0.895
Unet [10] 0.832 0.856

PSPNet [29] 0.885 0.917
Defect-Aux-Net 0.903 0.926

Tab. 2.7: Performance of the competing segmentation models on the Tek-Erreka Dataset

In addition to evaluating the performance of the model, we also evaluated the
impact of using a multi-task learning framework on inference time. To do this, we
compared the inference time of our proposed approach, which uses a multi-task
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Fig. 2.26: Comparison of Dice scores between the state-of-the-art segmentation methods
and the proposed approach for each type of defect.

Fig. 2.27: Comparison of IOU between the state-of-the-art segmentation methods and the
proposed approach for each type of defect.

learning framework, to a conventional single task network, where each task requires
a separate pass through the network during inference. The inference time was
measured on a computer with an Intel Core processor and the CPU specification is
summarized in Table 2.8.
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CPU Specification
CPU Processor type Intel(R) Xeon(R)

Processor Base Frequency 2.20 GHz
Total Cores 1

Tab. 2.8: CPU Specification.

Model Task Task Name
Inference
time (s)

Parameters
(M)

Single Task
Networks

Task 1
Classification
(ResNet-50)

0.0654 23.5

Task 2
Segmentation

(ResNet-50 FPN)
0.1106 26.9

Task 3
Detection

(ResNet-50 RetinaNet)
0.1780 34.0

Total
Classification +
Segmentation +

Detection
0.3540 84.4

Multitask
Network

Multitask
Classification +
Segmentation +

Detection (Defect- Aux-Net)
0.1927 36.2

Tab. 2.9: Comparison of the inference time between the Defect-Aux-Net model and the
baseline model.

From the results presented in Table 2.9, we can see that our proposed framework
leads to a significant reduction in the model size, with a 57.1% decrease compared
to solving each task independently. Additionally, compared to the single task
network, the inference time of our proposed network was reduced by 45.5%. This
demonstrates the effectiveness of the multi-task learning framework in reducing the
computational cost of the model without sacrificing its performance.

Conclusion: In this paper, we introduced a novel CNN architecture, named Defect-
Aux-Net, which leverages an attention-guided multi-task learning scheme to perform
automated surface defect detection. This novel architecture integrates three critical
tasks, namely classification, segmentation, and defect detection, into a unified
framework, resulting in improved performance and efficiency. The Defect-Aux-Net
architecture extends the FPN with a Resnet-50 encoder, forming a hybrid architecture
that balances the strengths of both networks. Additionally, we proposed a hybrid
loss function that combines multiple loss terms to enhance the model’s performance.
Evaluation of the Defect-Aux-Net on the TekErreka dataset showed outstanding
results, with an overall accuracy of 97.1%, a Dice score of 0.926, and a mAP of 0.762
on the classification, segmentation, and detection tasks. These results demonstrate
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the effectiveness of the Defect-Aux-Net in detecting surface defects and its potential
for widespread use in a variety of industrial applications.

2.2.5 International Conference on Electrical, Computer and Energy
Technologies (ICECET) 2022: Vision Transformer based
knowledge distillation for fasteners defect detection
With the completion of building CNN models for defect detection through both
iterative data-centric approaches in Journal of Big Data 2021 and Sensors 2023,
and model-centric approaches in IEEE Transactions on Industrial Informatics
2023 and Applied Sciences 2023, we moved on to model compression techniques
in this article. Our objective is to optimize and improve the efficiency of our models
through compression without sacrificing their accuracy.

Model compression in CNN refers to the process of reducing the size and
computational complexity of a CNN without sacrificing its performance. This
is a crucial aspect of deep learning application as the models are becoming
increasingly large and complex, making them impractical for deployment in real-
world applications.

One of the main reasons for the need for model compression in CNN is the memory
constraints of hardware devices. CNN models often require a large amount of
memory to store the model parameters and intermediate activations. This can be
a major bottleneck in deploying CNN models on devices with limited memory,
such as smartphones, edge devices, and embedded systems. In such cases, model
compression can be used to reduce the memory footprint of the model and make it
possible to deploy it on these devices.

Another reason for the need for model compression is computational efficiency. CNN
models require a large amount of computational resources to perform forward and
backward passes during training and inference. This can make them impractical
for deployment in real-world applications, where the available computational
resources are limited. Model compression can be used to reduce the computational
requirements of the model, making it possible to run it on devices with limited
computational resources, such as embedded systems and edge devices.

In addition to the practical benefits of model compression, there are also theoretical
reasons for its importance. For example, it has been shown that CNN models often
have a large number of redundant parameters that do not contribute significantly
to the model’s performance. Model compression techniques can be used to remove
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these redundant parameters, resulting in a smaller and more compact model that is
easier to deploy and maintain.

There are several techniques for model compression in CNN, including pruning
[173], quantization [174], low-rank factorization [175] and KD [176].

Pruning:

Pruning [173] is a popular model compression technique that involves removing
neurons or connections that are deemed to be redundant or not useful for
the task at hand. In the context of CNNs, pruning is used to reduce the size
and computational complexity of the model without sacrificing its performance.
This is especially important in real-world deployment scenarios, where limited
computational resources and memory are often available.

Weight pruning:

There are several types of pruning techniques that have been proposed for CNNs,
each with its own strengths and limitations. One of the most widely used pruning
techniques is weight pruning [177], which involves removing the smallest weight
values in the model. This technique is simple to implement and can achieve
significant reductions in the size of the model. However, it can also lead to a
loss of accuracy, as removing weights can affect the overall function of the model.

Neuron pruning:

Another popular pruning technique is neuron pruning [178], which involves
removing entire neurons from the model. This technique can achieve even greater
reductions in the size of the model compared to weight pruning, but it is also more
computationally intensive and can lead to a greater loss of accuracy. To mitigate
this, neuron pruning techniques often use more sophisticated methods for selecting
which neurons to remove, such as using importance scores or criteria based on the
structure of the model.

Structured pruning:

A third type of pruning technique is structured pruning [179], which involves
removing entire channels or filters from the model. This technique is especially
effective in reducing the size of the model, as entire channels can be removed with
minimal impact on the performance of the model. Structured pruning techniques
can be used to prune the model during the training process, or they can be used
to fine-tune a pre-trained model. Structured pruning procedures aims to keep the
network’s accuracy while enhancing its efficiency.
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Hybrid pruning:

Finally, there are hybrid pruning [180] techniques, which combine multiple pruning
techniques to achieve the best results. For example, a hybrid pruning technique
might first use weight pruning to reduce the size of the model, and then use neuron
pruning to further reduce the size while minimizing the loss of accuracy.

Quantization:

Quantization is a widely used model compression technique in deep learning,
particularly in CNNs. It involves reducing the precision of the model parameters,
which can significantly reduce the memory footprint of the model and increase its
computational efficiency.

There are several types of quantization techniques used in CNNs, each with its
own strengths and limitations. These techniques can be broadly classified into two
categories: weight quantization [174] and activation quantization.

Weight quantization:

Weight quantization [174] involves reducing the precision of the model weights from
floating-point values to integers or fixed-point values. This can result in a substantial
reduction in memory footprint, as integer and fixed-point values take up much less
memory compared to floating-point values. However, weight quantization can also
result in a reduction in accuracy, as the reduced precision of the weights may lead to
a loss of information. To mitigate this issue, various weight quantization techniques
have been proposed, including uniform quantization, non-uniform quantization, and
k-means quantization.

Activation quantization:

Activation quantization [181] involves reducing the precision of the activations
generated during forward propagation. This can further reduce the memory footprint
of the model and increase its computational efficiency. Similar to weight quantization,
activation quantization can also result in a reduction in accuracy, as the reduced
precision of the activations may lead to a loss of information. To mitigate this issue,
various activation quantization techniques have been proposed, including uniform
quantization, non-uniform quantization, and k-means quantization.

Mixed-precision quantization:

Another type of quantization technique that is commonly used in CNNs is mixed-
precision quantization [182]. This involves using different precisions for different
parts of the model, such as using higher precision for the weights and lower precision
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for the activations. This can provide a balance between memory efficiency and
accuracy, as the high precision weights ensure that the information is not lost,
while the low precision activations reduce the memory footprint and computational
complexity of the model.

Low-rank factorization:

The main idea behind low-rank factorization is to decompose the model weights
into a lower-dimensional representation, which can significantly reduce the memory
footprint and computational complexity of the model. This is achieved by factorizing
the weight tensors into the product of two or more low-rank matrices, which capture
the essential information contained in the original weights.

There are several types of low-rank factorization techniques used in CNNs, each
with its own strengths and limitations. These techniques can be broadly classified
into two categories: matrix factorization and tensor factorization.

Matrix factorization: Matrix factorization techniques [183] involve factorizing the
weight matrices into the product of two or more low-rank matrices. This can
significantly reduce the memory footprint and computational complexity of the
model, as the size of the weight matrices is reduced. The most common matrix
factorization technique used in CNNs is singular value decomposition (SVD), which
decomposes the weight matrices into the product of three matrices: a diagonal
matrix containing the singular values, a unitary matrix containing the left singular
vectors, and a unitary matrix containing the right singular vectors.

Tensor factorization: Tensor factorization techniques [184] involve factorizing the
weight tensors into the product of two or more low-rank matrices. This can provide
an even more compact representation of the model weights, as the size of the weight
tensors is reduced. The most common tensor factorization technique used in CNNs
is tensor train (TT) decomposition, which decomposes the weight tensors into the
product of a sequence of matrices with a fixed rank.

low-rank approximation: Another type of low-rank factorization technique that is
widely used in CNNs is low-rank approximation [175]. This involves approximating
the weight tensors with a lower-rank tensor, which captures the essential information
contained in the original weights. Low-rank approximation can be achieved using
various methods, such as SVD, TT decomposition, and matrix factorization.

knowledge distillation:

The basic idea behind KD [176] is to use the outputs of a larger, more complex
model, called the teacher model, to train a smaller, simpler model, called the student
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model. By using the teacher model’s outputs as supervision, the student model can
learn the features more efficiently as shown in Figure 2.28. In the context of fastener
defect detection, using KD to train a lightweight CNN model can significantly reduce
the inference time while maintaining a high level of performance.

Fig. 2.28: Overview of the knowledge distillation architecture [185].

In this study, we focused on utilizing the advantages of KD and quantization
technique to build fast and lightweight CNN models that can be deployed in low-
power and resource-limited devices for real-time fastener defect detection system.
We employ a compact smaller CNN model (Resnet18) as a student network and a
larger pretrained Defect-Aux-Net model as a teacher network in the KD framework.
By using a smaller model as the student network, we can reduce the computational
complexity and inference time. Additionally, by using a pretrained model as the
teacher network, we can leverage the knowledge learned from a large dataset and
achieve a high level of performance.

Furthermore, we applied quantization techniques to the student network to reduce
the precision of the parameters and activations, which leads to a reduction in the
memory and computation requirements. This allows the model to be deployed in
low-power and resource-limited devices with minimal computational and storage
resources.

In this work, we used Grad-CAM [117] to visualize the predictions of the trained
student model for fastener defect identification. To do this, we applied Grad-CAM
[117] to a set of training examples and analyzed the resulting activation maps. As
shown in Figure 2.29, our results indicated that the student network was basing its
predictions not on background or noise components within the fasteners, but on
the actual defects. This observation is important because it shows that the student
network has learned to effectively identify and focus on the relevant features in
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the input images. Furthermore, the use of Grad-CAM helped us to gain a better
understanding of how the student network was making its predictions. By visualizing
the class activations, we were able to see which regions of the fasteners were most
important for the model to correctly classify the images as containing defects or
not.

Fig. 2.29: Example results of GRAD-CAM visualization

Conclusion:

In conclusion, our study focused on utilizing the advantages of KD and quantization
techniques to build fast and lightweight CNN models that can be deployed in low-
power and resource-limited devices for real-time fastener defect detection system.
By using a light-weight ResNet 18 as the student network in the KD framework,
we were able to significantly reduce the model size and speed up the real-time
inference on edge devices. Moreover, to further optimize the student network, we
used quantization as a post-model optimization step. This quantization method
allowed us to achieve 4x reduction in the model size and 4x reduction in memory
bandwidth requirements. This approach can be applied to various manufacturing
industries for efficient and accurate fastener defect detection, leading to increased
production efficiency and improved product quality.
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A survey on generative adversarial networks 
for imbalance problems in computer vision 
tasks
Vignesh Sampath1,2*, Iñaki Maurtua1, Juan José Aguilar Martín2 and Aitor Gutierrez1

Introduction
Recent developments in Convolutional Neural Networks (ConvNets) have led to sub-
stantial progress in the performance of computer vision tasks applied across vari-
ous domains such as self-driving cars [1], medical imaging [2], agriculture [3, 4], 

Abstract 

Any computer vision application development starts off by acquiring images and 
data, then preprocessing and pattern recognition steps to perform a task. When the 
acquired images are highly imbalanced and not adequate, the desired task may not be 
achievable. Unfortunately, the occurrence of imbalance problems in acquired image 
datasets in certain complex real-world problems such as anomaly detection, emotion 
recognition, medical image analysis, fraud detection, metallic surface defect detection, 
disaster prediction, etc., are inevitable. The performance of computer vision algorithms 
can significantly deteriorate when the training dataset is imbalanced. In recent years, 
Generative Adversarial Neural Networks (GANs) have gained immense attention by 
researchers across a variety of application domains due to their capability to model 
complex real-world image data. It is particularly important that GANs can not only be 
used to generate synthetic images, but also its fascinating adversarial learning idea 
showed good potential in restoring balance in imbalanced datasets.

In this paper, we examine the most recent developments of GANs based techniques 
for addressing imbalance problems in image data. The real-world challenges and 
implementations of synthetic image generation based on GANs are extensively cov-
ered in this survey. Our survey first introduces various imbalance problems in computer 
vision tasks and its existing solutions, and then examines key concepts such as deep 
generative image models and GANs. After that, we propose a taxonomy to summarize 
GANs based techniques for addressing imbalance problems in computer vision tasks 
into three major categories: 1. Image level imbalances in classification, 2. object level 
imbalances in object detection and 3. pixel level imbalances in segmentation tasks. We 
elaborate the imbalance problems of each group, and provide GANs based solutions 
in each group. Readers will understand how GANs based techniques can handle the 
problem of imbalances and boost performance of the computer vision algorithms.

Keywords:  Generative adversarial neural networks, Imbalanced data, Object 
detection, Segmentation, Classification, Deep learning, Deep generative model
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manufacturing [5], etc. The availability of big data [6], together with increased comput-
ing capabilities is the predominant reason for the recent success. Image acquisition is the 
first step in the development of computer vision algorithms. When the acquired image 
is not adequate, the desired task may not be possible to achieve. Image classification [7], 
object detection [8] and segmentation [9] are the fundamental building blocks of the 
computer vision tasks. All these methods use deep ConvNets with enormous layers and 
have a very high number of parameters that need to be tuned. Therefore, they demand 
a huge amount of representative data to improve their performance and generalization 
ability. While the amount of visual data is increasing exponentially, many of the real-
world datasets suffer from several forms of imbalance. Handling imbalances in the image 
dataset is one of the pervasive challenges in the field of computer vision.

Image classification is the task of classifying an input image according to a set of pos-
sible classes. Classification algorithms learn to isolate important distinguishing infor-
mation about an object in an image like shape or color and ignore irrelevant parts of 
an image such as plane background or noise. Several popular image classification archi-
tectures such as LeNet [7], AlexNet [10], VGG-16 [11], GoogLeNet [12], ResNet [13], 
Inception-V3 [14], DenseNet [15] take an input image and then pass it through several 
convolutional and pooling layers. Convolutional layer helps to extract features from the 
input image, while a pooling layer reduces the dimension. Several successive convolu-
tional and pooling layers may follow, depending on the layout and intent of the archi-
tecture. The result is a set of feature maps reduced in size from the original image that 
through a training process have learned to distill information about the content in the 
original image. All extracted feature maps are then transformed into a single vector that 
can be fed into a series of fully connected neural network to obtain a probability distri-
bution of class scores. The predicted class for the input image can be extracted from this 
probability distribution.

These architectures are typically designed to work well with balanced datasets, but a 
common issue with real-world datasets is the imbalance of observed classes. The most 
commonly known imbalance problem in a task of image classification is the class imbal-
ance. Class imbalance in the real-world image datasets is ubiquitous and can have an 
adverse effect on the performance of ConvNets [16]. These datasets usually fall into four 
categories in terms of its size and imbalance [17]:

1.	 The ideal datasets are the one that contain an adequate and equal or almost equal 
number of samples within each class. An equal probability is assigned to all classes 
during training to update parameters of the network and approach the minimum 
value of the error function. A wide range of standard machine learning algorithms 
can be applied for the ideal datasets.

2.	 The datasets with an adequate number of samples where some instances of classes 
are rarer than other instances of classes are said to be uneven datasets. Even though 
these datasets have adequate number of samples, it is costly and may not be possible 
for experts to manually inspect huge unlabeled datasets to annotate.

3.	 Tiny datasets are not easily available, and they can be difficult to collect. Such data-
sets have an equal number of samples within each class, but they are almost impos-
sible to collect due to privacy restriction and other reasons.
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4.	 Absolute rare datasets have a limited number of samples and substantial class imbal-
ance. Reasons for class imbalance in these datasets can vary but commonly the prob-
lem arises because of: (a) Very limited number of experts available for data collec-
tion; for an example, generation of medical imaging datasets requires specialized 
equipment and well trained medical practitioners for data acquisition (b) Enormous 
manual effort required to label datasets; and (c) Scarcity of samples of specific class 
leading to class imbalance. Consequently, the size of the dataset and class imbal-
ance problem becomes a bottleneck that prevents us from tapping the true potential 
of ConvNets. Figure 1 illustrates different types of datasets in terms of its size and 
imbalance.

Class imbalance in a dataset can stem from either between classes (inter class imbal-
ance) or within class (intra class imbalance). Inter class imbalance occurs when a minor-
ity class contains a smaller number of instances when compared to instances belonging 
to the majority class. Classifiers built using inter class imbalanced datasets are most 
likely to predict minority class as rare occurrences, even sometimes assumed as outlier 
or noise which results in misclassification of minority classes [18]. Minority classes are 
often of greater interest and significance, that needs to be cautiously handled. For exam-
ple, in a rare disease medical diagnosis where there is a vital need to distinguish such a 
rare medical condition among the normal populations. Any kind of diagnosis errors will 
cause stress to the patient and further complications. It is therefore very important that 
deep learning models [19] built using such datasets should be able to achieve a higher 
detection rate on minority classes.

Intra class imbalance in a dataset can also deteriorate the performance of the classi-
fier. An Intra-class imbalance can be viewed as the attribute bias within a class, in other 
words inter-class imbalance in fine-grained visual categorization. For example, a class 
of dog samples can be further categorized by dog color, pose variations and dog breeds. 
Imbalances in such categories (intra class imbalance) is an unavoidable problem in 

Fig. 1  Distribution of different type of datasets (a) Dataset with adequate sample (b) Dataset with 
inadequate sample
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datasets of many classification tasks such as modality based medical image classification 
[19], fine grained attribute classification [20], person re-identification [21], age [22] and 
pose invariant face recognition [23].

Several attempts have been made to overcome the problem of class imbalance by 
using different approaches and techniques. These techniques can be grouped into 
data-level approaches, algorithm level methods and hybrid techniques. While data 
level approaches modify the distribution of training set to restore balance by adding or 
removing instances from the training dataset, algorithm level methods change the objec-
tive function of the classifier to increase the importance of the minority class. Hybrid 
techniques combine algorithm level methods with data level approaches. Next few para-
graphs will inform readers about some of the traditional techniques available to counter 
the class imbalance problem.

•	 Resampling To counteract the class imbalance problem, two types of re-sampling 
can be applied: One is under sampling by deleting samples from the majority class 
and another is oversampling by duplicating samples from the minority class [24]. 
Re-sampling method balances the dataset but fails to provide any additional infor-
mation to the training set. The other limitations of this method include: oversam-
pling results in over fitting problem while under sampling leads to substantial loss 
of information [25]. The quantity of under-sampling and oversampling is generally 
determined using experimental methods and empirically established [26]. In order to 
yield additional information to the training set, synthetic oversampling methods cre-
ate new samples instead of duplicates to add equilibrium to skewed distribution. The 
Synthetic Minority Oversampling Technique (SMOTE) [27] is a popular synthetic 
oversampling method that aims to generate synthetic samples based on randomly 
selected K-nearest neighbors. SMOTE does not take account of the distribution of 
data between the classes. Adaptive synthetic sampling (ADASYN) approach [28] 
uses a weighted distribution for different minority classes according to their learning 
difficulties to adaptively generate synthetic data samples. Cluster based oversampling 
[29] technique divides the input space into various clusters and then incorporates 
sampling to alter the sample size. Many traditional synthetic oversampling tech-
niques such as SMOTE or ADASYN are only suitable for low dimensional tabular 
data which restricts their application in a high dimensional image data. In addition, 
all the aforementioned techniques generate data by either deleting or averaging exist-
ing data, and hence may fail to improve classification performance.

•	 Augmentative oversampling Data augmentation is another commonly used tech-
nique to inflate the size of the training dataset [30]. Augmentation such as transla-
tion, cropping, padding, rotation and horizontal flipping introduces small modifica-
tions in the image data, but not all these modifications will improve the performance 
of a classifier. There is no standard method that can decide whether any particular 
augmentation strategy can improve results until the training process is complete. 
As training ConvNets is a time-consuming process [31], only a restricted amount 
of augmentation strategy is likely to be tested before model deployment. Also, the 
diversity that can be obtained from small modifications of the images is relatively 
small. In addition to balancing classes by oversampling, augmentation techniques 
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also serve as a kind of regularization in deep neural network architecture and hence 
reduce the chance of over fitting. There is no consensus about the best strategy for 
combining different augmentation strategies together. Therefore, more advanced 
augmentation techniques such as mixing images depend on expert knowledge for 
validation and labelling [32]. A complete survey of Image data augmentation for deep 
learning has been compiled by Shorten et al. [32].

•	 Semi-supervised learning (SSL) SSL [33] is one of the most attractive ways to improve 
classification performance where we have access to small number of labeled sam-
ples x x along with large amount of unlabeled samples (Uneven dataset). SSL uses 
the combination of supervised and unsupervised learning techniques. It makes use 
of small labeled samples as the training set to train the model in a supervised man-
ner, and then use the trained model to predict on the remaining unlabeled portion 
of the dataset. The process of labeling each sample of unlabeled data with the indi-
vidual outputs predicted for them using the trained model is known as pseudo labe-
ling. After labeling the unlabeled data through the pseudo labeling process, classifica-
tion model is trained on both the actual and pseudo labeled data. Pseudo labeling is 
an interesting paradigm to annotate large-scale unlabeled data that potentially takes 
many tedious hours of human labor to manually label them. However, SSL relies on 
assumptions about the underlying marginal distribution of input data p(x) , both the 
labeled and unlabeled samples are assumed to have the same marginal distribution. 
This marginal distribution p(x) should contain information about the posterior dis-
tribution p(y|x) . A complete list of semi supervised learning is detailed in [34].

•	 Cost sensitive learning Majority of the classification algorithms assume that misclas-
sification costs of both minority and majority classes are the same. Cost-sensitive 
learning [35] pays more attention to misclassification costs of the minority class 
through a cost matrix.

The most straightforward and commonly used approach in ConvNets is the data 
driven strategy, because deep ConvNets with enormous layers have a very high num-
ber of parameters to be tuned, it is prone to overfitting when trained on a small sized 
dataset. Data level approaches inflate the training data size that serves as regularization 
and hence reduce the chance of overfitting in deep neural network architecture. Tradi-
tional data-level techniques suffer the following drawbacks, particularly when used for 
the class imbalance problem in high-dimensional image data.

a.	 Synthetic instances created using traditional data level approaches may not be the 
true representative of the training set.

b.	 Synthetic data generation is achieved either by duplication or linear interpolation 
which does not generate new examples that are atypical and puzzle the classifier 
decision boundaries, and hence fail to improve overall performance.

c.	 In Medical images, augmentation techniques are restricted to minor alteration on 
an image, as they abide by strict standards. Additionally, the types of augmentation 
one can use vary from problem to problem. For instance, heavy augmentations such 
as geometric transformations, random erasing, and mixing images might damage 
semantic content of the medical image.
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d.	 Applying data augmentation in an absolute rare dataset may not provide the varia-
tions required to produce a distinct sample to add equilibrium to skewed distribu-
tion.

e.	 Dealing with the class imbalance in fine-grained visual categorization is challenging 
because it involves large intra-class variability and small inter-class variability.

f.	 Most of the techniques are designed only for binary classification problems. Multi 
class imbalance problems are generally considered much harder than their binary 
equivalents for many reasons. For Instance, there can be several combinations of 
minority-majority classes, i.e., they may include: 1. Few minority-Many majority 
classes, 2. Many minority-Few majority classes, and 3. Many minority-Many major-
ity classes.

Class imbalance in image classification tasks has been widely explored and studied. 
In addition to class imbalance, there are many different forms of imbalances that can 
impede performance of other computer vision tasks such as object detection and image 
segmentation. Object detection, which deals with localization and classification of mul-
tiple objects in a given image, is another challenging and significant task in computer 
vision. The typical way of localizing an object in an image is by drawing a bounding box 
around the object. This bounding box can be interpreted as a collection of coordinates 
that define the box. Nowadays, object detection algorithms fall into two broad catego-
ries: two-stage detectors and single stage detectors. On one hand, two stage detector 
such as Region-based Convolutional Neural Networks (R-CNN) [8], Fast R-CNN [36], 
Faster R-CNN [37], Mask R-CNN [38], etc. employ a Region Proposal Network (RPN) to 
search objects in the first stage, and then process these region of interests for object clas-
sification and bounding-box regression in the second stage. On the other hand, single 
stage detectors such as Single Shot Detection (SSD) [39], You Only Look Once (YOLO) 
[40], etc. perform detection on a grid that avoids spending too much time on generating 
region proposals. Instead of locating objects perfectly, they prioritize speed and recogni-
tion. Therefore, one stage object detectors are fast and simple, whereas two stage detec-
tors are more accurate.

Despite the recent advances, applying object detection algorithms to the real-world 
datasets such as in-car video [41], transportation surveillance images [42] that contain 
objects with large variance of scales (Objects scale imbalance) remains challenging. 
Physical size of a same object at different distances from the camera would appear as 
different size. Singh et al. [43] showed that object level scale variation greatly affects the 
overall performance of object detectors. Many solutions have been proposed to address 
the object scale imbalance. Scale aware fast R-CNN [44] uses an ensemble of two object 
detectors, one for detecting the large and medium scale objects and other for the small 
scale objects, and then combines them to produce final predictions. Multi-scale Image 
Pyramids such as SNIP [43] and SNIPER [45] use an image pyramid to build multi scale 
feature representation. Feature Pyramid Networks (FPN) [46] combine feature hierar-
chies at different scales to predict objects at different scales.

Objects in the real-world datasets only occupy a small portion of the image, while the 
rest of the image is background. Both single and two stage algorithms approximately 
evaluate about 104 to 105 locations per image [47], yet just a few locations have objects. 
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The imbalance between foreground (object) and background can also hinder perfor-
mance of the object detection algorithm. Furthermore, object detection algorithms 
should be invariant to deformation and occluded objects. In Pedestrian detection Data-
set [48], for instance, more than 70% of pedestrians are occluded in at least one frame of 
a video clip and about 19% of pedestrians are occluded in all frames, where the occlu-
sions are ranked as heavy in almost half of such cases. Dollar et al. [48] highlight that 
the performance of pedestrian detection using standard detectors declines substantially 
even under partial occlusion, and drastically under severe occlusion. Data augmentation 
based on random erasing [49] is a frequently used technique that forces detectors to pay 
attention to the entire object in an image, rather than just a portion of it. Yet, this tech-
nique is not guaranteed to be advantageous in all the conditions. Because skewed distri-
butions arise even within deformed and occluded objects as some of the occlusions and 
deformations are uncommon that they hardly occur in practical scenarios [50].

Image segmentation that classifies every pixel in an image suffers from pixel level 
imbalances, as are other computer vision tasks.Some of the well-known image segmen-
tation algorithms include Fully connected network [9], SegNet [51], U-Net [52], ResU-
Net [53] etc. Image segmentation is essential for a variety of tasks, including: Urban 
scene segmentation for autonomous driving [54], industrial inspection [55] and cancer 
cell segmentation [56]. Datasets of all these tasks suffer from pixel level imbalance. For 
example, In Urban street scene dataset [57], Pixels corresponding to sky, building and 
road are far numerous than pixels of pedestrian and bicyclist. This is due to the fact that 
the area covered by sky, buildings and roads are more than pedestrians and bicyclists in 
the image. Similarly, In brain tumour image segmentation dataset [58], MRI images have 
more healthy brain tissue pixels than cancerous tissue pixels. The most frequently used 
loss function for image segmentation task is a pixel wise cross entropy loss [59]. This loss 
assigns equal weights to all the pixels, evaluates the prediction for each pixel individually 
and then averages over all pixels. In order to mitigate this problem, many works have 
been done which modify the pixel wise cross entropy loss function. The standard cross 
entropy loss is modified in Weighted cross entropy [52], Focal loss [47], Dice Loss [60], 
Generalised Dice Loss [61], Tversky loss [62], Lovász-Softmax [63] and Median fre-
quency balancing [51], so as to assign higher importance to rare pixels. Although modi-
fied loss functions are efficient for some imbalances, such functions undergo severe 
difficulties when it comes to highly imbalanced datasets, as seen with medical image 
segmentations.

In contrast to all the traditional approaches described above, Generative adversarial 
Neural Networks (GANs) aim to learn underlying true data distributions from the lim-
ited available images (both minority and majority class), and then use the learned dis-
tributions to generate synthetic images. This raises an interesting question on whether 
GANs can be used to generate synthetic images for the minority class of various imbal-
anced datasets. Indeed, recent developments of GANs suggest that being capable to 
represent complex and high dimensional data can be used as a method of intelligent 
oversampling. GANs utilize the ability of neural networks to learn a function that 
can approximate model distribution as close as possible to true distribution. Particu-
larly, they do not rely on prior assumptions about the data distribution and can gener-
ate synthetic images with high visual fidelity. This significant property allows GANs to 
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be applied to any kind of imbalance problem in computer vision tasks. GANs can not 
only be able to generate a fake image, but also offer a way to change something about 
the original image. In other words, they can learn to produce any desired number of 
classes (such as, objects, identities, people, etc.), and across many variations (such as, 
viewpoints, light conditions, scale, backgrounds, and more). There are a wide variety of 
GANs reported in the literature, each with their own strengths to alleviate imbalance 
problem in computer vision tasks. For instance, AttGAN [64], IcGAN [65], ResAttr-
GAN [66], etc. are a specific variant of GANs that are commonly used for facial attribute 
editing tasks. They learn to synthesize not only a new face image with desired attributes 
but also preserves attribute independent details. Recently, GANs have been combined 
with a wide range of existing object detection and image segmentation algorithms to 
overcome the problem of imbalance and improve their performance.

The original GANs architecture [67] contains two differentiable functions represented 
by two networks, a generator G and a discriminator D . The learning procedure of GANs 
is to simultaneously train a discriminator D and a generator G . It follows an adversarial 
two-player, zero-sum game. An intuitive way of understanding GAN is with the police 
and the counterfeiter anecdote. The generator network is like a group of counterfeiters 
trying to produce fake money and make it look genuine. The police attempt to discover 
counterfeiters using fake money, yet at the same time need to let every other person 
spend their real money. Over time, the police show signs of improvement at identifying 
fake cash, and the forgers improve at faking it. In the end, the counterfeiters are com-
pelled to make ideal copies of real money. High resolution and realistic minority class 
images generated using learned model distribution can be used to balance the class dis-
tribution and mitigating effect of over fitting by inflating the training dataset size. GANs 
solve the problem of generating data when there is not enough data to begin with and 
they require no human supervision. GANs can provide an efficient way to fill in holes 
in the discrete distribution of training data. In other words, they can transform the dis-
crete distribution of training data to continuous, providing an additional data by non-
linear interpolation between the discrete points. Bowles et  al. [68] argues that GANs 
offer an access to unlock additional information from a dataset. In fact, Yann LeCun, the 
facebook vice president and chief AI scientist, referred to GANs as "the most interesting 
thing that has happened to the field of machine learning in the last 10 years".

In this survey, as opposed to other related surveys on class imbalance, that present 
class imbalance in tabular data, we focus on wide range of imbalance in high dimen-
sional image data by following a systematic approach with a view to help researchers 
establish a detailed understanding of GAN based synthetic image generation for the 
imbalance problems in computer vision tasks. Furthermore, our survey covers imbal-
ances in a wide range of computer vision tasks in contrast to other surveys that are lim-
ited to image classification tasks.

The key contributions of this survey are presented as follows:

•	 In this survey paper, we review current research work on GAN based synthetic 
image generation for the imbalance problems in visual recognition tasks spanning 
from 2014 to 2020. We group these imbalance problems in a taxonomic tree with 
three main groups: Classification, Object detection and Segmentation (Fig. 2).
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•	 Also, we provide necessary material to inform research communities about the 
latest development and essential technical components in the field of GAN based 
synthetic image generation.

•	 Apart from analyzing different GAN architectures, our survey focuses heavily on 
real world applications where GAN based synthetic images are used to alleviate 
imbalances and fills a research gap in the use of synthetic images for the imbalance 
problems in visual recognition tasks.

The remainder of this paper is organized as follows: “Deep Generative image mod-
els” section gives readers necessary background information on generative models. 
“Generative adversarial Neural Network” section discusses selected GAN variants 
from the architecture, algorithm, and training tricks perspective in detail. In “Taxon-
omy of class imbalance in visual recognition tasks” section, we provide a brief expla-
nation on various types of imbalances encountered in visual recognition tasks and 
how the GAN based synthetic image is used to rebalance, followed by GAN variants 
from the application perspective. “Discussion and Future work” section identifies and 
enumerates our perspective and possible future research direction. Finally, we con-
clude the paper in “Conclusion” section.

Fig. 2  Proposed taxonomy for the review of imbalanced problem in computer vision tasks
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Deep generative image models
Deep Generative model is an important family of unsupervised learning methods 
that are dedicated to describe the underlying distribution of unlabeled training data 
and learn to generate brand new data from that distribution. Color image data [32] 
is pixel values encoded into a three-dimensional stacked array, made up of height, 
width, and three-color channels. Modeling the distribution of image data is extremely 
challenging as natural images are high dimensional and highly structured [69]. This 
challenge has led to a rich variety of neural network based generative image mod-
els, each having their own advantages. Research into neural network based genera-
tive models for image generation has a long history. Restricted Boltzmann Machines 
[70–72] and their deep variants [73–75] are a popular class of probabilistic models 
for image generation. Now the generative image models can be grouped into three 
broad categories: 1. Autoregressive models, 2. Latent variable models and 3. Adver-
sarial learning-based models.

Autoregressive models (ARs) aim to estimate a distribution over images (density esti-
mation) using a joint distribution of the pixels in the image by casting it as a product 
of conditional distributions [76]. ARs transform the problem of joint modeling into a 
sequence problem, where, given all the pixels previously generated, one learns to pre-
dict the next pixel. But a highly powerful sequence model is needed to model the highly 
non-linear and long span auto correlations between the pixels. Based on this idea, many 
research articles have been published that use different sequence models from deep 
learning to model the complex conditional distribution. Fully visible belief network 
(FVBN) [77, 78] is one of the tractable explicit density models that use chain rule to 
factorize likelihood of an image x into product of one dimension distributions, where 
n× n . pixels in the greyscale image is taken row by row as a one dimensional sequence 
x1, x2, x3 . . . , xn2 . The joint likelihood p(x) is explicitly computed as the product of the 
conditional probabilities over the pixels. The conditional distribution of each pixel in an 
image is calculated as shown in Eq. (1).

ven all the preceding pixels x1, x2 . . . xj−1 , the value p(xj|x1, x2, ...xj−1) is the probability 
of the j-th pixel xj . Each pixel is dependent on previous pixels that have been already 
generated. The pixel generation starts from the corner, continues pixel by pixel and 
row by row. In the case of an RGB image, each pixel value in an individual RGB color 
is jointly computed by three values, one for each of the RGB color channels. The condi-
tional distribution p(xj|X < j) can be rewritten as the following product (Eq. (2)) where 
green channel is conditioned on channel red and blue channel is conditioned on chan-
nels red and green.

Generating an image pixel by pixel using this approach is sequential, computationally 
intense, and a very slow process as each of the colour channels is conditioned on the 
other channels as well as on all the pixels generated previously (Fig. 3).

(1)p(x) =

n2∏

j=1

p(xj|x1, x2, ...xj−1)

(2)p(xj ,R|X < j)p(xj ,G|X < j, xj ,R)p(xj ,B|X < j, xj ,R, xj ,G)
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Neural Autoregressive Density Estimator (NADE) [79] aims to learn a joint distribu-
tion using a neural network to parametrize the factors of p(x) . The output layer of the 
NADE is designed to predict n conditional probability distributions, each node in the 
output layer corresponds to one of the factors in the joint distribution. Hidden repre-
sentation for each output node is computed using only relevant inputs, i.e. only previous 
i− 1 input variables are connected to the ith output. By implementing a neural network, 
NADE allows weights sharing that reduces the number of parameters to learn a joint 
distribution using stochastic gradient descent.

Recurrent neural networks (RNN) have been proved to excel at various sequential 
tasks, such as speech recognition [80], speech synthesis [81], handwriting recognition 
[82], and image to text [83]. Particularly, Long Short-Term Memory (LSTM) layers [84], 
transformers and self-attention mechanism [85] are the robust architecture for mode-
ling long range sequence data with auto correlations like time series data, natural lan-
guages etc. In order to have a long-term memory, LSTM layer adds gates to the RNN. It 
has an input to state component and a recurrent state to state component that together 
determine the gates of the layer. Theis et al. [86] used spatial LSTM (sLSTM), a multi-
dimensional LSTM which is suitable for image modeling because of its spatial structure. 
However, an immense amount of time is needed to train the LSTM layers considering 
the number of pixels in the larger datasets such as CIFAR-10 [87] and ImageNet [88].

Van den Oord et al. [69] designed two variants of recurrent image models: PixelRNN 
and PixelCNN. The pixel distributions of the natural images are modeled with two-
dimensional LSTM (spatial LSTMs) and convolutional networks in PixelRNN and Pix-
elCNN respectively. Convolution operation enables PixelCNNs to generate pixels faster 
than PixelRNNs, given the large number pixels in natural images. But typically, Pixel-
RNNs achieve higher performance when compared to PixelCNNs. Gated PixelCNN [89] 
is another interesting paradigm to generate diverse natural images with a density model 
conditioned on prior information along with previously generated pixels. The prior 
information h in Eq. (4) can be any vector, including class labels or tags.

A lot of work on improving performance of PixelCNN has been reported in lit-
erature by introducing new architectures, loss functions and different training tricks. 

(3)p(x|h) =

n2∏

j=1

p(xj|x1, x2, ...xj−1, h)

1

2

a b

1 2 43

Fig. 3  Autoregressive models train a network that models conditional distribution of each pixel given all 
previous pixels. The image is processed pixel-by-pixel in (a) Raster scan order and (b) Sequentially predicts 
pixels
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PixelCNN +  + [90] enhances the performance of PixelCNN by proposing numerous 
modifications while retaining its computational performance. Major modifications 
include: 1. Intensity of a pixel is viewed as 8-bit discrete random variables and mod-
eled using 256-softmax output in pixelCNN. In contrast, PixelCNN +  + uses discre-
tized logistic mixture likelihood to model each pixel as real valued output. 2. It simplifies 
the model structure by conditioning on entire pixels, instead of RGB sub space. 3. Pix-
elCNN +  + employs down-sampling by using convolution of stride 2 in order to cap-
ture structure at multiple resolutions 4.Short cut connections are added to compensate 
the loss of information due to down-sampling. 5. PixelCNN +  + also introduces model 
regularization using dropouts. Pixel Snail [91] incorporates a self-attention mechanism 
in PixelCNN to have access to long term temporal information.

Latent variable models on the other hand, aim to represent high dimensional image 
data (observable variables) into lower dimensional latent space (latent variables). Latent 
variables as opposed to observable variables are variables that are not directly observed 
but inferred through a model from other variables that are observed directly. One advan-
tage of using latent variable is that it reduces dimensionality of data. High dimensional 
observable variables can be aggregated in a model to represent an underlying concept 
making it easier to understand the data.

Autoencoders are one of the latent variable models that take unlabeled high dimen-
sional image data x , after encoding them into lower dimensional feature representation 
z , try to reconstruct them as accurately as possible. The lower dimensional feature z is a 
compressed representation of an input image, as a result, the autoencoder must decide 
which of the features in an image are the most important, essentially acting as a fea-
ture extraction engine or dimensionality reduction. They are typically very shallow neu-
ral networks, and usually consist of an input layer, an output layer, and a hidden layer. 
Autoencoders with nonlinear encoder and decoder functions learn to project image data 
onto a nonlinear manifold, which are capable of performing powerful nonlinear gener-
alization compared to principle component analysis (PCA). They are trained with back-
propagation, using a metric called Reconstruction loss. Reconstruction loss measures 
the amount of information that was lost when an autoencoder tried to reconstruct the 
input, using pixel wise L1 or L2 distance. In other words, pixel wise distance between 
original images x and reconstructed images x̂ . Autoencoders with a small loss value can 
produce reconstructed images that look very similar to the original images.

Traditionally, autoencoders are used for data denoising, data compression and dimen-
sionality reduction. There are many variants of autoencoder proposed in the literature 
[92–97]. Deep autoencoders [93] use a stack of layers as encoder and decoder instead 
of limiting to a single layer. Sparse autoencoders [94] have a larger number of hidden 
neurons than the input or output neurons, but only a fraction of hidden neurons are per-
mitted to be active at once. ConvNets are used as encoder and decoder in convolutional 
autoencoders [98]. In order to learn a function that is robust to minor variations in its 
training dataset, contractive autoencoders [96] add a penalty term to its objective func-
tion. Denoising autoencoders [92] are stochastic forms of the basic autoencoder that add 
white noise to the training data to reduce a situation of learning the identity function.

An autoencoder is tweaked to predict the n-conditional distributions rather than 
just reconstructing the inputs in Masked Autoencoder Density Estimator (MADE) 

112



Page 13 of 59Sampath et al. J Big Data            (2021) 8:27 	

[99]. In the standard fully connected autoencoder ith output unit depends on all 
the input units, but in order to predict the conditional distributions, ith output unit 
should depend only on previous i − 1 input variables. MADE modifies the autoen-
coder using a binary mask matrix to ensure each output unit is connected only to 
relevant input units (Fig. 4). As opposed to autoencoders that are used for an image 
abstraction, MADE is designed for image generation using learnt distribution (Fig. 4).

Variational Autoencoders (VAEs) [97] are the most popular class of autoencoders. 
In VAEs, the encoder instead of outputting a latent vector directly, outputs mean µ 
and variance σ vectors which constitutes latent probability distributions q∅(z|x) from 
which a latent vector is sampled. This means that given the same input image, no two 
latent vectors sampled are the same, which forces the decoder to learn the mapping 
from a region of a latent space to a reconstruction rather than just from a single point 
resulting in a much smoother reconstructed image. Unlike traditional autoencoders, 
which are only able to reconstruct images similar to training set, VAEs can gener-
ate new images close to training set. VAEs are trained by maximizing the variational 
lower bound (Eq. (4)) also known as evidence lower bound [100].

The first term in Eq. (4) is the Latent loss which regularizes the distribution of q to 
be Gaussian normal distribution N (0, 1) by minimizing Kullback–Leibler divergence 
(KL divergence). KL divergence measures similarity between the latent probability 
distribution and the prior distribution using relative entropy. KL divergence from 
probability distribution q to p is defined to be

(4)
LVAE(θ , ∅; x, z) = DKL(q∅(z|x)||p(z))

︸ ︷︷ ︸

Latent loss

−Ez∼q∅(z|x)

(
logPθ (x|z)

)

︸ ︷︷ ︸

Reconstruction loss

Fig. 4  An illustration of Masked Autoencoder Density Estimator (MADE) [99]. A set of connections in an 
autoencoder is removed using multiplicative binary masks, such that each output unit is connected only to 
relevant input units
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The latent loss is high when the latent probability distribution does not resemble a 
standard multivariate Gaussian and it is low when the resemblance between those two 
distributions is close. Given input data x , a probabilistic encoder encodes them to latent 
representation z with distribution q∅(z|x) and a probabilistic decoder decodes pθ (x|z) . 
Latent loss enforces the posterior distribution of latent representation z to match with an 
arbitrary prior distribution p(z) . In other words, it imposes a restriction in z , such that 
input data x are distributed in a latent space following a specified arbitrary prior distribu-
tion. The second term, reconstruction loss is pixel wise Binary cross entropy between origi-
nal image x and reconstructed image x̂.

The numerous modifications have been made over basic VAEs that was initially intro-
duced in [97]. The Conditional VAE (CVAE) [101] is a conditioned version of standard 
VAEs (Fig. 5c) to generate diverse reconstructed images conditioned on additional informa-
tion such as class labels, facial attributes etc. Variational lower bound of CVAE is written as

Beta VAE (β-VAE) [102] is another modified form of original VAE intended to learn dis-
entangled latent representations that capture the independent features of a given image. It 
introduces additional hyper parameter β that balances the latent and reconstruction loss. 
Variational lower bound of β-VAE is defined as

(5)DKL(q||p) =
∑

x

q(x)log
q(x)

p(x)

(6)LCVAE(θ , ∅; x, z, c) = DKL(q∅(z|x, c)||p(z, c))− Ez∼q∅(z|x)

(
logPθ (x|z, c)

)

(7)Lβ−VAE(θ , ∅,β; x, z) = β[DKL(q∅(z|x)||p(z))] − Ez∼q∅(z|x)

(
logPθ (x|z)

)

Fig. 5  The architecture of (a) Autoencoders; b Variational Auto Encoders; c Conditional Variational Auto 
Encoders
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When β = 1 in Eq.  (7), it corresponds to the standard VAE framework. β-VAE with 
β > 1 pushes the model to learn disentangled representation. Deep Convolutional Inverse 
Graphics Network (DC-IGN) [103] replaced feed forward neural networks in the encoder 
and decoder of VAEs with convolution and deconvolution operators respectively. Impor-
tance weighted VAE (IWVAE) [104] learns richer and more complex latent space repre-
sentation than VAEs from importance weighting. Convolutional VAE is combined with 
the PixelCNN in PixelVAE [105] and Variational lossy autoencoder [106]. Deep Recurrent 
Attentive Writer (DRAW) [107] networks combine spatial attention mechanism with a 
sequential variational autoencoder. In order to avoid problems of posterior collapse, Vector 
Quantized VAE (VQ-VAEs) [108] learns discrete latent representation instead of continu-
ous normal distribution. VQ-VAEs combine VAEs with ideas from vector quantization to 
get a sequence of discrete latent variables. VQ-VAE 2 [109] is a Hierarchical multi-scale 
VQ-VAE combined with a self-attention mechanism for generating high resolution images.

Adversarial models try to model the distribution of the real data through an adversar-
ial process. Generative adversarial neural networks based on game theory, introduced by 
Goodfellow et al. [67] in 2014, is arguably one of the best innovations in recent years. The 
word adversarial in generative adversarial neural networks means that the two neural net-
works, the generator and the discriminator are in a competition with each other. The learn-
ing procedure of GAN is to simultaneously train a discriminator D and a generatorG . The 
generator network takes a noise vector z in a latent space as an input, then runs that noise 
vector through a differentiable function to transform the noise vector z to create a fake but 
plausible image x:G(z) → x . At the same time, the discriminator network, which is essen-
tially a binary classifier, tries to distinguish between the real images (label 1) and artificially 
generated images by generator network (label 0):D(x) → [0, 1] . Therefore, the objective 
function of GANs can be defined as

Given random noise vector z and real image x , the generator attempts to minimize 
log(1− D(G(z)) and the discriminator attempts to maximize logD(x) in Eq. (8). For fixedG , 
the optimal D is given by

Theoretically, when G is trained to its optimal, the generated data distribution pg (x) gets 
closer to the real data distribution pr(x) . If pg (x) = pr(x),D

∗(x) in Eq. (9) becomes ½. This 
means that the discriminator is maximally puzzled and cannot distinguish fake images 
from real ones. When the discriminator D is optimal, the loss function for the generator G 
can be visualized by substituting in D∗(x) Eq. (8).

(8)min
G

max
D

V (D,G) = Ex∼pr (x)[logD(x)]+ Ez∼pz(z)[log(1− D(G(z)))]

(9)D∗(x) =
pr(x)

pg (x)+ pr(x)

(10)

G∗ =max
D

V
(
G,D∗

)
= Ex∼pr (x)

[
logD∗(x)

]
+ Ex∼pg (x)

[
log

(
1− D∗(x)

)]

= Ex∼pr (x)

[

log
pr(x)

1
2 [pg (x)+ pr(x)]

]

+ Ex∼pg (x)

[

log
pg (x)

1
2 [pg (x)+ pr(x)]

]

− 2log2
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The definition of Jensen-Shannon divergence ( DJS ) between two probability distri-
butions pg (x) and pr(x) is defined as

Therefore, Eq. (10) is equal to

Essentially, the loss for the generator G minimizes the Jensen-Shannon divergence 
between the generated data distribution pg(x) and the real data distribution pr(x) 
when discriminator D is optimal. Jensen-Shannon divergence is  a  smooth,  symmet-
ric version of the KL divergence. Huszar [110] believes that the main reason behind 
the great success of GANs is replacing asymmetric KL divergence loss function in the 
classical approach to symmetric JS divergence.

Mean squared error used in latent variable models such as autoencoder, averages all 
the possible features in an image and generate blurry images. In contrast, adversarial 
loss preserves the features using discriminator networks that detect an absence of any 
features as an unrealistic image. An example of this is the study carried out by Lot-
ter et al. [111], in which models trained using mean square loss and adversarial loss 
to predict the next image frame in a video sequence are compared. A model trained 
using mean square loss generates blurry images as shown in Fig. 6, where ear and eyes 
are not sharply defined as they could be. Using an additional adversarial loss, features 
like the eyes and ear remain preserved very well, because an ear is the recognizable 
pattern, and the discriminator network would not accept any sample that is missing 
an ear.

This section has attempted to provide readers a brief introduction to the current 
state of deep generative image models. A quick summary of this section is depicted 
below in Fig. 7.

Despite remarkable achievements in generating sharp and realistic images, GANs 
suffer from certain drawbacks.

•	 Non convergence Both generator and discriminator networks in GANs are trained 
simultaneously using gradient descent in a zero-sum game. As a result, improve-

(11)DJS(pr ||pg ) =
1

2
DKL(pr ||

pr + pg

2
)+

1

2
DKL(pg ||

pr + pg

2
)

(12)G∗ = 2DJS(pr(x)||pg (x))− 2log2

Fig. 6  An illustration of the importance of an adversarial loss [111]
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ment of the generator network comes at the expense of discriminator and vice 
versa. Hence there is no guarantee of GANs convergence.

•	 Mode collapse Generator network achieves a state where it continues to generate 
samples with little variety, although trained on diverse datasets. This form of fail-
ure is referred to as mode collapse.

•	 Vanishing gradient problems If the discriminator is perfectly trained early in the 
training process, then there would be no gradients left to train the generator due 
to vanishing gradients.

Therefore, many GAN-variants have been proposed to overcome these drawbacks. 
These GAN-variants can be grouped into three categories:

1.	 Architecture variants In terms of architecture of generator and discriminator net-
works, the first proposed GANs use the Multi- layer perceptron (MLP). Owing to the 
fact that ConvNets work well with high resolution image data taking into account of 
the spatial structure of data, a Deep Convolutional GAN (DCGAN) [112] replaced 
the MLP with the deconvolutional and convolutional layers in generator and dis-
criminator networks respectively.

Current State of Deep 
Genera�ve image models 

Autoregressive models Latent Variable models Adversarial models

* FVBN
* NADE 
* MADE 
* PixelRNN 
* PixelCNN 
* GATED PixelCNN 
* PixelCNN ++
* PixelSNAIL
Pros: Simple and stable 
training.
Cons: Image generation 
process is naturally slow.

* VAE 
* β-VAE
* VQ-VAE
* VQ-VAE 2.0 
* Conditional VAE
* Variational lossy 
autoencoder  
* Pixel VAE
* DRAW 
Pros: Perfrom both generation 
and inference with latent 
variables.
Cons: 1. Latent variable 
models need assumptions on a 
prior and posterior 
distributions. 
2. Generated images tend to 
be blurry.

* Generative Adversarial 
Networks and its variants.

Pros: 1. Generate the sharpest 
image sample.
2. Capable of capturing the 
high-frequency parts of an 
image.
Cons: Generative Adversarial 
Networks are highly unstable 
and difficult to converge.

Fig. 7  Comparative summary of Deep generative models discussed in “Deep Generative image models” 
section
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	 Autoencoder based GANs such as AAE [113], BiGAN [114], VAE-GAN [115], 
DEGAN [116], VEEGAN [117] etc., have been proposed to combine their construc-
tion power of autoencoders with the sampling power of GANs.

	 Conditional based GANs like Conditional GAN (CGAN) [118], Auxiliary Classifier 
GAN (ACGAN) [119], VACGAN [120], infoGAN [121], and SCGAN [122] focused 
on controlling mode of data being generated by conditioning model on conditional 
variable.

2.	 Training tricks GANs are difficult to train. Improved trainings tricks such as feature 
matching, minibatch discrimination, historical averaging, one-sided label smoothing, 
and Two Time-Scale Update Rule have been suggested to ensure that GANs con-
verge to achieve Nash equilibrium.

3.	 Objective variants In order to improve the stability and overcome vanishing gradient 
problems, different objective functions have been explored in [123–130].

The following section of this review moves on to describe in greater detail the selected 
GAN variants.

Generative adversarial neural networks
Architecture variants

The performance and training stability of GANs are highly influenced by the architec-
ture of the generator and the discriminator networks. Various architecture variants of 
GANs have been proposed that adopt several techniques to improve performance and 
stability.

	 i.	 Conditional based GAN Variants

	The standard GAN [67] architecture does not have any control on the modes of data 
being generated. Van den Oord et al. [89] argue that the class conditioned image 
generation can significantly enhance the quality of generated images. Several 
conditional based GANs have been proposed that learn to sample from a condi-
tional distribution p(x|y) instead of marginal p(x). Conditional based GANs vari-
ants (Fig. 8) can be classified into two groups: 1. Supervised and 2. Unsupervised 
conditional GANs.

	Supervised conditional GANs variants require a pair of images and corresponding prior 
information such as class label. The prior information could be class labels, textual 
descriptions, or data from other modalities.

	cGAN Mirza and Osindero [118] proposed conditional Generative Adversarial Net-
work (cGAN), to have a control on kind of data being generated by conditioning 
the model on prior information y . Both discriminator and generator in cGAN are 
conditioned by feeding y as additional input. Using this prior information, cGAN 
is guided to generate output images with desired properties during the generation 
process.
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	ACGAN Auxiliary classifier Generative Adversarial Network (ACGAN) [119] is an 
extension of the cGAN architecture. The discriminator in the ACGAN receives 
only the image, unlike the cGAN that gets both the image and the class label as 
input. It is modified to distinguish real and fake data as well as reconstruct class 
labels. Therefore, in addition to real fake discrimination, the discriminator also pre-
dicts class label of the image using an auxiliary decoder network.

	VACGAN The major problem with ACGAN is that it will affect the training conver-
gence because of mixing the loss of classifier and discriminator into a single loss. 
Versatile Auxiliary Generative Adversarial Network (VACGAN) [120] separates 
out classifier loss by introducing a classifier network in parallel to the discrimina-
tor.

	No prior information is used in unsupervised conditional GAN variants to control on 
modes of the image being generated. Instead, feature information such as hair 
color, age, gender etc. is learned during the training process. Therefore, they need 
an additional algorithm to decompose the latent space into disentangled latent vec-
tor c , which contains the meaning features, and standard input noise vector z. The 
content and representation of an image is then controlled by noise vector z and 
disentangled latent vector c respectively.

	Info-GAN Information maximizing Generative Adversarial Network (Info-GAN) [121] 
splits an input latent space into the standard noise vector z and additional latent 
vector c . The latent vector c is then made meaningful disentangled representa-
tion by maximizing the mutual information between latent vector c and generated 
images G(z, c) using additional Q network.

	SC-GAN Similarity constraint Generative Adversarial Network (SC-GAN) [122] 
attempts to learn disentangled latent representation by adding the similarity con-
straint between latent vector c and generated images G(z, c) . Info-GAN uses an 
extra network to learn disentangle representation, while SC-GAN only adds an 
additional constraint to a standard GAN. Therefore, SCGAN simplifies the archi-
tecture of Info-GAN.

	 ii.	 Convolutional based GAN
	DCGAN Deep Convolutional Generative Adversarial Network (DCGAN) [112] is the 

first work that deploys convolutional and transpose-convolutional layers in the dis-
criminator and generator, respectively. The salient features of the DCGAN archi-
tecture are enumerated as follows:

	 •	 First, the generator in DCGAN consists of fractional convolutional layers, batch nor-
malization layers and ReLU activation functions.

	 •	 Second, the discriminator is composed of strided convolutional layers, batch nor-
malization layers and Leaky ReLU activation functions.

	 •	 Third, uses Adaptive Moment Estimation (ADAM) optimizer instead of stochastic 
gradient descent with momentum.

	iii.	 Multiple GANs
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	In order to accomplish more than one goal, several frameworks extend the standard 
GAN to either multiple discriminators, generators, or both (Fig. 9).

	ProGAN In an attempt to synthesize higher resolution images Progressive Growing of 
Generative Adversarial Network (ProGAN) [131] stacks each layer of the generator 
and discriminator in a progressive manner as training progresses.

	LAPGAN Laplacian Generative Adversarial Network (LAPGAN) [132] is proposed 
for the generation of high quality images. This architecture uses a cascade of Con-
vNets within a Laplacian pyramid framework. LAPGAN utilizes several Genera-
tor-Discriminator networks at multiple levels of a Laplacian Pyramid for an image 
detail enhancement. Motivated by the success of sequential generation, Im et  al. 
[133] introduced Generative Recurrent Adversarial Networks (GRAN) based on 
recurrent network that generate high quality images in a sequential process, rather 
than in one shot.

	D2GAN Dual discriminator Generative Adversarial Network (D2GAN) [134] employs 
two discriminators and one generator to address the problem of mode collapse. 
Unlike GANs, D2GAN formulates a three-player game that utilizes two discrimi-
nators to minimize the KL and reverse KL divergences between true data and the 
generated data distribution.

	MADGAN Multi-agent diverse Generative Adversarial Network (MADGAN) [135] 
incorporates multiple generators that discover diverse modes of the data while 

Fig. 8  A schematic view of (a) the vanilla GAN and (b–f) variants of Conditional GANs
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maintaining high quality of generated images. To ensure that different generators 
learn to generate images from different modes of the data, the objective of discrim-
inator is modified to detect the generator which generated the given fake image 
along with discriminating the real and fake images.

	CoGAN Coupled GAN(CoGAN) [136] is used for generating pair of like images in two 
different domains. CoGAN is composed of a set of GANs–GAN1 and GAN2, each 
accountable for synthesizing images in one domain. It leans a joint distribution 
from two-domain images which are drawn individually from the marginal distribu-
tions.

	CycleGAN and DiscoGAN [137] use two generators and two discriminators to accom-
plish unpaired image to image translation tasks. CycleGAN [138] adopts the con-
cept of cycle consistency from machine translation, where a sentence translated 
from English to Spanish and translate it back from Spanish to English should be 
identical.

	iv.	 Autoencoder based GAN Variants
	The standard GANs architecture is unidirectional and can only map from latent space 

z to data space x , while autoencoders are bidirectional. The latent space learned 
by encoders is the distribution that contains compressed representation of the real 
images. Several variants of GANs that combine GAN and encoder architecture are 
proposed to make use of the distribution learned by encoders (Fig. 10). Attributes 
editing of an image directly on data space x is complex as image distributions are 
highly structured and high dimensional. Interpolation on latent space can facilitate 
to render complicated adjustments in the data space x.

DEGAN In standard GANs architecture, the input to the generator network is the 
noise vector that is randomly sampled from a Gaussian distribution N (0, 1) , which may 
create a deviation from the true distribution of real images. Decoder Encoder Generative 
adversarial Network (DEGAN) [116] adopt decoder and encoder structure from VAE, 
pretrained on the real images. The pretrained decoder and encoder structure transform 

Fig. 9  A schematic view of Variants of GANs with multiple discriminators and generators: a LAPGAN, b 
MADGAN and c D2GAN
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random Gaussian noise to distribution that contains intrinsic information of the images 
which is used as input of the generator network.

VAEGAN Variational autoencoder Generative Adversarial Network (VAEGAN) [115] 
jointly trains VAE and GAN by replacing the decoder of VAE with GAN framework. 
VAEGAN employs feature wise adversarial loss of GAN in lieu of element wise recon-
struction loss of VAE to improve quality of image generated by VAE. In addition to 
latent loss and adversarial loss, VAEGAN uses content loss, also known as perceptual 
loss, which compares two images based on high level feature representation from pre-
trained VGG Network [11].

AAE Unlike VAEGAN that discriminates in data space, adversarial autoencoders 
(AAE) [113] imposes a discriminator on the latent space as learning the latent code 
distribution is simpler than data distribution. The discriminator network discriminates 
between a sample drawn from latent space and from the distribution p(z) that we are 
trying to model.

ALI and BiGAN In addition to generator network, Adversarially Learned Inference 
(ALI) [114] model and Bidirectional Generative Adversarial Network (BiGAN) contain 
an encoder component E that simultaneously learn inverse mapping of the input data 
x to the latent code z . Unlike other variants of GAN where the discriminator network 
receives only real or artificially generated images, in the BiGAN and ALI model, the dis-
criminator network receives both image and latent code pair.

VEEGAN [117]: addresses the problem of mode collapse through addition of a recon-
struction network that reverses the action of the generator network. Reconstruction 
network takes in synthetic images then transforms them to noise, while generator net-
work takes noise as an input and reconstructs them into synthetic image. In addition 
to adversarial loss, difference between the reconstructed noise and initial noise is used 
to train the network. Both generator and reconstruction networks are jointly trained, 
which encourages generator network to learn true distribution, hence solving the mode 
collapse problem.

Fig. 10  A schematic view of Variants of GANs based on Encoder and decoder architecture: a AAE, b VAEGAN, 
c DEGAN and d BIGAN
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Several other GANs have been proposed for image super resolution. The goal of super 
resolution is to upsample low resolution images to a high resolution one. Ledig et  al. 
proposed Super-Resolution GAN (SRGAN) [139] for image super resolution,which 
takes poor quality image as input, and generates high quality image with 4 × resolution. 
The generator of the SRGAN uses very deep convolutional layers with residual blocks. In 
addition to an adversarial loss, SRGAN includes a content loss. The content loss is com-
puted as the euclidean distance between the feature maps of the generated high quality 
image and the ground truth image, where feature maps are obtained from a pretrained 
VGG19 [140] network. Zhang et  al. [141] combined a self attention mechanism with 
GANs (SAGAN) to handle long range dependencies that make the generated image look 
more globally coherent. Image-to-image translation GANs such as Pix2Pix GAN [142], 
Pix2pix HD GAN [143], and CycleGAN [137] learn to map an input image from a source 
domain to an output image from a target domain. A summary of architectural variants 
of GANs are summarized in Table 1. 

Objective variants

The main objective of GAN is to approximate the real data distribution. Hence, mini-
mizing distance between the real data distribution (pr) and the GAN generated data 
distribution (pg ) is a vital part of training GAN. As stated in “Deep Generative image 
models” section, standard GAN [67] uses Jensen Shannon divergence to measure simi-
larity between real and generated data distributions DJS(pr ||pg ) . However, JS divergence 
fails to measure distance between two distributions with negligible or no overlap. To 
improve performance and achieve stable training of GAN, several distances or diver-
gence measures have been proposed instead of JS divergence.

WGAN Wasserstein Generative Adversarial Network (WGAN) [123] replaces JSD 
from the standard GAN with the Earth mover Distance (EMD). EMD also known as 
Wasserstein Distance (WD) can be interpreted informally as minimum amount of 
work to move earth (quantity of mass) from the shape of one distribution p(x) to that of 
another distribution q(x) so as to match shape of both the distributions. WD is smooth 
and can provide meaningful distance measure between distributions with negligible or 
no overlap. WGAN imposes an additional Lipchitz constraint to use WD as the loss in 
the discriminator, where it deploys weight clipping to enforce weights of the discrimina-
tor to satisfy Lipchitz constraint after each training batch.

WGAN-GP Weight clipping in the discriminator of a WGAN greatly diminishes its 
capacity to learn and often fails to converge. WGAN-GP [124] is an extension of WGAN 
that replaces weight clipping with gradient penalty to enforce discriminator to satisfy 
Lipchitz constraint. Furthermore, Petzka et  al. [125] proposed a new regularization 
method, also known as WGAN-LP, that enforces the Lipschitz constraint.

LSGAN Least squares Generative Adversarial Network (LSGAN) [126] deploys least 
square loss instead of the cross entropy loss in discriminator of the standard GAN to 
overcome the problem of Vanishing gradient as well as improving quality of generated 
image.

EBGAN Energy Based GAN (EBGAN) [127] uses auto-encoder architecture to con-
struct the discriminator as an energy function instead of a classifier. The Energy of 
EBGAN is the mean squared reconstruction error of an autoencoder, providing lower 
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energy to the real images and high energy to generated images. EBGAN exhibits faster 
and more stable behavior than standard GAN during training.

Same as EBGAN, Boundary Equilibrium GAN (BEGAN) [128], Margin adaptation 
GAN [129] and dual agent GAN [130] also deploy an auto-encoder architecture as the 
discriminator. The discriminator loss of BEGAN uses Wasserstein distance to match the 
distributions of the reconstruction losses of real images with the generated images.

There are also several other objective functions based on Cramer distance [144], 
Mean/covariance Minimization [145], Maximum mean discrepancy [146], Chi-square 
[147] have been proposed to improve performance and achieve stable training of GAN.

Table 1  An overview of GANs variants discussed in “Architecture variants” section

Categories GAN Type Main Architectural Contributions to GAN

Basic GAN GAN [67] Use Multilayer perceptron in the generator and discriminator

Convolutional Based GAN DCGAN [112] Employ Convolutional and transpose-convolutional layers in 
the discriminator and generator respectively

PROGAN [131] Progressively grow layers of GAN as training progresses

Condition based GANs cGAN [118] Control kind of image being generated using prior informa-
tion

ACGAN [119] Add a classifier loss in addition to adversarial loss to recon-
struct class labels

VACGAN [120] Separate out classifier loss of ACGAN by introducing separate 
classifier network parallel to the discriminator

infoGAN [121] Learn disentangled latent representation by maximizing 
mutual information between latent vector and generated 
images

SCGAN [122] Learn disentangled latent representation by adding the 
similarity constraint on the generator

Latent representation based GANs DEGAN [116] Utilize the pretrained decoder and encoder structure from 
VAE to transform random Gaussian noise to distribution 
that contains intrinsic information of the real images

VAEGAN [115] Combine VAE and GAN

AAE [113] Impose discriminator on the latent space of the autoencoder 
architecture

VEEGAN [117] Add reconstruction network that reverse the action of gen-
erator network to address the problem of mode collapse

BiGAN [114] Attach encoder component to learn inverse mapping of data 
space to latent space

Stack of GANs LAPGAN [132] Introduce Laplacian pyramid framework for an image detail 
enhancement

MADGAN [135] Use multiple generators to discover diverse modes of the 
data distribution

D2GAN [134] Employ two discriminators to address the problem of mode 
collapse

CycleGAN [137] Use two generators and two discriminators to accomplish 
unpaired image to image translation task

CoGAN [136] Use two GANs to learn a joint distribution from two-domain 
images

Other variants SAGAN [141] Incorporate self-attention mechanism to model long range 
dependencies

GRAN [133] Recurrent generative model trained using adversarial process

SRGAN [139] Use very deep convolutional layers with residual blocks for 
image super resolution

124



Page 25 of 59Sampath et al. J Big Data            (2021) 8:27 	

Training tricks

While research on various GANs architectures and objective functions continue to 
improve the stability of training, there are several training tricks proposed in the liter-
ature intended to achieve excellent training performance. Radford et  al. [112] showed 
using leaky rectified activation functions in both generator and discriminator layers gave 
higher performance over using other activation functions. Salimans et al. [148] proposed 
several heuristic approaches which can improve the performance, and training stability 
of GANs. First, feature matching, changes the objective of the generator to minimize the 
statistical difference between features of the generated and real images. In this way, the 
discriminator is trained to learn important features of the real data. Second, minibatch 
discrimination, where the discriminator process batch of samples, rather than in isola-
tion that helps prevent mode collapse, as the discriminator can identify if the generator 
continues to generate sample with little variety. Third, historical averaging, that takes 
the running average of parameters in the past and penalizes if there is a large difference 
between parameters, which can help the model to converge to an equilibrium. Finally, 
one-sided label smoothing provides smoothed labels to the discriminator instead of 0 or 
1, which can smooth the classification boundary of the discriminator.

Sønderby et al. [149] proposed the idea of crippling the discriminator by introducing 
noise to the samples rather than labels, which prevents the discriminator from overfit-
ting. Heusel et  al. [150] used a separate learning rate for generator and discriminator, 
and trained GANs by a Two Time-Scale Update Rule (TTUR) to ensure that model con-
verge to a stationary local Nash equilibrium. To stabilize the training of the discrimina-
tor, Miyato et al. [151] proposed normalization technique called spectral normalization.

Taxonomy of class imbalance in visual recognition tasks
This section describes different GANs applied to imbalance problems in various visual 
recognition tasks. We group the imbalance problems in a taxonomy with three main 
types: 1. Image level imbalances in classification 2. object level imbalances in object 
detection and 3. pixel level imbalances in segmentation tasks. Understanding this taxon-
omy of imbalances will provide a valuable framework for further research into synthetic 
image generation using GAN.

Class imbalances in classification

Image classification is the task of classifying an input image according to a set of pos-
sible classes. Classification can be broken down into two separate problems: binary clas-
sification and multi-class classification. Binary classification involves assigning an input 
image into one of two classes, whereas in multi-class classification two or several classes 
are involved. A classic example of a binary image classification problem is the identifica-
tion of cats or dogs in each input image. Image dataset with high imbalance [152], which 
includes inter-class imbalance and intra-classes imbalance, results in poor classification 
performance.
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Inter class imbalance

Inter-class imbalance refers to a binary image classification problem where a minority 
class contains a smaller number of instances when compared to instances belonging to 
the majority class. Inter class imbalance in a dataset is described in terms of the imbal-
ance ratio. The ratio between the numbers of instances of the majority class and those of 
the minority class is called the imbalance ratio (IR). For example, binary class imbalance 
with imbalance ratio of 1:1000 means that for every one-instance in a minority class, 
there are 1000 instances in the majority class. Datasets with a high imbalance ratio are 
harmful because they bias the classifier towards majority class predictions.

Synthetic images generated using GAN can be used as an intelligent oversampling 
technique to solve class imbalance problems. The general flowchart of GAN-based over-
sampling technique is depicted in Fig. 11. This GAN-based oversampling technique not 
only increases the representation of the minority class, but it may also help to prevent 
over fitting.

Shoohi et al. [153] have used DCGAN to restore balance in the distributions of imbal-
anced malaria dataset. Generated synthetic images from DCGAN are used to achieve 
100% balance ratio by oversampling minority class and thus reduce the false positive rate 
of classification. Their original dataset contains 18,258 cell images, (13,779 parasitized 

Fig. 11  flowchart of GAN-based oversampling technique
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cells, 4,479 uninfected cells). After using an imbalanced dataset to achieve 50% accuracy, 
they observed an increase to 94.5% accuracy once they added the DCGAN-generated 
samples.

Niu et al. [154] introduced surface defect-generation adversarial network (SDGAN), 
using D2 adversarial loss and cycle consistency loss for industrial defect image gen-
eration. SDGAN is trained to generate defective images from defect-free images. D2 
adversarial loss enables the SDGAN to generate defective images of high image qual-
ity and diversity, while cycle consistency loss helps to translate defective images from 
defect-free images. Surface defect classifier trained on the images synthesized by the 
SDGAN achieved 0.74% error rate and, also proved to be robust to uneven and poor 
lighting conditions.

Mariani et al. [155] argued that the few examples in minority class may not be suf-
ficient to train GANs, so they introduced a new architecture called Balancing GAN 
(BAGAN). BAGAN utilizes all available images of minority and majority classes, and 
then tries to achieve class balance by implementing class conditioning in the latent 
space. Learning useful features from majority classes can help the generative model 
to generate images for minority classes. An autoencoder is employed to learn an exact 
class-conditioning in the latent space.

Most of the work done in utilizing GANs based synthetic images for class imbal-
ance and comparing the resulting classification performance have been performed in 
medical image datasets [152, 156–158], and [159]. In the study of Wu et  al. [156], 
class conditional GAN with mask infilling (ciGAN) is trained to generate examples 
of mammogram lesions for addressing class imbalance in mammogram classification. 
Instead of generating malignant images from scratch, ciGAN simulates lesions on 
non-malignant images. For every non-malignant image, ciGAN generates a malignant 
lesion onto it using a mask from another malignant lesion. On the DDSM (Digital 
Database for Screening Mammography) Dataset [152], synthetic images generated 
using ciGAN improves classification performance by 0.014 AUC over baseline model 
and 0.009 AUC compared to standard augmentation techniques alone.

The vast majority of studies in bio-medical domain used cycle-GAN [138] to gener-
ate synthetic medical images. Muramatsu et al. [157] tested the use of a cycle-GAN to 
synthesis mammogram lesion images from different organs in mammogram classifi-
cation. They translated CT images with lung nodules to mammogram lesion images 
using cycle-GAN and found classification accuracy improved from 65.7% to 67.1% 
with generated images.

For breast cancer detection, Guan and Loew [158] compared the usefulness of 
DCGAN-generated mammograms and traditional image augmentation method in a 
mammogram classification task. On the DDSM Dataset [152], the GAN based over-
sampling method performed about 3.6% better accuracy than traditional image aug-
mentation techniques.

Most recently, Waheed et  al. [159] proposed a variant of ACGAN, called Covid-
GAN for the generation of synthetic Chest X-Ray (CXR) images to restore balance in 
the imbalanced dataset. Their dataset contains 721 images of Normal CXR and 403 
images of Covid-CXR collected from three publicly accessible databases: (1) COVID-
19 Chest X-ray Dataset Initiative [160], (2) IEEE Covid Chest X-ray dataset [161] and 
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(3) COVID-19 Radiography Database  [162]. The generator network in the Covid-
GAN is stacked on top of the discriminator. At the beginning of the training process, 
the layers of the discriminator are freezed and thus, only the generator network gets 
trained via the discriminator. However, the author offers no explanation for the sig-
nificance of stacking. They observed improved classification accuracy from 85 to 95% 
when the classifier is trained on combination of original and synthetic images.

The effectiveness of using synthetic images to balance the class distribution is fairly 
a recent idea that has not been widely tested and understood. At low resolution image 
datasets, adding synthetic images with original images have shown to improve per-
formance of the classifiers, but at the higher resolution image datasets these synthetic 
images become obvious to distinguish from the real one. This is due to the fact that the 
higher resolution images allow for finer textures and details, and hence will need more 
cautious modifications by GAN so as not to distort the natural patterns occurring in 
the high-resolution image dataset. Improving the resolution of GAN samples and testing 
their effectiveness is an interesting area of future work.

Intra class imbalance

Another type of imbalance that deteriorates performance of the classification prob-
lem is the intra-class imbalances. The techniques used for inter-class imbalance can be 
extended to intra-class imbalance if the datasets have detailed labels. However, in real 
world datasets, data acquisition with a detailed label is rare because acquiring detailed 
dataset is costly, and sometimes even not feasible [163]. In many cases, collecting images 
is tiresome, like 1. capturing images of the same person with glasses and without them, 
2. Images of the same person face with varying poses, facial attributes, etc. In some 
cases, such as the gender swapping, it is not feasible to collect images of the same person 
as both male and female. Therefore, those techniques for inter-class imbalance are hard 
to solve intra-class imbalance.

Hase et al. [163] presented an interesting idea to combine clustering technique with 
GANs designed for solving intra class imbalance. The proposed architecture consists of 
the generator G , the discriminator D , and the pre-trained feature extractor F  (Fig. 12). 
The key idea is to generate clusters of images in each class in the feature space, and 
synthesize images conditioned on class and cluster while estimating the clusters of 
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Fig. 12  Architecture diagram of clustering based GAN for solving intra-class imbalance presented by Hase 
et al. [163]
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generated images. The generator G is trained to generate an equal number of images 
for each class and cluster, so that the distribution of both inter and intra class become 
uniform.

Utilizing clustering techniques in the feature space to divide the images into groups 
for an automatic pattern recognition in the dataset is a promising area for future work. 
Additionally, it will be interesting to see how the performance of GAN changes with 
different types of clustering methods such as Hierarchical clustering, Fuzzy clustering, 
Density-based clustering, etc.

A semantically decomposed GAN (SD-GAN) proposed by Donahueet al. [164] adopts 
Siamese networks that learn to generate images across both inter and intra class varia-
tions. Both GANs and Siamese networks have two networks. But unlike GANs, where 
the two networks compete with each other, the two networks in Siamese networks are 
similar and working one beside the other. They learn to compare output of the two net-
works on two different inputs and measure their similarity. For example, Siamese net-
works can measure the probability that two signatures are made by the same person. A 
combination of GAN and Siamese networks in SD-GAN can learn to synthesize photo-
realistic variations (such as, viewpoints, light conditions, scale, backgrounds, and more) 
of an original input image.

Many studies have reported the problem of an intra-class imbalance owing to age, gen-
der, race and pose attribute variations in face recognition tasks [165–168]. Several vari-
ants of GAN have been proposed to address this issue, some focusing on modifying one 
or more facial attributes, others on generating high quality face images with distinctive 
pose variations.

Facial attribute editing  Human face attributes are highly imbalanced in nature. Attrib-
utes can be combined to generate descriptions at multiple levels. For instance, one can 
describe “white-female” at the category level, or “white-female blond-hair black-eyes 
wearing necklace” at the attribute level. Attribute level imbalances are inevitable in facial 
recognition datasets (Fig.  13). As an example, Bald persons with a mustache wearing 
neckties are 14 to 45 times less likely to occur in the CelebA dataset [169].
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Fig. 13  Imbalanced distribution of 40 binary face attributes (positive and negative) on CelebA dataset [169]
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Face attribute editing aims to edit the face image by modifying single or multiple 
attributes while preserving other details. It is challenging because some of the face 
attributes are locally distributed, such as ‘bangs’, ‘wavy hair’, and ‘mustache’, but some are 
globally attributed such as ‘chubby’, ‘smiling’ and ‘attractive’. Several GANs based meth-
ods have been proposed to achieve face attribute editing tasks.

Anders et  al. [115] proposed a model that combines VAE and GAN together and 
learns to map the facial images into latent representation. The derived latent representa-
tions are then used to find the attribute manipulating direction. For a given facial attrib-
ute (e.g., blond hair), the training dataset can be separated into two groups that images 
with or without blond hair, then the manipulation direction can be computed as the 
difference between the mean latent representation of two groups. However, such latent 
representation contains highly correlated attributes, that results in unexpected changes 
of other attributes, e.g., adding mustache always makes a female become a male as mus-
tache objects are always associated with male in the training set.

He et al. [64] showed how single or multiple facial attributes of a face image can be 
manipulated by using encoder-decoder architecture. i.e., to generate and modify a face 
image with the required attributes, while preserving realism of the image (Fig. 14). They 
have introduced encoder-decoder architecture in GAN to handle this task. Encoder in 
the encoder-decoder architecture maps a facial image onto a latent representation and 
facial attribute editing is accomplished by decoding the latent representation condi-
tioned on the expected attributes. The authors applied an attribute classification con-
straint to guarantee that the attributes are correctly edited. Meanwhile, reconstruction 
learning is employed to ensure the attributes excluding details are well preserved.

Young Old Mouth close Mouth open

Brown hair Blond hair Beard No Beard

Mouth open and 
Light eyebrows

Mouth close and 
Bushy eyebrows

No beard and black 
hair

Beard and brown 
hair

Fig. 14  Face attribute editing examples created by AttGAN [64]
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Perarnau et al. [65] proposed an invertible conditional GAN (IcGAN) that is equipped 
with two encoders to inversely map from input facial images into conditional vector y 
and latent vector z , which, as a result can be manipulated to generate a new face image 
with desired attributes. IcGAN is a multi-stage training algorithm that first trains a 
cGAN [118] to map from conditional vector y and latent vector z to real images, and in 
a second step learns its inverse mapping from generated images to conditional vector y 
and latent vector z in a supervised manner (Fig. 15). In this way, by changing the condi-
tional vector y , IcGAN allows to control attribute relevant features (e.g. hair color) while 
latent vector z allows to modify attribute irrelevant features (e.g. pose, background).

Tao et  al. [66] argued that the facial attribute editing is an image-to-image transla-
tion problem, which aims to transfer facial images from the source domain to the target 
domain. Their proposed model contains three major parts: an encoder, a decoder, and a 
residual attributes extractor. The encoder and decoder together constitute a generator, 
whose main aim is to generate a facial image with desired attributes. The encoder maps 
the facial images into latent representation and the decoder reconstructs (generates) the 
image from this representation along with attribute vectors. The main purpose of resid-
ual attributes extractor is to learn the gap between the original input and the desired 
output in the feature space and back propagate error signal to supervise the generation 
process.

Zhangi et al. [170] have used the design principle of Adversarially Regularized U-net 
(ARU-net), instead of conventional encoder and decoder architecture to learn facial 
attribute editing and generation tasks together during training. The symmetric skip con-
nection technique is used to pass on the details from encoder to decoder, which pre-
serves the attribute irrelevant features. In this architecture, the ARU-net is integrated 
with GANs that results in ARU-GAN to perform facial attribute editing. The ARU-GAN 
consists of four major components: the ARU-net for preserving attribute irrelevant fea-
tures, the adversarial network to constrain the latent representation, the discriminator to 
distinguish between real and fake image, and the attribute classifier to ensure the desired 
attributes are edited.

Zhang et al. [171] introduced a spatial attention mechanism into GANs for only modi-
fying attribute relevant parts and keeping attribute irrelevant parts unchanged. SaGAN 
[141] is used to locate and manipulate attribute-relevant part more precisely. The gener-
ator of the proposed architecture consists of an attribute manipulation network (AMN) 

Fig. 15  illustration of invertible conditional GAN presented by Perarnau et al. [65]
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and a spatial attention network (SAN). Given a face image, SAN learns to localize the 
attribute-specific region and then AMN edit the face image with the desired attributes 
in the specific region located by SAN.

The major downside with the current approaches is that the input to GAN should 
be frontal face images. It will be interesting to explore a new architecture that can be 
trained to modify the attributes of side-view or any arbitrary views.

Person re‑identification  Person re-identification [172] is another challenging task worth 
mentioning, which are adversely affected due to significant intra class imbalance. Intra 
class variations caused by rotation (varying poses) are often larger than the inter-person 
dissimilarities used to differentiate the face images [173]. Recent face-recognition surveys 
[174, 175] identified pose variation as one of the prominent unresolved issues in face-rec-
ognition task. For instance, in order to maintain the highest standard of security, a smart 
video system needs to be able to detect a person invariant to pose (Fig. 16).

Qian et al. [176] introduced a pose-normalized GAN model (PN-GAN) for alleviating 
the effects of pose variation. Given any pedestrian image and a desirable pose as input, 
the model utilized a desirable pose to produce a synthetic image of the same identity 
with the original pose replaced with the desirable pose (Fig. 17). After this, the authors 
trained the re-identification model with the original images and generated pose-nor-
malized images to extract two sets of features. Finally, they fused the two types of fea-
tures as the final feature. As a result, the features extracted from the synthesized images 
improved the generalization ability of the re-identification model.

To address person re-identification challenges in complex scenarios, Wei et al. [177] 
proposed a model called Person Transfer Generative Adversarial Network (PTGAN) for 
implausible person image style transfer from source domain to target domain, across 
datasets with different styles, such as backgrounds, poses, seasons, lightings, etc. The 
domain transfer procedure in PTGAN is inspired by CycleGAN [138]. Different from 

Fig. 16  Example of Person reidentification task. Person reidentification is a key element in video surveillance 
that deals with matching images of same person over many non-overlapping camera views
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Cycle-GAN [138], PTGAN incorporates additional constraints on the person fore-
grounds to make sure the stability of their identities during transfer. Compared with 
Cycle-GAN, PTGAN generates high resolution person images, where person identities 
are unchanged, and the styles are transformed.

Being a cross-camera  tracking and human  retrieval task, person re-identification 
often suffers from image style variations resulting from different cameras. There-
fore, Zhong et al. [178] designed a camera style adaption model for adjusting ConvNet 
training. They have used CycleGAN [138] for transferring images  from one camera  to 
the style of another camera. Given that both original and style transferred images, iden-
tification discriminative embedding (IDE) is used to train the ConvNet model. Particu-
larly, authors have used ResNet-50 pre-trained on ImageNet dataset as backbone and 
follow the fine-tuning strategy.

Pedestrian images suffer from information loss when transferring from one camera to 
the style of another camera. Deng et al. [179] presented a model, named similarity pre-
serving cycle consistent generative adversarial network (SPGAN), which is composed 
of a CycleGAN and a Siamese network (SiaNet). CycleGAN learns to translate pedes-
trian images from one domain to another domain, and the contrastive loss induced by 
the SiaNet pulls close a translated image and its counterpart in the source domain, and 
moves away the translated image and any image in the target domain.

Ge et  al. [180] presented a Feature Distilling Generative Adversarial Network (FD-
GAN) that aims at learning identity related and pose-unrelated person representations. 
The proposed model adopts a Siamese structure with multiple novel discriminators 
on human poses (pose discriminator) and identities (identity discriminator). The idea 
behind FD-GAN is to learn pose-unrelated and identity-related features of pedestrian 
image, then it can be used to generate the same pedestrian image but with different tar-
get poses.

Although GAN-based methods described above have achieved excellent performance 
in image-based person re-identification, it still needs considerable effort to tackle the 
video-based identification datasets. Future work seeks to expand to use GAN for gener-
ating a sequence of images for the video-based identification datasets.

Fig. 17  Architecture diagram of pose-normalized GAN presented by Qian et al. [176]
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Vehicle re‑identification  Vehicle Re-identification task is even more challenging as it suf-
fers from large intra-class differences caused by viewpoint and illuminations variations, 
and inter-class similarity primarily for different identities with the similar look (Fig. 18).

Zhou et al. [182] proposed a model called Cross view GAN to generate images in 
different viewpoints of the same vehicle. Cross view GAN composed of classification, 
generator, and discriminator network. First, classification network is trained to learn 
vehicle intrinsic features such as model, color, and type information. In addition to 
intrinsic features, it also learns viewpoint features. Then the generative network is 
conditioned on the average feature of the expected viewpoint and vehicle’s intrinsic 
features to infer images of the same vehicle in other viewpoints. The discriminator 
network learns to distinguish real images from the generated images, while ensuring 
images are generated with correct attributes.

Wu et al. [183] improved the discriminative power of the ResNet-50 model for the 
Vehicle re-ID task by simultaneously training with initial labeled images and DCGAN 
generated unlabeled images. They further explore the effectiveness of using DCGAN 
generated images on a wide range of vehicle re-ID datasets and show improved per-
formance of vehicle re-identification.

Fine‑grained image classification  The fine-grained image classification is also attrib-
uted to major variations in the intra-class and minor inter class variations [184]. It is a 
difficult task for two reasons. First, the training samples of each class are inadequate. 
Second, the differences between different classes of images are quite small [185]. As 
an example, it is very difficult to identify the images of Shetland Sheepdog from that 
of Collie dog. Similarly, the images of Sayornis and Gray Kingbird are quite difficult to 
distinguish (Fig. 19).

Fu et al. [184] developed a model called Fine grained conditional GAN (F-CGAN) 
to solve fine grained class dependent image synthesis problems. F-CGAN consists of 

Fig. 18  illustration of challenges in vehicle Re-identification provided by Zheng et al. [181]
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three main components: 1. a 2-stage GAN, 2. a fine-grained feature preserver and 3. 
a multi-task classification model. The 2-stage GAN generates high resolution images, 
the fine-grained feature preserver targets to capture fine grained details and the 
multi-task classification model utilizes generated image data to improve fine grained 
classification accuracy.

Wang et  al. [188] find that the discriminator in GANs learns a hierarchical iden-
tification features of the fine-grained classes and discriminate pattern of the fine-
grained training samples. They use the architecture pictured below to implement the 
fine-grained Plankton classification task (Fig.  20). The main idea is to train a fine-
grained classifier that shares weights with discriminator of the DCGAN, which forces 
discriminator to concentrate on features of small classes. On WHOI-Plankton dataset 
[189], F1 score of the classifier improved by over 7%.

Typically, medical image datasets contain both general labels, e.g., “male”, “female” and 
disease specific detailed labels [190]. It is mentioned that the complexity and nature of 
data is hard to learn by using a single GAN. Hence, T. Koga et al. [190] connected two 
GANs in series, one for learning general features and other for detailed features. The first 
GAN generates diverse images, which takes a noise vector and general labels as inputs. 

Collie Shetland sheepdog Sayornis Gray Kingbird

Fig. 19  Sample images from the Stanford Dogs dataset [186] and the Caltech-UCSD Birds dataset [187], 
which exhibits minor inter-class variations and major intra-class variations

Fig. 20  Complete fine-grained Plankton classifier architecture used by Wang et al. [188]
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The second GAN receives synthetic images generated by the first GAN, and disease spe-
cific detailed labels as inputs, and generates the final fine-grained medical images.

Multiclass imbalance

In many real world problems such as emotion classification [191], plant disease classifi-
cation [192], medical image classification [193], industrial defect classification [194] etc., 
it is more likely that more than one class exists and needs to be recognized. Multiclass 
classification has been shown to suffer more learning difficulties than binary class clas-
sification, because multiclass classification increases the data complexity and intensifies 
the imbalanced distribution [195]. Three types of imbalance could occur to the multi-
class datasets: few minority-many majority classes, many minority-few majority classes, 
and many minority-many majority classes. Shuo Wang et al. [196] studied the impact of 
all different types of multiclass imbalances and showed that they negatively affect minor-
ity class and overall performance.

An example of few minority-many majority class imbalance is an emotion classifica-
tion, as some classes of emotions like disgust are relatively uncommon compared to 
common emotions like happy or sad. Zhu et al. [197] employed cycle-GAN which can 
synthesize uncommon emotion classes like disgusted from the frequent classes (Fig. 21). 
In addition to adversarial and cycle consistency loss, they use least square loss from 
LSGAN to avoid vanishing gradient problems. Employing cycle-GAN based data minor-
ity class data augmentation achieved 5–10% increase in the overall accuracy. They also 
found that enlarging minority classes also increases accuracy of other majority classes.

Weather Image classification is another example of few minority-many majority class 
imbalance, because some types of weather, like snow, is relatively rare compared to 
sunny, hazy and rainy days. Li et al. [198] used DCGAN to generate images of minority 
classes in training. They found that the GAN-based data augmentation technique led 
to margin clarity between classes and hence improvement in classification performance.

Fig. 21  On emotion classification task [197], the images on the left are original data and the rest are images 
generated by cycle-GAN
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Huang et  al. [199] presented an interesting idea to combine ensemble learning with 
GANs designed to address the class imbalance problem in weather classification. The 
proposed method comprised of three ingredients as depicted in (Fig. 22): 1. DCGAN to 
generate synthetic images and balance the training dataset 2. Nearest neighbor method 
to remove any possible outlier images generated by DCGAN 3. An ensemble learning 
method to combine the classification results of the multiple classifiers so as to achieve 
better results.

The use of DCGAN was tested by Salehinejad et al. [193] in the task of chest pathol-
ogy classification. Using chest X-ray images, they build a deep ConvNet classifier to 
classify 5 different anemic classes. Their dataset is highly imbalanced, contains three 
majority and two minority classes (Fig.  23a). The synthetic images generated using 
DCGAN were used to balance and augment the original imbalanced dataset. They 
demonstrated that a combination of the original imbalanced dataset and generated 
images improves the accuracy of deep ConvNet classifier in comparison to the same 
classifier trained with original imbalanced dataset alone. On chest X-ray dataset 
[193], a mean classification accuracy improved from 70.87 to 92.10%.

Frid-Adar et  al. [200] also showed that generating synthetic liver lesion images 
using DCGAN can improve classification results. They combined standard augmen-
tation techniques and DCGAN generated synthetic images to train a classifier. Their 
liver lesion dataset contains 182 computed tomography images (65 hemangiomas, 64 
metastases and 53 cysts). By adding the synthetic images to standard data augmen-
tation, their classification performance increased from 78.6% sensitivity and 88.4% 
specificity using standard augmentations to 85.7% sensitivity and 92.4% specificity 
using DCGAN-based synthetic images.

Fig. 22  Illustration from Huang et al. [199] showing how the Ensemble learning is integrated with GAN 
Framework
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Rashid et  al. [201] tested the effectiveness of using GANs to generate skin lesion 
images. Using ISIC 2018 dataset [202], they built a CNN classifier to classify 7 differ-
ent skin lesions as depicted in Fig. 24. These classes are highly imbalanced, and the 
GAN is used as a method of intelligent oversampling.

Nazki et  al. [192] used Cycle-GAN to alleviate multiclass imbalance problem in 
tomato plant disease classification. Their tomato plant disease dataset contains 2789 
images, highly suffered from class imbalance in 9 disease categories (Fig. 23b). Using 
Cycle-GAN, they translated images from the healthy tomato leaves to underrep-
resented diseased tomato leaves. This study demonstrated that the synthetic image 
generated by Cycle-GAN can be used as an augmented training set to improve the 
performance of classifier.

Bhatia et al. [203] sought out to compare synthetic images generated using WGAN-
GP against the standard data augmentation in the context of multiclass image clas-
sification. They artificially introduced class imbalance in two balanced datasets of 
CIFAR-10 [87] and FMNIST [204], and studied the effects of multiclass imbalance on 
classification performance. On the CIFAR-10 [87] dataset, classification performance 
improved from 80.84% accuracy and 0.806 F1-score using standard data augmenta-
tion to 81.89% accuracy and 0.812 F1-score using WGAN-GP. On FMNIST [204] 
dataset, performance improved from 91.9% accuracy and 0.921 F1-score using aug-
mentation to 92.8% accuracy and 0.923 F1-score using WGAN-GP.
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An idea of GANs based transfer learning technique for multiclass imbalance prob-
lem is proposed by Fanny et al. [205]. Their architecture named class expert genera-
tive adversarial network (CE-GAN) makes use of multiple GANs models, a separate 
GANs for each class. Feature maps in the main classifier are arranged in parallel, with 
each feature maps pre-trained to identify the characteristics of a single class in the 
training data (Fig.  25). The weights of the pretrained feature maps are transferred 
from discriminators of the GANs to main classifier model for further training in a 
supervised mode.

The GAN-based synthetic images served as an intelligent oversampling technique 
and can address the problem of multi-class imbalance to a greater extent. However, 
synthetic images must be used with caution because if the quality of the synthesized 
images is not high, this would lead to additional noise to the original datasets.

Object level imbalances in object detection

Object‑scale imbalance

One pervasive challenge in the scale invariant object detection is large scale variance 
across object instances, and particularly, detecting small objects are more challeng-
ing than medium and large-scale objects. As per MS COCO definition [206], Objects 

Fig. 25  Illustration of the class expert generative adversarial network architecture [205]
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with size less than 32 × 32 pixels are small, size between 32 × 32 to 96 × 96 pixels 
are considered as medium and objects with size greater than 96 × 96 pixels are large 
objects (Table 2). On the one hand, small objects in MS COCO dataset accounts for 
only 1.23% of total object area, on the other hand, medium and large-scale objects are 
over 98% of object area. Object detection algorithms should be able to detect both 
small objects as well as medium and large objects. Detecting small objects are essen-
tial in many real-world applications. For instance, detecting distant or small objects in 
the high-resolution driving scene images captured from cars is essential for achieving 
autonomous driving. Many distant objects, such as traffic lights or cars, are imper-
ceptible as shown in Fig. 26. Haoyue et al. [207] measure the extent of scale variation 
using the coefficient of variation (CV), determined as the ratio of the standard devia-
tion to the mean of the object scale. The bigger the CV, the more complicated the 
problem of scale variation.

There can be three reasons why detecting small objects are more complicated than 
larger one: 1. Small objects occupy a much smaller area, and consequently there exists 
lack of diversity where small objects are located in the image, 2. There are comparatively 
less images in the dataset containing small objects which may bias any object detection 
algorithm to concentrate more on medium and large-scale objects, and 3. The activa-
tions of small objects become smaller and smaller with each pooling layer in a standard 
convNet architecture as it progressively reduces the spatial size of an image.

To overcome the problem of scale imbalance, two different strategies based on GAN 
have been proposed in the literature. Commonly adopted strategy is to convert low 
resolution small object features into high resolution features [208] using GAN. Diver-
sity of the small object locations in the images are enhanced by copy-pasting small 
object instances several times in each image through adversarial processes [209].

Table 2  The definitions and statistics of the small, medium, and large objects as MS COCO 
[206]

Object category Spatial dimension Object count % Total 
object 
area %Minimum Maximum

Small 0 × 0 32 × 32 41.43 1.23

Medium 32 × 32 96 × 96 34.32 10.18

Large 96 × 96 ∞ × ∞ 24.24 88.59

Fig. 26  Example of scale variation and the scale (object size) distribution of the VisDrone2019 dataset 
objects in pixels [207]
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Li et al. [208] utilized a GAN framework that transforms poor representation of small-
scale objects to super-resolved large objects. The generator attempts to generate super 
resolution features for the small objects. The discriminator in this framework is decom-
posed into two branches, namely, a perceptual branch and an adversarial branch. An 
adversarial branch is trained to discriminate between real large-scale objects and gen-
erated super resolution objects while a perceptual branch helps to make sure that the 
generated super-resolved object is useful for the detection  (Fig.  27b). They tested the 
effectiveness of this framework on Tsinghua-Tencent 100 k dataset [210], PASCALVOC 
dataset [211] and Caltech pedestrian benchmark [212].On the PASCAL VOC 2007 

Fig. 27  Architecture diagram of (a) SOD-MTGAN [213] (b) Perceptual GAN [208] and (c) Detector GAN [209]

Fig. 28  Imbalanced distribution of occluded, partially occluded and heavily occluded objects in 
VisDrone-DET2018 dataset [215]
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dataset [211], The Average precision (AP) of small objects such as plant, chair, bottle and 
boat increased by 10%, 15.1%, 21.9% and 10% respectively, compared with Faster-RCNN.

Bai et  al. [213] used baseline detectors such as Faster RCNN [36], Mask RCNN 
[214] to crop an input image into smaller regions (generate ROIs) and then use gen-
erator network to reconstruct up-scaled version (super resolved) of cropped regions, 
while the discriminator perform multiple tasks that discriminates the real from the 
high resolution generated images, perform classification and regress the bounding 
box co-ordinates (object location) simultaneously (Fig. 27a).

Lanlan Liu et al. [209] proposed a Detector GAN that combines and optimizes both 
GANs and object detector together. The generator is trained with both adversarial and 
training loss, which generates multiple small objects in an image that are hard to detect 
by the detector and hence enhance the robustness of the detector (Fig. 27c).

Imbalance due to occlusions and deformations

Like the object scale imbalance, occluded and deformed objects in the images follow a 
skewed distribution. For instance, occlusion from other cars due to urban traffic or park-
ing lots is more common than from an air conditioner as shown in Fig. 28. The perfor-
mance object detection is often suffered from imbalance due to occluded and deformed 
objects. Zhu et al. [215] define occlusion ratio to measure the degree of occlusion, deter-
mined as the fraction of pixels being occluded. As per VisDrone-DET2018 dataset [215], 
objects with occlusion ratio greater than 50% are heavy occlusion, ratio between 1 to 
50% are considered as partial occlusion and objects with 0% occlusion ratio are cate-
gorized as no occlusion. The bar chart below (Fig. 29) depicts the imbalanced distribu-
tions of occluded, partially occluded and heavily occluded objects in VisDrone-DET2018 
dataset [215].

One way to build the robust object detector invariance to occlusion and deformation 
is to generate realistic images of these rare occurrences using GANs, and then train the 
object detector with the generated images. Adversarial object detection could be another 
interesting way to generate all possible occlusions or deformations on the feature maps 
that make recognition hard. The object detector is simultaneously trained to overcome 
the difficulties imposed by the adversarial task.

Wang et al. [216] utilized the adversarial spatial dropout to simulate all kinds of rare 
deformations and occlusions on the feature maps that are hard for the object detector 
to detect. Unlike traditional methods [49] that add occlusions on foreground objects 
in pixel space, they focused on feature space. Their architecture (Fig. 30) comprised of 
two networks: Adversarial Spatial Dropout Network (ASDN) and Adversarial Spatial 
Transformer Network (ASTN) to create occlusion and deformation respectively. On 

Fig. 29  Illustration of real world occlusions and deformations provided by Wang et al. [216]
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VOC2007 and VOC2012 datasets, this architecture achieved an increase in mean Aver-
age Precision (mAP) of 2.3% and 2.6% respectively compared to the Fast-RCNN [36].

Inspired by this architecture, Chen et al. [217]. proposed Adversarial Occlusion Aware 
Face Detection (AOFD) to overcome the problem of limited occluded face image in 
training dataset. As opposed to cropping or erasing, Dwibedi et al. [218]. utilized GAN 
to insert new objects on the images by cut and paste. This method can be extended by 
inserting occluded and deformed objects on the training images.

Taking full advantage of GANs and combining them into different ConvNet architec-
tures is a recent trend in object detection. These kinds of architectures are often called a 
three-player GAN. In an attempt to improve performance of detection and classification, 
three-player GAN only generates hard-to-classify samples. Particularly, the use of faster 
R-CNN with GANs has improved the state of-the-art benchmarks. Testing the perfor-
mance of different combinations in comparison to current state of-the-art models is an 
interesting area for future work.

Foreground–background object class imbalance

Both single stage and two stage object detection algorithms evaluate multiple regions in 
an image during the training stage. But only a few regions contain foreground (positive), 
the rest are background (negative). Many of the background examples are easy to classify 
and offer an uninformative training signal. Just a few background examples provide rich 
information for training. The imbalance between foreground (objects) and easily classi-
fied background overwhelms cross entropy loss and gradients from converging. Some 
form of hard sampling is a commonly used method by the object detection algorithms to 
account for this imbalance. The most straightforward and simple hard sampling method 
is uniform random sampling that randomly selects a subset of negative and positive 
examples (uniformly distributed) for evaluation. Hard negative mining is another hard 
sampling method that selects hard samples as negative examples instead of random 
selection to improve the detection performance.

Unlike hard sampling methods, GAN addresses the problem of foreground back-
ground imbalance by directly injecting hard positive and negative synthetic examples 
into the training dataset. Task aware data synthesis proposed by Tripathi et  al. [219]. 
uses GAN based approach to generate hard positive examples that improve the detectors 
classification accuracy. Their architecture utilizes three competing networks (Fig.  31): 

Fig. 30  Architecture diagram to generate hard examples for training [216]
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a synthesizer (S), a discriminator (D) and the target network (T).Given a background 
image and a hard-positive foreground mask, synthesizer aims to optimally paste fore-
ground mask onto the background image to produce a realistic image that can fool both 
the target and discriminator networks. The discriminator network provides necessary 
feedback to the synthesizer which ensures the realism of the generated composite image. 
The target network is a pre-trained object detector such as SSD and faster R-CNN. On 
the VOC person detection dataset, this architecture achieved a performance improve-
ment of up to 2.7%.

Wang et al. [220] presented an interesting idea of object detection via progressive and 
selective instance-switching (PSIS). Given a pair of training images, PSIS synthesizes a 
new pair of images by swapping objects of the same class between an original pair of 
images by also considering scale and shape information of the objects. Generating more 
training images by swapping objects of low-performing classes improves overall detec-
tion accuracy.

Gene-GAN [221] proposed by Zhou et al. employ an encoder and a decoder architec-
ture to replace an object in an image with a different object from a second image. Given 
an image, Encoder decomposes it into the background and object feature vectors, while 
decoder reconstructs a new image by transplanting an encoded object to it.

Pixel level imbalances in segmentation

Pixel‑wise class imbalance

GANs are being employed to solve pixel level class imbalance problem in segmenta-
tion tasks that have a negative influence on segmentation accuracy. The use of image to 
image translation GANs for a pixel-level augmentation on segmentation tasks was tested 
by Liu et al. [222]. Particularly, they used Pix2pix HD GAN [143] to translate semantic 
label maps to realistic images. Semantic object labels from the original dataset such as 
street, car, pedestrian etc. are recombined to synthesize new label maps which can bal-
ance the semantic label distribution. Then the new balanced label maps are translated 
to realistic images by Pix2pix HD GAN. To further understand the effectiveness of this 
method, a study was conducted by balancing one to many label classes on original label 
maps. On the Cityscapes dataset [57] this resulted in an improved mean accuracy of a 
specific class up to 5.5% and the average overall segmentation accuracy up to 2%.

Shadow detection is a segmentation problem in which there are substantially lesser 
shadow pixels than non-shadow pixels in training images. Nguyen et al. [223] presented 

Fig. 31  Pipeline of task aware image synthesis used by Tripathi et al. [219]

144



Page 45 of 59Sampath et al. J Big Data            (2021) 8:27 	

Sensitivity conditional GAN (ScGAN), an extension of cGAN [118], tailored to tackle 
the challenging problem of pixel-level imbalance. To balance shadow and non-shadow 
pixel imbalance during training process, Sensitivity parameter W  is introduced in 
ScGAN that controls how much to penalize the false positive prediction. Notably, the 
Sensitivity parameter W  is made tunable by allowing it to interact with the generator in 
addition to loss function (Fig. 32). ScGAN achieved up to 17% error reduction on UCF 
[224] and SBU [225] dataset with respect to the previous state-of-the-art model.

Voxel GAN architecture proposed by Rezaei et al. [226] is a 3D GAN model to address 
the pixel level imbalance problem in the brain tumor segmentation task as the majority 
of the pixels belongs to the healthy region and only few pixels belongs to tumor region. 
Voxel GAN is made of 3D segmentor network to learn generating segmentation labels 
from 3D MRIs, and a discriminative network to differentiate generated segmentation 
labels from real labels. The segmentor and discriminator are trained by mix of adver-
sarial loss with weighted ℓ1 loss and weighted categorical cross-entropy loss to reduce 
the negative impact of pixel imbalance.

Similar to this work, Rezaei et  al. [227] used similar loss function by mixing adver-
sarial loss and weighted categorical accuracy loss to handle imbalanced training dataset 
of whole heart segmentation tasks. Balancing through ensemble learning by combin-
ing two discriminators to improve their generalization ability of the GAN was tested by 
Rezaei et al. [228] in medical image semantic segmentation task. One discriminator clas-
sifies whether the generated segmentation label is real or fake. Another discriminator is 
trained to predict false positives and false negatives. Final segmentation mask is gener-
ated through adding the false negatives and removing the false positives predicted by 
this discriminator.

Imbalance due to occlusions in segmentation

GANs are also very efficient in segmentation of natural settings with severe occlusion 
and large-scale changes [229]. Sa et al. [230] describe that occlusion is a key challenge 
in segmenting dense scenes. Objects in dense scenes often occlude each other, which 
lead to severe information loss. In many cases, segmentation algorithms cannot infer the 
appearance of the objects beyond their visible parts, which may prevent it from mak-
ing accurate decisions if a person purposely covers the face. GANs offer a new way to 

Fig. 32  Illustration of Sensitivity conditional GAN [223]
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generate the invisible parts of objects, i.e., learns to complete the appearance of occluded 
objects.

SeGAN [231], developed by Ehsani et al., is an interesting framework to segment the 
invisible part of the object and then generate the appearance by painting the invisible 
parts. The proposed framework uses a segmentor, a generator, and a discriminator to 
combine segmentation and generation tasks (Fig.  33). The segmentor takes an image 
and segmentation mask of the visible region of an object as an input, and then predicts 
an intermediate mask of the entire occluded object. The generator and discriminator 
are trained to generate an object image in which the invisible regions of the object are 
reconstructed.

Dong et  al. [232] proposed a two stage model, named Occlusion-Aware GAN (OA-
GAN), to remove arbitrary facial occlusions, e.g., faces with mask, microphone, ciga-
rette, etc. OA-GAN is equipped with two GANs: The first GAN G1 is designed to 
disentangle the occlusion, and the second GAN G2 is trained to generate the occlusion 
free images given the generated occlusions.

Discussion
To provide a detailed overview and better comparison of various studies for imbalances 
in computer vision, the surveyed works have been summarized in Table 3.

GANs based methods that address the imbalance problem in classification tasks aim 
to increase the classification accuracy for the minority classes. Many of these methods 
use image-to-image translation to generate minority class images from one of the major-
ity classes, while others generate minority class images from the random noise vector. 
GANs based intelligent oversampling [197] method outperforms both traditional sam-
pling and data augmentation methods in classifying imbalanced image data. However, it 

Fig. 33  Illustration of SeGAN [231] (left) and Occlusion-Aware GAN [232] (right)
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Table 3  Comparative summary of GANs for the problem of imbalances in computer vision

Category Imbalance type Study Application

Binary classification Inter class imbalance DCGAN [153] Malaria disease classification

Inter class imbalance SDGAN [154] Industrial defect classifica-
tion

Inter class imbalance BAGAN [155] Image classification

Inter class imbalance CiGAN [156] Mammogram classification

Inter class imbalance CycleGAN [157] Mammogram classification

Inter class imbalance DCGAN [233] Mammogram classification

Inter class imbalance CovidGAN [159] Covid19 classification

Intra class imbalance Clustering + GAN [163] Imbalanced intra class clas-
sification

Intra class imbalance Semantically decomposed 
GAN [234]

Imbalanced intra class clas-
sification

Intra class imbalance VAE + GAN [115] Facial Attribute editing

Intra class imbalance AttGAN [64] Facial Attribute editing

Intra class imbalance IcGAN [65] Facial Attribute editing

Intra class imbalance ResAttr-GAN [66] Facial Attribute editing

Intra class imbalance ARU-net [170] Facial Attribute editing

Intra class imbalance SaGAN [171] Facial Attribute editing

Intra class imbalance PN-GAN [176] Person reidentification

Intra class imbalance PTGAN [177] Person reidentification

Intra class imbalance CycleGAN [178] Person reidentification

Intra class imbalance SPGAN [179] Person reidentification

Intra class imbalance FDGAN [180] Person reidentification

Intra class imbalance Cross view GAN [182] Vehicle reidentification

Intra class imbalance DCGAN [183] Vehicle reidentification

Intra class imbalance F-CGAN [184] Fine grained classification

Intra class imbalance DCGAN + Fine grained 
Classifier [188]

Fine grained classification

Intra class imbalance General-to-Detailed GAN 
[190]

Fine grained classification

Multi class classification Few minority-many major-
ity class imbalance

Cycle GAN [197] Emotion classification

Few minority-many major-
ity class imbalance

DCGAN [198] Weather classification

Few minority-many major-
ity class imbalance

DCGAN + Ensemble learn-
ing [199]

Weather classification

Few minority-many major-
ity class imbalance

DCGAN [193] Chest pathology classifica-
tion

Few minority-many major-
ity class imbalance

DCGAN [200] liver lesion classification

Many majority- Few minor-
ity class imbalance

DCGAN [201] Skin lesion classification

Many majority- Many 
minority class imbalance

Cycle-GAN [192] Plant disease classification

Many majority- Many 
minority class imbalance

WGAN-GP [203] Multi class classification

Many majority- Many 
minority class imbalance

CE-GAN [205] Multi class classification
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is not clear how much synthetic images must be blended with original images to achieve 
the maximum performance of the classifiers. Additionally, synthetic images would lead 
to additional noise to the original training dataset if the quality of the synthesized images 
is poor. Therefore, most of the surveyed methods in GANs based intelligent oversam-
pling methods [197] focused mainly on balancing distribution as well as improving qual-
ity of the generated images.

Image-to-image translation [138] methods used for inter-class imbalance problem 
cannot be extended to solve intra-class imbalance as it is difficult to acquire image data-
sets with detailed labels. The interesting way to solve this problem is to employ clus-
tering techniques in the feature space of the GANs to divide the images into different 
groups for automatic pattern recognition in the dataset. Improving the performance of 
the clustering techniques that clearly find the difference among clusters, is an area of 
future work.

GANs and encoder network hybrid models have a good potential to address intra class 
imbalance problem in face recognition and re-identification tasks. The key idea of these 
models is to work on latent code space rather than the pixel space. This is because for 

Table 3  (continued)

Category Imbalance type Study Application

Object detection Object Scale imbalance Perceptual GAN [208] Traffic sign detection

Object Scale imbalance SOD-MTGAN [213] Small object detection 
system

Object Scale imbalance Detector GAN [209] Pedestrian and disease 
detection

Imbalance due to occlu-
sions and deformations

Adversarial-Fast-RCNN 
[216]

Occluded object detection

Imbalance due to occlu-
sions and deformations

Adversarial Occlusion-
aware Face Detector 
[217]

Occluded face detection

Imbalance due to occlu-
sions and deformations

Cut-Paste GAN [218] Occluded object detection

Foreground Background 
object class imbalance

Task-aware synthetic data 
generation [219]

Object detection

Foreground Background 
object class imbalance

Gene-GAN [221] Object detection

Foreground Background 
object class imbalance

PSIS [220] Object detection

Segmentation Pixel wise Imbalance Sensitivity conditional GAN 
[118]

Shadow detection

Pixel wise Imbalance Pix2pix HD GAN [143] Imbalanced pedestrian 
image segmentation

Pixel wise Imbalance Voxel GAN [226] Brain tumor segmentation

Pixel wise Imbalance GAN + ensemble learning 
[228]

Medical image semantic 
segmentation

Pixel wise Imbalance GAN + Weighted categori-
cal loss [227]

Heart image segmentation

Imbalance due to occlu-
sions

SeGAN[231] Invisible part generation and 
Segmentation

Imbalance due to occlu-
sions

Occlusion-Aware GAN 
[232]

Occlusion free image gen-
eration
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manipulating a fine grained image category, e.g., hair color, the latent code representa-
tion will operate only on that single latent code (hair color), whereas the pixel space will 
edit every single pixel in an image.

The fascinating approaches to use GANs for the problem of object level imbalances in 
object detection tasks fall into two general categories: 1. Generating more rare examples 
as intelligent oversampling used for class imbalance. These generated rare examples are 
introduced into the training dataset to address imbalance problems. 2. Learn an adver-
sary in combination with original object detection algorithms. This adversary modifies 
the features to solve imbalance problems instead of generating examples in pixel space. 
i.e., to generate hard-to-detect samples by performing feature space manipulations.

The capability of super-resolution GANs are being used to up-sample small blurred 
objects into fine-scale ones and to recover detailed spatial information for accurate small 
object detection. This technique combines super-resolution GANs with object detection 
algorithms to solve the imbalances due to object size. The power of adversarial process is 
being used to increase the diversity of the small object locations in the images by copy-
pasting small object instances several times at different locations.

Making the best use of GANs and combining them into U-Net architectures is an 
interesting way to solve pixel level imbalances in segmentation tasks. These architectures 
often use a weighted loss function to mitigate the pixel level imbalances. Combination 
of image in painting GANs with U-Net architectures has the great potential use in seg-
menting hidden objects. This technique is not only efficient in segmentation tasks, but 
also to infer the appearance of the objects beyond their visible parts. Overall, combining 
different deep learning models with adversarial process can provide a way to solve many 
other open problems in the computer vision field.

Future work
Even though GANs can be used as an effective way to unlock additional information 
from a dataset, the synthetic images generated by GANs cannot replace the real images 
completely. However, a blend of different proportions of real and GANs generated 
images are extremely useful to improve the diversity of the training samples and increase 
performance of the classifiers. Our future work intends to study the influences of blend-
ing different propositions of GANs generated images and real images on the classifica-
tion performance. There are a very limited number of comparative studies that compare 
effectiveness of using GAN based synthetic images with other traditional methods for 
intra-class imbalances. We also intend to conduct the comparative study in order to vali-
date the effectiveness of using synthetic images for intra class imbalances.

Inflating the size of the dataset brings another problem: One of the most significant 
limitations in computer vision experiments is computational resources. Sophisticated 
computer vision models trained on inflated dataset can perform complex tasks, the prob-
lem however is, how do we deploy such massive architecture on edge devices for instant 
usage. Handling this problem using knowledge distillation is non-trivial and an active 
field of research. Knowledge distillation is model compression technique in which a 
smaller network is trained with the help of the sophisticated pretrained model to achieve 
the similar accuracy. This training process is often referred to as "teacher-student”, where 
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the sophisticated pretrained model is the teacher and the smaller network is the student. 
Wang et al. [235] combine GANs and knowledge distillation to improve the efficiency of 
the student network in object detection. Similar to this work, we will attempt to further 
implement GANs and knowledge distillation combinations to other computer visions 
tasks.

As research on GANs are developing and maturing, assessment of performance has 
become essential. Evaluation metrics helps to quantitatively measure how well GANs 
models are performing, also to assess the relative performance of GANs. Very often the 
performance of GANs is measured by the manual inspection of the visual fidelity of gen-
erated images. However, the manual inspection is cumbersome, subjective, time-con-
suming, and sometimes misleading. Lack of universal evaluation metrics can impede the 
development of GANs. Introducing new performance measures to evaluate both diver-
sity and fidelity of generated images is a very important area for future work.

Manually designing GANs architecture for a given task is time-consuming and some-
times has a tendency of errors. This drawback has led researchers to move on to the next 
stage of automating GANs architecture in the form of neural architecture search (NAS). 
Another interesting area of further research is to use meta-heuristic search algorithms 
that assist architectural search and find optimal GANs architecture which outperforms 
human created GANs models.

Achieving equilibrium between the generator and discriminator of the GANs can take 
a long time relative to other deep neural networks. Distributed training of GAN through 
parallelization and cluster computing is another important area of future work to cut 
down the training time.

Most of the applications of the GANs so far have been for creating synthetic images. 
GANs are not limited to the visual domain and can be also applied to non-visual appli-
cations. For example, Paganini et al. [236] used GANs to predict the outcome of high 
energy particle physics experiments. Instead of using explicit Monte Carlo simulation 
of the real physics of every step, the GANs learn by example what outcome is likely to 
occur in each situation. The GANs reduce the computational cost of high energy particle 
simulation, enough to save millions of dollars’ worth of supercomputer time. We believe 
that the invention of new applications using this powerful tool will be continued in the 
future.

Conclusion
This paper surveys various GANs architectures that have been used for addressing the 
different imbalance problems in computer vision tasks. In this survey, we first provided 
detailed background information on deep generative models and GAN variants from the 
architecture, algorithm, and training tricks perspective. In order to present a clear road-
map of various imbalance problems in computer vision tasks, we introduced taxonomy 
of the imbalance problems. Following the proposed taxonomy, we discussed each type of 
problems separately in detail and presented the GANs based solutions with important 
features of each approach and their architectures. We focused mainly on the real-world 
applications where GAN based synthetic images are used to alleviate class imbalance. In 
addition to the thorough discussion on the imbalance problems and their solutions, we 
addressed many open issues that are crucial for computer vision applications.
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Synthetic but realistic images generated using the methods discussed in this survey 
have the potential to mitigate the class imbalance problem while preserving the extrinsic 
distribution. Many of the methods surveyed in this paper tackled the highly complex 
imbalances by combining GANs architecture with different other deep learning frame-
works. Specifically, the use of autoencoders with GANs has offered an effective way to 
perform feature space manipulations instead of complex pixel space operations.

Synthetic images generated by GANs cannot be used as the complete replacement for 
real datasets. However, the blend of real and GANs generated images have enormous 
potential to increase the performance of the deep learning model. Looking into the 
future, GAN-related research in image as well as non-image data domains to address the 
problem of imbalances and limited training dataset would continue to expand. We con-
clude that the future of GANs is promising and there are clearly a lot of opportunities for 
further research and applications in many fields.
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alty; LSGAN: Least squares generative adversarial network; EBGAN: Energy based generative adversarial network; BEGAN: 
Boundary equilibrium generative adversarial network; SD-GAN: Surface defect-generative adversarial network; BAGAN: 
Balancing generative adversarial network; ciGAN: Conditional infilling generative adversarial network; IcGAN: Invertible 
conditional generative adversarial network; PNGAN: Pose-normalized generative adversarial network; PTGAN: Person 
transfer generative adversarial network; SPGAN: Similarity preserving cycle consistent generative adversarial network; 
FD-GAN: Feature distilling generative adversarial network; F-CGAN: Fine grained conditional GAN; CE-GAN: Class expert 
generative adversarial network; ScGAN: Sensitivity conditional generative adversarial network; OAGAN: Occlusion-aware 
generative adversarial network.
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Abstract: Surface defect identification based on computer vision algorithms often leads to inade-

quate generalization ability due to large intraclass variation. Diversity in lighting conditions, noise 

components, defect size, shape, and position make the problem challenging. To solve the problem, 

this paper develops a pixel-level image augmentation method that is based on image-to-image 

translation with generative adversarial neural networks (GANs) conditioned on fine-grained labels. 

The GAN model proposed in this work, referred to as Magna-Defect-GAN, is capable of taking 

control of the image generation process and producing image samples that are highly realistic in 

terms of variations. Firstly, the surface defect dataset based on the magnetic particle inspection 

(MPI) method is acquired in a controlled environment. Then, the Magna-Defect-GAN model is 

trained, and new synthetic image samples with large intraclass variations are generated. These syn-

thetic image samples artificially inflate the training dataset size in terms of intraclass diversity. Fi-

nally, the enlarged dataset is used to train a defect identification model. Experimental results 

demonstrate that the Magna-Defect-GAN model can generate realistic and high-resolution surface 

defect images up to the resolution of 512 × 512 in a controlled manner. We also show that this aug-

mentation method can boost accuracy and be easily adapted to any other surface defect identifica-

tion models. 

Keywords: class imbalance; convolutional neural network; defect detection; GAN;  

image augmentation; limited data; synthetic images; transfer learning 

 

1. Introduction 

Nondestructive testing (NDT) plays an essential role in industrial applications that 

can benefit directly from computer vision algorithms. They are widely employed in the 

manufacturing sector to detect defects, including scratches, flaws, pores, leaks, fractures, 

and cracks. In addition to impairing the aesthetic of the corresponding object, these de-

fects on the object surface may also have a negative impact on quality control or even pose 

serious manufacturing safety risks [1]. The traditional procedures of performing NDT 

methods are more susceptible to the effects of human factors, which can result in different 

outcomes for the same test. Therefore, the incorporation of automation and computer vi-

sion techniques is desirable. Computer vision models excel at inspecting object details and 

defect detection tasks because of their speed, accuracy, and repeatability. 

MPI is used to inspect a wide variety of manufactured products in different forms 

including castings, forgings, and weldments. The principle of magnetism is used in MPI 

to find defects in magnetic materials such as steel, iron, nickel, cobalt, etc. The first step in 

MPI is to magnetize the component parallel to its surface that is to be inspected. In the 

case of defects on or near the surface of the component, the defects create a leakage field. 
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Then, the iron particles in wet suspended form are applied onto the component. In the 

places of leakage fields, the particles are attracted and clustered. The defects can provide 

visible indications under ultraviolet light [2]. There are several factors that influence the 

effectiveness of MPI. The main factors include: 

1. Part geometry: The shape and size of the part being inspected can affect the effective-

ness of the inspection. For example, it may be more difficult to detect defects in thin 

or small parts compared to larger or thicker parts. 

2. Material properties: The material properties of the part being inspected can also affect 

the effectiveness of the inspection. For example, nonferromagnetic materials may not 

be suitable for magnetic particle inspection. 

3. Surface finish: a rough or uneven surface can make it more difficult to detect defects 

using magnetic particle inspection. 

4. Magnetizing force: The strength of the magnetizing force applied during the inspec-

tion can affect the sensitivity of the inspection. A stronger magnetizing force may be 

more effective at detecting smaller defects. 

5. Particle size and type: The size and type of magnetic particles used in the inspection 

can also affect the effectiveness of the inspection. Smaller particles may be more sen-

sitive to defects but may be more difficult to see. 

6. Light intensity: the intensity of the light used to illuminate the magnetic particles can 

affect the visibility of the particles and the ability to detect defects. 

Collecting defective images with different combinations of these factors (intraclass 

variations) at a large scale is expensive due to the low possibility of defecting occurrence 

[3]. It leads to several difficulties in acquiring defect data with a high range of variability 

and hence poor generalization ability of a defect detection model. One of the most chal-

lenging tasks in developing a defect detection model is to improve its generalization abil-

ity. 

To address the issue of the insufficient generalization ability of a defect detection 

algorithm caused by the limited data problem, in this paper, an improved conditional 

mask-to-image translation GAN-based data augmentation method is proposed. GAN-

based intraclass augmentation is used to artificially increase the size and diversity of the 

dataset, which can improve the performance of the model. Intraclass image augmentation 

refers to the process of applying various types of data augmentation techniques to images 

within the same class in order to increase the variability of the training dataset. This can 

help to improve the generalization performance of a machine learning model by provid-

ing it with more examples of the same class with different variations. Unlike previous 

work, for our generator, we use a U-Net-based network, we couple the mask embedding 

vector with the latent noise vector and the discrete fine-grained guide labels (Figure 1), 

and for our discriminator, we use a PatchGAN classifier [4]. Coupling embedding vectors 

with fine-grained guide labels and latent noise vectors leads to conditioning the data gen-

eration process in a controlled manner. With the mask, our Magna-Defect-GAN model 

can generate diverse defect images, such as by changing defect size, shape, location, posi-

tion, etc. We also allow more diversity, such as by changing the background, thickness, 

and brightness of the defects. 
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Figure 1. Structure of the proposed Magna-Defect-GAN. 

To verify the effectiveness of the proposed network, we acquired a defect dataset 

using a line scan camera from an MPI apparatus, located at Erreka Fastening solutions, in 

a controlled manner. The Magna-Defect-GAN model is trained for augmenting data sam-

ples. The defect detection accuracies of a convolutional neural network (CNN) model be-

fore and after data augmentation are compared. The experimental results show that the 

Magna-Defect-GAN is more robust in generating controllable realistic and high-resolu-

tion defect images than other existing GAN models. 

The key contributions of this paper are as follows: (1) we present a surface defect 

dataset acquired from a line scan camera that is essential for defect detection in cylindrical 

objects; (2) we propose combinations of the mask, latent vector, and guide vectors (back-

ground, thickness, and brightness vectors) as a means of controlling the conditions of the 

synthesized images; (3) we present a novel conditional mask-to-image GAN that utilizes 

the interpretable guide vectors, and the Magna-Defect-GAN is employed to augment 

training data at pixel level; and (4) we validate the effectiveness of the proposed pixel-

level data augmentation by training the CNN model with various training schemes using 

synthetic and original data. The defect detection model trained by the combination of 

original and augmented data alleviates the problem of overfitting and overcomes all bi-

ases present in a limited dataset. Several forms of biases in the limited dataset such as 

background, lighting, defect position, shape, size, etc., are drastically lessened with the 

help of GAN-generated synthetic images. 

The remainder of the paper is structured as follows: In the next section, existing work 

on the classical and GAN-based data augmentation methods are described in detail. In 

Section 3, an experimental platform for defect image acquisition is established in the la-

boratory. The GAN-based data augmentation models are built to generate synthetic im-

ages for enhancing intraclass diversity in a limited data regime, and some comparative 

experiments are performed in Section 4 to test the efficacy of the GAN-based data aug-

mentation. The effectiveness of the Magna-Defect-GAN-based data augmentation is ex-

amined in Section 5, and the findings are reported. In Section VI, conclusions are drawn. 

2. Related Work 

There are thousands of parameters in even a lightweight CNN model that need to be 

trained. When employing deep CNN models with numerous layers or when working 

with a small number of training images, there is a risk of overfitting. The most widely 

used method to reduce overfitting is data augmentation, which artificially inflates the da-

taset size. By exposing the defect detection model to a wider range of variations in the 

data, data augmentation can help the model learn to generalize better and reduce overfit-

ting. For example, if the model is trained on images of defects that all have the same ori-

entation, it may not be able to recognize defects that have a different direction. However, 

if the model is also trained on images of defects that are rotated or flipped, it may be able 

to recognize defects in a wider range of orientations. This encompasses classic 
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augmentation techniques such as affine and color transformations [5]. Even though classic 

augmentation techniques serve as an implicit regularization, they are limited in augmen-

tation diversity. Several methods have been introduced to increase the effectiveness of 

data augmentation. Zhong et al. [6] proposed a random erasing augmentation technique 

to make sure that the CNN pays attention to the entire image rather than its subset. Ran-

dom erasing works by discarding a random n × m rectangle patch in an image and mask-

ing it with random values. The disadvantage of using random erasing in defect identifi-

cation applications is that it is not always a label-preserving augmentation. Moreno-Barea 

et al. [7] injected random noise into images that can help the model to learn more robust 

features. Combining different augmentation techniques can result in an enormously ex-

panded dataset size. However, it is not ensured to be beneficial. Cubuk et al. [8] proposed 

an autoaugment policy based on the reinforcement learning algorithm to search for an 

optimal combination of augmentation techniques. Perez and Wang [9] developed an aug-

mentation method based on the neural style transfer algorithm, which employs neural 

nets to transfer style and classify the image. 

Recently, GAN-based data augmentation gained momentum in the field of computer 

vision [10]. GAN models can be used to create synthetic images such that they retain sim-

ilar characteristics to the original training data. One way to use GAN-generated synthetic 

images in defect detection is to train a defect detection model on a combination of real and 

synthetic images. Using GANs to generate synthetic images can be useful for augmenting 

the training dataset for a defect detection model. By adding synthetic images to the train-

ing dataset, it is possible to increase the diversity of the dataset and improve the general-

ization ability of the model. The objective of GAN-based augmentation is to generate syn-

thetic images to increase diversity and the amount of the original dataset. Several modifi-

cations of the original GAN [11] have been proposed to improve the performance and 

stability of GAN training including DCGAN [12], Pro-GAN [13], LAPGAN [14], GRAN 

[15], D2GAN [16], SinGAN [17], and MADGAN [18]. However, these GAN models have 

a limitation in that the generated synthetic images cannot be controlled. Conditional var-

iants of GANs such as cGAN [4], ACGAN [19], VACGAN [20], info-GAN [21], and 

SCGAN [22] have been proposed to overcome the limitation. GAN models have proved 

to excel at several other computer vision tasks including image super-resolution [23], im-

age denoising [24], and text to image synthesis [25]. In the area of manufacturing, image-

to-image translation is the most pertinent use of GAN. 

In 2016, P. Isola et al. [26] developed a conditional variant of GAN called Pix2Pix 

(pixel to pixel) GAN as a general solution to image-to-image translation tasks. In this case, 

the generator takes an image from one domain and is tasked to convert it into an image 

in another domain by minimizing reconstruction as well as the adversarial loss. Several 

variants of Pix2Pix GAN have been proposed to enhance the quality of the translated im-

ages. To reduce the blurriness of the translated images, Wang et al. [27] replaced the re-

construction loss with a feature-matching loss. Unsupervised variants of image-to-image 

translation GANs such as Disco-GANs [28] and Cycle-GANs [29] were proposed. 

The ability to generate industrial images with defects in a controlled manner is highly 

desirable by the industry 4.0 machine learning community. In particular, given that the 

pixels corresponding to the background are far more numerous than the pixels of defects, 

a mask-guided stochastic generator for augmentation of industrial data could potentially 

yield improvements in detection and classification algorithms. To actually realize this 

gain, our model employs numerous strategies to produce controllable, realistic, and high-

resolution synthetic industrial images as well as to enhance the quality of images and sta-

bilize the training process. We propose a new GAN architecture that maps a given mask 

input to the sample space more efficiently by coupling the mask embedding vector, con-

ditional label vector, and latent noise vector. Compared with the traditional image-to-im-

age translation GANs described above, the samples generated by the GAN model are 

more diverse. 
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In the context of industrial images with surface defects, recently, several GAN-based 

methods have been proposed. One of these methods is Mask2Defect GAN [30], which 

proposes a GAN model to generate a large volume of surface defect images with different 

features and shapes. The algorithm separates the generation process into two steps: the 

first step uses the mask-to-defect construction network (M2DCNet) to render the defect 

details according to the binary mask, and the second step uses the fake-to-real domain 

transformation GAN (F2RDT-GAN) to add background textures and transform the syn-

thesized defects from the rendered domain to the real defect domain. 

Another method is the surface defect generative adversarial network (SDGAN) [31], 

which utilizes D2 adversarial loss and cycle-consistency loss to generate high-quality and 

diverse defect datasets using a small number of defect images. SDGAN incorporates two 

diversity control discriminators and a cycle-consistency loss to generate defect images in 

a more efficient and effective way. The introduction of the diversity control discriminators 

allows one to control the diversity of the generated images, while the cycle-consistency 

loss helps to ensure that the generated images are consistent with the input images. De-

fect-GAN [32] is proposed to mimic defacement and restoration processes to generate re-

alistic and diverse defect samples. Defect-GAN employs adaptive noise insertion to cap-

ture the stochastic variations within defects. Kaiqiong et al. [33] proposed an entirely mul-

tiscale GAN with a transformer to capture the intrinsic patterns of qualified samples of IC 

metal package images at multiple scales. The proposed GAN model is designed to im-

prove the quality of the generated images by capturing the patterns of the images at mul-

tiple scales. The multiscale architecture is achieved by using a set of convolutional layers 

with different dilation rates to extract features at multiple scales. One of the key contribu-

tions of the proposed GAN model is the use of a Swin Transformer decoder, which is 

designed to strengthen the modeling ability of the GAN. The Swin Transformer decoder 

is a modified version of the transformer decoder that is designed to handle images with 

high resolution. Shuanlong et al. [34] proposed a novel approach for generating synthetic 

defects in metal surfaces that is based on the concept of image inpainting. The proposed 

method regards defect generation as a form of image inpainting, where defects are gener-

ated in nondefect images in regions specified by defect masks. 

Our proposed method, Magna-Defect-GAN, is better than the abovementioned 

methods in several ways. One key advantage is that our method maps a given mask input 

to the sample space more efficiently by coupling the mask embedding vector, guide vec-

tor, and latent noise vector. This allows for the generation of various images that are real-

istic and captured under different thicknesses, brightness, and types of fasteners. In con-

trast, previous methods require significant manual effort to create masks with all possible 

combinations of defect parameters, such as defects with different thicknesses, brightness, 

etc. Our method involves learning a disentangled representation to separate the different 

elements of fastener images, such as the parameters of defects and the background. This 

makes it useful for creating a large number of different defects, with varying thicknesses, 

brightness, and backgrounds, by simply adjusting the guide vectors. Another advantage 

of our method is that we propose to utilize the latent noise vector in addition to the guide 

vector to improve the diversity of generated images. This allows for the generation of im-

ages with different variations with respect to defects of different thicknesses, brightness, 

and types of fasteners. 

3. Materials and Methods 

We require a method for pixel-level data augmentation to increase the intraclass va-

riety of the training dataset and strengthen the robustness of defect detection models with 

limited data. The mask-to-image translation model, which creates images that resemble 

those obtained in a different setting (lighting, texture, etc.), is a key part of our suggested 

methodology. We first suggest the guide vector in the GAN model, which contains values 

that are understandable by humans and is hence controllable and explicable. Using input 

from the guide vector and mask, we then synthesize images with significant intraclass 
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variance. Finally, we use synthetic data to supplement the training dataset and develop a 

reliable defect detection model. In this section, we first present a novel dataset of fastener 

defects. Next, we present the Magna-Defect-GAN model and the guiding vector. 

3.1. Line Scan Defect Dataset 

We collected a new fastener defect dataset using a DALSA Linea 2k 7.04 um 2048 × 

2−26 kHz-Color line scan camera since the frame cameras have their limitations in resolu-

tion and high-speed imaging applications. Unlike a frame camera, which exposes the en-

tire area of the sensor and gives an entire image, a line scan camera exposes just a single 

line of pixels. These single lines of pixels are stitched together to form a complete frame. 

As opposed to frame cameras, line scan cameras need special optic systems. We used 12 

mm fixed focal length lenses and 600 mm field of view (FOV). In our study, the linear 

array camera was used to capture MPI images because it allows for a larger field of view 

and a higher resolution compared to an area array camera. Additionally, linear array cam-

eras have higher sensitivity and signal-to-noise ratio, which is important for detecting 

small defects. Furthermore, linear array cameras can also provide a higher frame rate, 

which is useful in fast-moving production lines. Additionally, linear array cameras are 

more cost effective and have a smaller form factor as compared to area array cameras. 

Figure 2 compares the methods used by frame and line scan cameras for image capturing. 

 

Figure 2. Comparison of (a) Frame and (b) Line Scan Cameras in terms of how they capture im-

ages. 

The line scan camera must capture images at precisely the same rate that the fastener 

is being rotated—a too-fast scan rate, the image gets distorted; too slow, and some of the 

original slices are missed. We used an encoder to synchronize the rotational movement of 

the fastener as well as the triggering of the line scan camera to ensure that no unnecessary 

stretching or shrinking happens on the resultant image (Figure 3). 
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Figure 3. An illustration of scan rate not matching with moving speed. 

The collected defect dataset consists of 1050 RGB images. The dataset was collected 

from a magnetic particle inspection apparatus located at Erreka Fastening solutions. The 

images were collected in different environments (background, lighting, thickness, and 

brightness). Ground truth masks and guide labels were labeled by experienced quality 

engineers. Specifically, three components of defect images were annotated so that not only 

defect shape, location, and numbers but also the thickness, brightness, and background of 

the defects can be controlled. At the right end of the line scan image, we can see a sizable 

dark green region that represents the background, which was stationary. 

3.2. Fine-Grained Guide Label 

In general, the thickness and brightness of the defect in an image depend on (1) par-

ticle concentration, (2) lighting, and (3) material type of the fasteners (background). Since 

our goal is, given a mask label, generating various images that are realistic and captured 

under different thicknesses, brightness, and types of fasteners, we propose to utilize thick-

ness, brightness, and background (guide vector) to guide an image generation process. 

Therefore, given a mask label and a guide vector (e ∈ R�), a corresponding image is gen-

erated. 

3.3. Preliminaries 

GANs were introduced to make a generative model by having two models (genera-

tive model � and discriminative model �) compete with each other. A generative model 

� turns noise into an imitation of the data to try to trick the discriminator, and a discrim-

inative model � tries to identify real data from fakes created by the generator. Both � 

and � could be a convolutional neural network. To create a synthetic image �, the gen-

erator takes a noise vector from a prior noise distribution  ��(�) and runs it through a 

differentiable function: �(�) → �. The learning procedure of GAN is to train a discrimi-

nator � and a generator � in parallel. At each iteration, backpropagation is applied to 

adjust generator model parameters � to minimize ���(1 − �(�(�))) and adjust discrim-

inator model parameters � to minimize ����(�). Therefore, the loss function of GANs 

can be written as: 

����(�, �) =  ��~��(�)[����(�)] + ��~��(�) ���� �1 − ���(�)��� (1)

To have a control on the kind of image being generated, in cGANs, both the generator 

� and discriminator � are conditioned on additional information such as class labels �. 

In pix2pix GAN, both the generator � and discriminator � are conditioned on an input 

image to generate a corresponding output image. In this case, adversarial loss can be for-

mulated as: 

L����(G, D) =  E�~��(�)[logD(x|y)] + E�~��(�) �log �1 − D�G(z|y)��� (2)
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3.4. Proposed Architecture 

3.4.1. Generator Architecture 

The main challenge to training an image-to-image translation GAN without latent 

noise vector � is that the model would produce deterministic outputs. Wang et al. [35] 

used latent noise vector � as an input to the generator model in addition to the mask label. 

To improve the overall feature projection efficiency, our Magna-Defect-GAN model first 

performs mask embedding in the generator before the latent projection layer. Figure 4 

represents the overall architecture of our Magna-Defect-GAN. The generator of our pro-

posed GAN is based on a U-Net style design that can be decomposed into two branches, 

namely, the mask projection and the latent projection branch. First, the mask projection 

branch encodes the input mask into the mask embedding (32-dimensional vector). This 

mask projection branch consists of 7 convolution layers each with a stride of 2, each fol-

lowed by a leaky rectified linear unit (Leaky ReLU). After that, we concatenate latent noise 

vector � (132-dimensional vector) and the guide label vector � with the mask embed-

ding to improve sample space mapping and provide diverse texture detail in the synthetic 

images. Finally, the latent projection branch whose inputs are the latent noise vector �, 

which, in combination with the mask embedding and guide label, generates an output 

image. An image mask input provides the intended defect shape, position, and quantity, 

and a guide label provides the necessary defect background and thickness to generate a 

defect image. 

 

Figure 4. The Magna-Defect-GAN model comprises a U-net style generator network, a discrimina-

tor network, and a pretrained VGG feature extractor. The mask projection path in the Generator 

network G is tasked with mapping input masks into image embeddings through encoder blocks. 

The latent projection path is used to translate the combination of the image embeddings, guide vec-

tors, and latent noise vectors into the output image. The discriminator network D is trained to dis-

tinguish real and generated images. The pretrained VGG network is used to extract features to cal-

culate the style loss.  
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3.4.2. Discriminator Architecture 

We employed a modified Patch-GAN architecture [26] for the discriminator. As op-

posed to classifying the output and target image as being real or fake, the Patch-GAN 

discriminator is designed to use a convolutional network that divides the input images 

into NxN patches of the image and outputs a matrix of values. Consequently, the discrim-

inator gives feedback on each region or patch of the image, which enables high frequency 

and encourages detailed outputs by the generator. To avoid the common tiling artifacts 

with smaller patch sizes, 70 x 70 patches are typically used. However, we found that 

smaller patches in combination with style transfer losses yield sharper images while elim-

inating tiling artifacts. Consequently, we use a patch size of 16 x 16. 

3.4.3. Loss Function 

One of the key elements of GANs is the loss function that is used to train the GAN 

models. Different types of loss functions can be used depending on the specific GAN ar-

chitecture and the desired properties of the generated samples. 

The pix2pix loss function is commonly used in image-to-image translation tasks, such 

as converting a sketch to an image or converting a daytime image to a nighttime image. 

The main goal of the pix2pix loss function is to generate an output image that is as similar 

as possible to the target image. To achieve this, the pix2pix loss function uses two main 

components: the L1 loss and the adversarial loss. 

The L1 loss, also known as the mean absolute error (MAE), compares the pixel-wise 

differences between the generated image and the target image. It calculates the absolute 

difference between each pixel in the generated image and the corresponding pixel in the 

target image and then takes the average of all these differences. The L1 loss is a popular 

choice for image-to-image translation tasks because it is less sensitive to outliers than the 

L2 loss (mean squared error) and has been shown to produce sharper images. The L1 loss 

is calculated as: 

�� = E�,�,�‖� − G(z, y)‖� (3)

where x is the target image and G(z, y) is the generated image. The L1 loss is a good choice 

for image-to-image translation tasks because it is able to capture the structural infor-

mation of the image. 

The pix2pix GAN loss is used in combination with the L1 loss to ensure that the gen-

erated image is not only similar to the target image but also visually realistic. The total 

loss function for the pix2pix method is a combination of the L1 loss and the adversarial 

loss. The total loss function is defined as: 

�������� =  α ∗  �� loss + (1 − α) ∗ ���� (4)

where α is a hyperparameter that controls the balance between the L1 loss and the adver-

sarial loss. 

The CycleGAN loss function, on the other hand, uses a combination of the cycle-con-

sistency loss and the adversarial loss. The cycle-consistency loss, also known as the cycle-

consistency constraint, ensures that the generated image can be transformed back to the 

original image. The cycle-consistency loss is calculated as the difference between the orig-

inal image and the transformed image. The cycle-consistency loss is defined as: 

������ =  E��x − G�F(x)��
�

 + E��y − F�G(y)��
�

  (5)

where x is the input image, y is the target image, G is the generator for the input image, 

and F is the generator for the target image. The cycle-consistency loss ensures that the 

generated image preserves the characteristics of the input image. 

Adversarial loss is used to ensure that the generated image looks like a real image 

and not a fake one. The total loss function for the CycleGAN method is a combination of 

the cycle-consistency loss and the adversarial loss. The total loss function is defined as: 
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��������� =  λ ∗  ������  + ���� (6)

where λ is a hyperparameter that controls the balance between the cycle-consistency loss 

and the adversarial loss. 

We used a combination of three different losses in our proposed GAN model, i.e., 

adversarial loss, style loss, and reconstruction loss. 

 Adversarial loss is used to ensure that the generated images are realistic and not eas-

ily distinguishable from the original images. This is done by training the generator 

to fool the discriminator, which is trained to distinguish between real and fake im-

ages. 

 Style loss is used to ensure that the generated images have the same style as the orig-

inal images. This is done by comparing the feature maps of the generated images to 

the feature maps of the original images. 

 Reconstruction loss is used to ensure that the generated images are similar to the 

original images. This is done by comparing the generated images to the original im-

ages. 

By combining these three types of losses, the GAN is able to generate high-quality 

images that have the same style and structure as the original images while also being re-

alistic and difficult to distinguish from real images. This results in more realistic and vis-

ually appealing generated images. 

The adversarial loss in the Magna-Defect-GAN is essential to ensure and guide the 

generator to generate synthetic images that look real and are able to fool the discriminator. 

The generator establishes a relationship between the source image mask y, guide vector 

e, and the random noise image z to the target image x, i.e., y, z, e → x. The discriminator 

makes a distinction between original and fake x| y, e. The adversarial loss can be repre-

sented as: 

���� =  E�,�,�[logD(y|e, x)] + E�,�,� �log �1 − D�y, e, G(z, y|e)��� (7)

The conditional adversarial loss attempts to make the generated image look real. 

However, line scan industrial images, different from natural images that have higher di-

versity in texture, shape, and color, require intricate precision of internal structure. As a 

result, an additional constraint is necessary to ensure that the generated images are similar 

to the original. Therefore, we add a pixel-wise reconstruction loss to the adversarial loss 

that measures the pixel-wise distance between the generated images and the original im-

age that is available at training time. Comparing the performance of utilizing L1 and L2 

norms to ascertain the reconstruction loss, we observe that the L2 norm appears to per-

form better for our task. Our reconstruction loss is defined as below: 

���� = E�,�,�‖� − G(z, y, e)‖�
� (8)

The abovementioned reconstruction loss ensures structural consistency between the 

generated and original image. To make the training process more stable and minimize the 

total textural deviation between the generated and original image, style loss could be used 

as auxiliary regularization. We use the style loss to further improve the similarity between 

the generated and the original image in terms of intricate visual appearance such as tex-

ture and color. We employ style loss at multiple levels between the original and the gen-

erated image with a pretrained VGG model in a way similar to an earlier work [36]. The 

style information is measured as the degree of correlation between feature maps in a given 

layer. The style loss is then calculated by matching the mean and standard deviation be-

tween the feature maps computed by the generated image and the original image. We 

calculate the pair-wise correlation between all the feature vectors in the filters for each 

style layer in order to preserve similarity between the style image and the generated image 

based on the spatial information. These feature correlations are given by Gram matrix 

G� ∈  ℝ��×��, the inner product between the vectorized feature maps in layer l: 
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���
� = � ���

�

��

���

���
�  (9)

Assume that there are A� filters in total, each with a feature map of size B�, and that 

we have G��
� , H��

�  gram matrices for the style image and the generated image. Thus, we can 

calculate the overall style loss as follows: 

L����� =  � w�.
1

4A�
�B�

�

�

�(G�,�
� − H�,�

� )�

�,�

 (10)

where the weight given to layer l  is w� . Each w� , in this case, contains the value 
�

����� ������ �� ����� ������
, i. e. ,

�

�
. 

Total generator loss is calculated as a weighted combination of reconstruction loss, 

style loss, and adversarial loss. Our final generator loss is formulated as: 

L����� =  λ�L��� + λ�L��� + λ�L����� (11)

where λ�, λ�, and λ� regulate the relative weight of different loss terms. Although recon-

struction should take precedence during the optimization phase, the adversarial loss plays 

a significant role in encouraging local realism of the synthesized output in our mask-to-

image translation problem. We conducted our studies with the following settings: �� =

10; �� = �� = 0.1. 

4. Experiments 

4.1. Training Details 

All the experiments were run on Google-cloud infrastructure using a single Nvidia 

12 GB Titan X GPU. We randomly divided our data into 80% training set and 20% test set. 

We trained the GAN model for an average of 200 epochs, and the generation of synthetic 

images took about 0.0265 ms per image. We kept the learning rate constant for the first 

100 epochs, after which it exponentially declined to zero during the following epochs. All 

weights in the model were initialized from a Gaussian distribution with a mean of 0 and 

standard deviation of 0.01. 

4.2. Evaluation Metrics 

When evaluating the GAN model, it is important to consider not only fidelity, which 

quantifies the quality of the generated images, but also the diversity. In other words, fi-

delity measures image quality and diversity measures the variety of the generated images. 

A good generator must produce a good variety of images. For instance, of all images in 

the training dataset, the generator should model all types of defects, including defects in 

different positions, shapes, and sizes. We use the Inception score (IS) and Fréchet Incep-

tion Distance score (FID) to evaluate the performance of our Magna-Defect-GAN model. 

IS attempts to measure both the fidelity and diversity of the generated images. The Incep-

tion model pretrained on a fine-grained defect dataset is the backbone of the IS. Given 

image x and label y, for a high fidelity and diverse input, the posterior probability of a 

label p(y|x) computed using the Inception model should have a low entropy, and the 

marginal class distribution ∫ P�y�x = G(z)� dz should have a high entropy. Mathemati-

cally, IS can be represented as: 

IS(G) = exp (E�~��
D��(p(y|x)‖p(y))) (12)

FID is the frequently used method to measure the feature distance between real and 

generated images. Images from the training dataset and images generated by the genera-

tor are transformed into a feature space by FID using the output of the last hidden layer 

in Inception Net. Multivariate normal Fréchet Distance can be calculated as: 
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FID(x, g) =  �μ� − μ��
�

�
+ Tr(Σ� + Σ� − 2(Σ�Σ�)

�
� (13)

where (μ�, μ�) and (Σ�, Σ�) represent the mean and covariance of the true and generated 

features, respectively. 

4.3. T-sne Visualization 

To provide more powerful evidence that the generated synthetic images, indeed, con-

tribute to the shape of the data manifold, we use a t-distributed stochastic neighbor em-

bedding (t-SNE) algorithm to visualize the distribution of training and generated image 

samples by reducing high-dimensional data to a 2D plane. First, the t-SNE algorithm con-

verts the similarities between data points to joint probabilities and then aims to minimize 

the KL divergence between the joint probability of the low-dimensional embedding and 

the high-dimensional data. 

4.4. Evaluation of Defect Classification 

In order to assess the performance benefits obtained by utilizing GAN-based syn-

thetic images, we benchmark our approach with well-known existing CNN models, Res-

Net [37] and EfficientNet [38], which are frequently in a number of defect classification 

applications. The defect classification performances are compared for the following train-

ing approaches. (a) Model trained only with the original dataset, (b) model trained with 

the augmented dataset (traditional augmentation methods such as rotation, vertical/hori-

zontal flips, zoom, shear, and channel shifts), (c) model pretrained with synthetic dataset 

and fine-tuned with the original dataset, (d) model pretrained with the ImageNet dataset 

and fine-tuned with the augmented dataset, (e) model pretrained with the ImageNet da-

taset and fine-tuned with the synthetic dataset, and (f) model pretrained with the 

ImageNet dataset and fine-tuned with a mix of augmented and synthesized datasets. The 

metrics employed for the performance comparison are precision, recall, F1 score, and bi-

nary accuracy. 

Precision =  
TP

TP + FP
 (14)

Recall =  
TP

TP + FN
 (15)

F1 Score =  
2. (precision. Recall)

(precision + Recall)
 (16)

Accuracy =  
TP + TN

TP + FP + TN + FN
 (17)

where TP, TN, FP, and FN denote true positive (correctly identified defects), true negative 

(correctly identified nondefect images), false positive (images erroneously classified as 

defect), and false negative (images erroneously classified as nondefect), respectively. 

5. Results and Discussion 

The Magna-Defect-GAN model was trained using 780 nondefective images and 270 

defective images. After training the model, diverse and realistic synthetic images were 

generated by altering the input masks and guide vector. Because of the small training 

sample size, the augmented images by rotation, vertical/horizontal flips, zoom, and shear 

were additionally incorporated. We present the synthesized images given a mask and 

guiding vectors in Figure 5 to illustrate the controllability and explainability of the Magna-

Defect-GAN model. 

Figure 5 demonstrates how the proposed method can generate different fine-grained 

images from a given mask by altering the guide vectors. The first column in Figure 5 de-

picts the input masks, while the second column depicts the GAN-generated images given 
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guide vectors. As illustrated in Figure 6, the generated images of the Magna-Defect-GAN 

are almost identical to the training dataset with high-fidelity image-specific details well 

preserved (e.g., defects, illumination, and background), while Pix2Pix and CycleGAN 

show poor perceptual quality. 

 

Figure 5. Manipulating Guide vectors on defect dataset. The different rows correspond to different 

Guide vector settings of fixed mask input and noise. 

It is worth noting that other GAN models would potentially generate a number of 

completely blank pixels on a defect region (Figure 6) in an effort to achieve greater diver-

sity. This is harmful for training a defect detection model since the model would struggle 

to learn from the noisy images. However, our Magna-Defect-GAN model maintains both 

structural consistency and fine-grained background details, which is beneficial for a defect 

detection model to learn from different appearances of defects under different levels of 

ambient lighting. 
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Figure 6. Comparison between the Magna-Defect-GAN and different image translation approaches. 

Figure 7 shows the data distribution of original and synthetic images after dimen-

sionality reduction by the t-SNE algorithm. As this figure illustrates, the proposed algo-

rithm can generate data that not only overlap with the true data distribution but is also 

extremely close to the underlying distribution of the training data. All the generated data 

that mimic the real data distribution have not appeared in the training dataset. The pro-

posed algorithm can provide an efficient way to close gaps in the discrete manifold dis-

tribution and supplement sources of variance that are difficult to augment in conventional 

methods. 

 

Figure 7. t-SNE visualization showing the effect of the Magna-Defect-GAN-based augmentation. 

Our proposed method achieves better IS and FID scores (Table 1) compared to the 

rest of the methods. There could be a couple of reasons for the better scores. First, coupling 

the mask embedding vector, conditional label vector, and latent noise vector results in 

better sample space mapping, which leads to diverse textures of fine-grained details in 

the synthesized images. Moreover, the use of style loss in the Magna-Defect-GAN im-

proves the fidelity of the generated image in terms of background attributes such as tex-

ture and color. 

Table 1. Performance of the Magna-Defect-GAN Model. 

Model Inception Score ↑ FID ↓ 

Cycle [29] 2.88 ± 0.25 91.56 

Pix2Pix [26] 3.08 ± 0.31 65.09 

Magna-Defect-GAN 3.88 ± 0.36 50.03 

We investigated the use of GAN-generated images to supplement the training da-

taset for the task of defect classification in the presence of a small number of training ex-

amples. Our Magna-Defect-GAN model was employed for generating photorealistic and 

high-resolution synthetic industrial images. 
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Using our proposed method, it is possible to generate images with large intraclass 

variations such as defects with different thicknesses, brightness, types of fasteners, etc. 

Furthermore, it is feasible to create realistic synthetic images that are similar to the training 

data by using simulated masks with different forms, locations, and orientations. Table 2 

summarizes the six sets of experiments that were carried out to compare different training 

schemes. The defect classification accuracy and F1 score by the Resnet model trained with 

the original data from scratch were 80.8% and 0.801, respectively. The efficientnet-B7 

model accuracy and F1 score were 89.8% and 0.893, respectively. When the training da-

taset was augmented by applying random but realistic lighter data augmentation schemes 

such as vertical/horizontal flips, zoom, and rotations, the model accuracy and F1 score of 

the Resnet model were enhanced to 83.5% and 0.868, respectively. Additionally, by incor-

porating the efficientnet-B7 model, the accuracy and F1 score further improved to 91.8% 

and 0.918, respectively. Because the training data size is too small and does not contain 

enough data samples to properly represent the greatest possible intraclass diversity, using 

the original data samples alone resulted in low and unstable training and validation ac-

curacy. The training loss stabilized when the lighter data augmentation scheme was ap-

plied; however, the validation loss remained unstable. The accuracy and F1 score of the 

Resnet model were 87.5% and 0.88, respectively, using synthetic images for pretraining 

and the original dataset for fine-tuning. Additionally, the efficientnet-B7 model achieved 

an accuracy of 92.5% and an F1 score of 0.925 when using the same pretraining and fine-

tuning methods. Compared with the results of the training model with the augmented 

dataset, the test accuracy and F1 score were comparable. The accuracy and AUC of the 

Resnet model increased from 83.5% to 89.8% and 0.868 to 0.919, respectively, when the 

ImageNet pretrained model was used and fine-tuned with the augmented dataset. Addi-

tionally, the efficientnet-B7 model showed an improvement in accuracy, increasing from 

91.8% to 94.7%, and an increase in F1 score from 0.918 to 0.946. This is because the 

ImageNet dataset spans 21,000 object classes, the model is encouraged to learn more fea-

tures than it requires when it is pretrained with fine-grain labels, and these excess features 

aid in network generalization, i.e., improving the testing accuracy. In other words, fine-

grain labels help learn more features than coarse-grained labels (defect vs. nondefect). 

When the synthetic images were used for fine-tuning, the accuracy and the F1 score 

of the Resnet model were 92.7% and 0.939, respectively, using the ImageNet pretrained 

model. The efficientnet-B7 model achieved an accuracy of 96.4% and an F1 score of 0.966 

when fine-tuned with the synthetic images. The performance of defect detection models 

using synthetic images is on par with the outcome of regular data augmentation. It is ob-

served that when the model was fine-tuned with a mix of synthetic and augmented data, 

the accuracy and the F1 score of Resnet were 93.5% and 0.947, respectively, which is 

clearly a better performance rate. Similarly, when using the efficientnet-B7 model, the ac-

curacy and F1 score were even higher at 97.2% and 0.973, respectively, further demon-

strating the effectiveness of using a mix of synthetic and augmented data in fine-tuning 

models. Both traditional augmentations and GAN-generated synthetic images are ex-

tremely beneficial to prevent overfitting when training a defect detection model with a 

limited dataset—the former extrapolates the training data distribution and the latter gen-

erates more diverse data by interpolating between the discrete data points in the manifold. 

Table 2. Data Augmentation Experiments on Surface Defect Dataset. 

Training Scheme Model Recall Precision F1-Score Accuracy 

a 
ResNet [37] 0.684 0.969 0.801 0.808 

EfficientNet-B7 [38] 0.847 0.945 0.893 0.898 

b 
ResNet [37] 0.873 0.865 0.868 0.835 

EfficientNet-B7 [38] 0.895 0.943 0.918 0.918 

c 
ResNet [37] 0.863 0.907 0.88 0.875 

EfficientNet-B7 [38] 0.909 0.942 0.925 0.925 
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d 
ResNet [37] 0.942 0.898 0.919 0.898 

EfficientNet-B7 [38] 0.958 0.935 0.946 0.947 

e 
ResNet [37] 0.945 0.934 0.939 0.927 

EfficientNet-B7 [38] 0.961 0.972 0.966 0.964 

f 
ResNet [37] 0.955 0.94 0.947 0.935 

EfficientNet-B7 [38] 0.969 0.977 0.973 0.972 

6. Conclusions 

In this work, we addressed the problem of defect detection with limited data. For 

that purpose, we proposed a GAN-based mask-to-image translation model for data aug-

mentation. The main conclusions are listed below. 

(1) By combining the mask embedding vector with the latent noise vector and the dis-

crete fine-grained guide labels, an improved conditional mask-to-image translation 

GAN was proposed. Synthetic images with large intraclass diversity such as defect 

size, shape, position, thickness, brightness, and background can be generated condi-

tionally. 

(2) The proposed model training process was more stable, and the generated data sam-

ple was of higher quality when compared to the existing GAN models. 

(3) GAN-based augmentation is a useful tool for bridging holes in the discrete training 

data distribution and enhancing sources of intraclass variation that are challenging 

to amplify in other ways, but they cannot expand the distribution beyond the training 

dataset extremes. 

(4) When training a defect detection model with a small dataset, a mix of conventional 

augmentations and GAN-generated synthetic images are extremely helpful to avoid 

overfitting. The conventional data augmentation extrapolates the training data dis-

tribution, while the GAN-based synthetic images add more diversity by interpolat-

ing between the discrete data points in the manifold. 
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Abstract: While attracting increasing research attention in science and technology, Machine Learning
(ML) is playing a critical role in the digitalization of manufacturing operations towards Industry 4.0.
Recently, ML has been applied in several fields of production engineering to solve a variety of tasks
with different levels of complexity and performance. However, in spite of the enormous number
of ML use cases, there is no guidance or standard for developing ML solutions from ideation to
deployment. This paper aims to address this problem by proposing an ML application roadmap for
the manufacturing industry based on the state-of-the-art published research on the topic. First, this
paper presents two dimensions for formulating ML tasks, namely, ’Four-Know’ (Know-what, Know-
why, Know-when, Know-how) and ’Four-Level’ (Product, Process, Machine, System). These are used
to analyze ML development trends in manufacturing. Then, the paper provides an implementation
pipeline starting from the very early stages of ML solution development and summarizes the available
ML methods, including supervised learning methods, semi-supervised methods, unsupervised
methods, and reinforcement methods, along with their typical applications. Finally, the paper
discusses the current challenges during ML applications and provides an outline of possible directions
for future developments.

Keywords: machine learning; Industry 4.0; manufacturing; artificial intelligence; smart manufacturing;
digitization

1. Introduction

Within the fourth industrial revolution, coined as ‘Industry 4.0’, the way products
are manufactured is changing dramatically [1]. Moreover, the way humans and machines
interact with one another in manufacturing has seen enormous changes [2], developing
towards an ‘Industry 5.0’ notion [3]. The digitalization of businesses and production compa-
nies, the inter-connection of their machines through embedded system and the Internet of
Things (IoT) [4], the rise of cobots [5,6], and the use of individual workstations and matrix
production [7] are disrupting conventional manufacturing paradigms [1,8]. The demand for
individualized and customized products is continuously increasing. Consequently, order
numbers are surging while batch sizes diminish, to the extremes of fully decentralized
’batch size one’ production. The demand for a high level of variability in production and
manufacturing through Mass Customization is inevitable. Mass Customization in turn
requires manufacturing systems which are increasingly more flexible and adaptable [7–9].
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Machine Learning (ML) is one of the cornerstones for making manufacturing (more)
intelligent, and thereby providing it with the needed capabilities towards greater flexibility
and adaptability [10]. These advances in ML are shifting the traditional manufacturing era
into the smart manufacturing era of Industry 4.0 [11]. Therefore, ML plays an increasingly
important role in manufacturing domain together with digital solutions and advanced
technologies, including the Industrial Internet of Things (IIoT), additive manufacturing,
digital twins, advanced robotics, cloud computing, and augmented/virtual reality [11].
ML refers to a field of Artificial Intelligence (AI) that covers algorithms learning directly
from their input data [12]. Despite most researchers focusing on finding a single suitable
ML solution for a specific problem, efforts have already been undertaken to reveal the
entire scope of ML in manufacturing. Wang et al. presented frequently-used deep learning
algorithms along with an assessment of their applications towards making manufacturing
“smart” in their 2018 survey [13]. In particular, they discussed four learning models:
Convolutional Neural Networks, Restricted Boltzmann Machines, Auto-Encoders, and
Recurrent Neural Networks. In their recent literature review on “Machine Learning for
Industrial Applications”, Bertolini et al. [12] identified, classified, and analyzed 147 papers
published during a twenty-year time span from Jan. 2000 to Jan. 2020. In addition, they
provided a classification on the basis of application domains in terms of both industrial
areas and processes, as well as their respective subareas. Within these domains, the
authors analyzed the different trends concerning supervised, unsupervised, and reinforced
learning techniques, including the most commonly used algorithms, Neural Networks
(NNs), Support Vector Machine (SVM), and Tree-Based (TB) techniques. The goal of another
literature review from Dogan and Birant [14] was to provide a sound comprehension of
the major approaches and algorithms from the fields of ML and data mining (DM) that
have been used to improve manufacturing in the recent past. Similarly, they investigated
research articles from the period of the past two decades and grouped the identified articles
under four main subjects: scheduling, monitoring, quality, and failure.

While these classifications and trend analyses provide an excellent overview of the
extent of ML applications in manufacturing, they mainly focus on introducing ML algo-
rithms; the implementation of ML solution for different tasks in an industrial environment
from scratch has not yet been fully discussed. In general, a comprehensive formulation of
industrial problems prior to the development of ML solutions seems lacking. Therefore,
the issue we aim to address in this paper is how ML can be implemented to improve manu-
facturing in the transition towards Industry 4.0. From this issue, we derive the following
research questions:

• RQ1: How does ML benefit manufacturing, and what are the typical ML application
cases?

• RQ2: How are ML-based solutions developed for problems in manufacturing engineering?
• RQ3: What are the challenges and opportunities in applying ML in manufacturing contexts?

To answer these research questions, more than a thousand research articles retrieved
from two well-known research databases were systematically identified, screened, and
analyzed. Subsequently, the articles were classified within a two-dimensional framework,
which takes value-based development stages into account on one axis and manufacturing
levels on the other. The development stage concerns visibility, transparency, predictive
capacity, and adaptability, whereas the four manufacturing levels are product, process,
machine, and system.

The rest of this paper is structured as follows. Section 1 introduces the key concepts,
research questions, and motivations. Section 2 proposes the methodology of ’Four-know’
and ’Four-level’ to establish a two-dimensional framework for helping to formulate indus-
trial problems effectively. Based on the proposed framework, a systematic literature review
is carried out and the identified articles are analysed and classified. Section 3 describes a
six-step pipeline for the application of ML in manufacturing. Section 4 explains different
ML methods, presenting where and how they have been applied in manufacturing accord-
ing to the prior identified research articles. Section 5 formulates common challenges and
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potential future directions; finally, the paper concludes in Section 6 with a summary and
discussion of the authors’ findings.

2. Overview of Machine Learning in Manufacturing

Despite numerous ML studies and their promising performance, it remains very
difficult for non-experts working in the manufacturing industry to begin developing ML
solutions for their specific problems. The first challenging part of application is to formulate
the actual problems to be solved [15]. Therefore, this section aims to overcome this problem
by introducing the categories of Four-Know and Four-Level to help formulate ML tasks in
manufacturing and describing the benefits of applying ML in manufacturing from ML use
cases categorized using the Four-Know and Four-Level concepts (RQ1). Lastly, an overview
and developing trends in recent ML studies are provided as formulated by Four-Know and
Four-Level.

2.1. Introduction of Four-Know and Four-Level

According to the Acatech Industrie 4.0 Maturity levels [16], the development towards
Industry 4.0 in manufacturing can be structured into the following six successive stages:
computerization, connectivity, visibility, transparency, predictive capacity, and adaptability.
The first two stages, computerization and connectivity, provide the basis for digitization,
while the rest are analytic capabilities required for achieving Industry 4.0. ML, as powerful
data analytics tools are normally applied in the last four stages. Inspired by the Acatech
Industrie 4.0 Maturity levels, ML studies in manufacturing can be categorized into four
subjects: Know-what, Know-why, Know-when, and Know-how, which to a degree overlap
with visibility, transparency, predictive capacity, and adaptability, respectively. The Four-
Know definitions are presented below:

• Know-what deals with understanding of the current states of machines, processes, or
production systems, which can help in rapid decision-making. It should be noted
that Know-what goes beyond visualization of real-time data. Instead, data should be
processed, analyzed, and distilled into information which enables decision-making.
For instance, typical examples of Know-what in manufacturing are defect detection
in quality control [17,18], fault detection in process/machine monitoring [19,20], and
soft sensor modelling [21,22].

• Know-why, based on the information from Know-what, aims to identify inner patterns
from historical data, thereby discovering the reasons for a thing happening. Know-
why includes the identification of interactions among different variables [23] and the
discovery of cause-effect relationship between an event and other variables [24,25].
On one hand, Know-why can indicate most important factors for understanding
Know-what. On the other hand, Know-why is the prerequisite for Know-when, as the
reliability of predictions is heavily dependent upon the quality of casual inference.

• Know-when, built on Know-why, involves timely predictions of events or prediction
of key variables based on historical data, allowing the decision-maker can take ac-
tions at early stages. For instance, Know-when in manufacturing includes quality
prediction based on relevant variables [26,27], predictive maintenance via detection of
incipient anomalies before break-down [28,29], and predicting Remaining Useful Life
(RUL) [30,31].

• Know-how, on the foundation of Know-when, can recommend decisions that help adapt
to expected disturbance and can aid in self-optimization. Examples in manufacturing
include prediction-based process control [27,32], scheduling of predictive maintenance
tasks [33,34], dynamic scheduling in the flexible production [35,36], and inventory
control [34].

The aim of applying ML in manufacturing is to achieve production optimization across
four different levels: product, process, machine, and system. Therefore, the use cases for
applying ML can be further categorized by these different levels, as shown in Figure 1 and
Table 1, which answer RQ1 in terms of ML typical use cases.
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Table 1. Typical ML use cases categorized by Four-Level and Four-Know.

Level Know-What Know-Why Know-When Know-How

Product Defect detection [37],
Product design [38]

Correlation between process
and quality [23] Quality prediction [26] Quality improve-

ment [39]

Process Process monitoring [40]
Root cause analysis of pro-
cess failure [41], Process
modelling [42]

Process fault predic-
tion [43], Process character-
istics prediction [44]

Self-optimizing process
planning [45], Adaptive
process control [46]

Machine Machine tool monitor-
ing [47]

Fault diagnosis [48], Down-
time prediction [49]

RUL prediction [50], Tool
wear prediction [51]

Adaptive compensation
of errors [52,53],

System Anomaly detection [54]

Root cause analysis of
production disturbances
or casual-relationship
discovery [55]

Production performance
prediction [56], Human
behavior control [57]

Predictive schedul-
ing [58], Adaptive
production control [59]

Figure 1. Four-Level and Four-Know categorization of ML applications. The Four-Know categories,
from Know-what to Know-how, are respectively demonstrated by the four concentric circles, from the
inner circle to the outer circle, with each circle divided into four quarters according to the Four Levels.

2.2. Literature Review Methodology

In order to address the research questions laid out in Section 1, a systematic litera-
ture review following the PRISMA methodology [60] was carried out. Two well-known
research databases, Scopus (Elsevier) and Web of Science (WoS), were chosen for retrieving
documents. The overall literature review process is shown in Figure 2.
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Figure 2. The overall literature review process following PRISMA. All identified documents were
screened and assessed for eligibility, then subjected to Four-Level and Four-Know classification.

Table 2 shows the limitations used when performing the document search. It should
be noted that the query strings were used for Title, Abstract, and Keywords as well as
Keyword Plus (only in WoS).

Table 2. Limitations for document searching.

Item Description

Query string

( “manufacturing” OR “industry 4.0” OR “industrie 4.0” )
AND ( “machine learning” OR “deep learning” OR “super-
vised learning” OR “semi-supervised learning” OR “unsuper-
vised learning” OR “reinforcement learning” )

Year Published from 2018 to 2022

Language English

Subject/Research area Engineering

Document type Article

Following the document search, 2547 documents were found from Scopus and 1784
from WoS. The identified publications from the two databases were merged and duplicates
were removed, resulting in 2861 publications. The documents were then evaluated and
selected by reading the Title and Abstract field, and articles that did not meet the following
selection criteria were excluded:

• The study dealt with the context of manufacturing;
• The study dealt with ML applications in specific fields.

Therefore, conceptual models, frameworks, and studies that only focused on algorithm
development were considered to be out of scope.

Finally, the remaining 1348 documents were analyzed and classified based on the
Four-Level and Four-Know categories. Figure 3 shows the trend of ML applications in
manufacturing over the past five years from the Four-Level perspective. Figure 4 reveals
the detailed distribution of ML applications in Four-Know terms. It should be noted that
because the literature review was conducted in August 2022, the actual numbers for the
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full year 2022 should be higher. As can be seen, there has been a gradual increase in the
number of ML publications in manufacturing in all levels over the past five years. Typically,
what stands out in this figure is the dominance of the product level. From Figure 4, it can
be seen that recent ML applications in product level are mainly focused on Know-what
and Know-when. A similar pattern can be found at the machine level. Interestingly, a
considerable growth in Know-how is observed at the process and system levels compared
to the others. The reason for this may be correlated with higher demand for adaptability
with respect to changes on the process and system levels.

The identified documents were analyzed and classified according to their applied ML
methods, providing examples for non-experts when dealing with similar tasks.

Figure 3. Trends in ML publications in manufacturing in the past five years by Four-Level grouping.

Figure 4. Four-Know development trends for each level over the past five years.

3. Pipeline of Applying Machine Learning in Manufacturing

ML is a technique capable of extracting knowledge from data automatically [12]. In-
creasing research on ML has shown that it is an appealing solution when tackling complex
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challenges. In recent years, more and more manufacturing industries have begun to lever-
age the benefits of ML by developing ML solutions in several industrial fields. However,
despite plenty of off-the-shelf ML models, there are challenges when applying ML to
real-world problems [61]. In particular, it is harder for small and medium-sized enterprises
to develop in-house ML solutions, as commercial ML solutions are normally confidential
and inaccessible. Therefore, this section aims to provide a pipeline for applying ML for
those who are starting from scratch (RQ2). Applying machine learning in manufacturing
normally involves the following six steps: (i) data collection, (ii) data cleaning, (iii) data
transformation, (iv) model training, (v) model analysis, and (vi) model push, as shown in
Figure 5.

Figure 5. Pipeline of applying machine learning in manufacturing.

3.1. Data Collection

The lifeblood of any machine learning model is data. In order for an ML model to
learn, clean data samples must be continuously fed into system throughout the training
process. When the collected data are highly imbalanced or otherwise inadequate, the
desired task may not be achievable. Data can be collected from different sources, including
machines, processes, or production with the aid of sensors or external databases. In terms
of data types, the data used in machine learning can be generally categorized as follows:

• Image data, matrices of pixels with two or more dimensions, such as gray-scale images
or colored images. Image data can acquired by with vision systems, through data
transformations such as simple concatenation of several one-dimensional vectors
with same length, or by the transformation of images from the spatial domain to the
frequency domain.

• Tabular data organized in a table, where normally one axis represents attributes and
another axis represents observations. Tabular data are typically observed in production
data, where the attributes of events of interest are collected. Though tabular data
share a similar data structure with image data, the latter are more focused on one-
dimensional interaction among attributes, while image data typically stress spatial
interactions in both dimensions.

• Time series data, sequences of one or more attributes over time, with the former corre-
sponding to univariate time series and the latter multivariate time series. In manufac-
turing, time series data are normally acquired with sensors whenever there is a need
for monitoring time flow changes of data.

• Text data, including written documents with words, sentences or paragraphs. Ex-
amples of text data in manufacturing include maintenance reports on machines and
descriptions of unexpected disturbances or events in production.

3.2. Data Cleaning

Real-world industrial data are highly susceptible to noisy, missing, and inconsistent
data due to several factors. Low-quality noisy data can lead to less accurate ML models.
Data cleaning [62] is a crucial step when organizing data into a consistent data structure
across packages, and can improve the quality of the data, leading to more accurate ML
models. It is usually performed as an iterative approach. Methods include filling in missing
values, smoothing noisy data, removing outliers, resolving data inconsistencies, etc.
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3.3. Data Transformation

Data transformation is the process of transforming unstructured raw data into data
better suited for model construction. Data transformation can be broadly classified into
mandatory transformations and optional quality transformations. Mandatory transforma-
tions must be carried out to convert the data into a usable format and then deliver the
transformed data to the destination system. These include transforming non-numerical
data into numerical data, resizing data to a fixed size, etc. It should be noted that data
transformations are not always straightforward. Indeed, in certain situations data types
can be interconvertible by leveraging specific processing techniques, as shown in Figure 6.
For instance, univariate time series can be converted into image data using the Gramian
Angular Field (GAF) or Markov Transition Field (MTF) [63] methods. Unstructured text
data can be converted into tabular data via word embedding [64]. Tabular data can be
transformed into image data by projecting data into a 2D space and assigning pixels, as
in Deepinsight [65] or Image Generator for Tabular Data (IGTD) [66]. Image data are
preferable for data analysis, as they allow the power of Convolutional Neural Networks
(CNNs) [67] to be exploited.

In real-world applications, data are normally high-dimensional and redundant. When
performing data modelling directly in the original high-dimensional space, the computa-
tional efficiency can be very low. Hence, it is necessary to reduce the dimensionality in order
to obtain better representation for data modelling. This is achieved by feature selection,
which selects the most informative feature subset from raw data, or feature extraction,
which generates new lower-dimensional features. After feature engineering, features are
either manually designed, so-called “handcrafted features” [68], or automatically learned
from data, so-called “automatic features”. Handcrafted features are heavily dependent on
domain knowledge, and normally have physical meaning. However, these features are
highly subjective [69] and inevitably lack implicit key features [70,71].

By contrast, automatic features driven by data require no prior knowledge. Therefore,
they have been gaining increasing research attention in recent years. Conventionally,
automatic features are obtained by linear transformations such as Principle Component
Analysis (PCA) [72] or Independent Component Analysis (ICA) [73]. However, with the
development of Artificial Neural Networks (ANNs), direct learning of implicit features has
become possible by optimizing the loss function. Thus, neural networks have gradually
developed into an end-to-end solution where knowledge is directly learned from raw data
without human effort. Typically, CNNs [74] and Recurrent Neural networks (RNNs) [75]
are used for image data and time series data, respectively.

A summary of typical features for different data types can be seen in Table 3.

Table 3. Typical features for different data types.

Data Type Handcrafted Features Automatic Features

Image data LBP [76], SIFT [77], HOG [78] ICA, CNNs

Tabular data feature selection PCA, ICA, ANNs

Time series data
Time domain: mean, min, max, etc.
Frequency domain: power spectrum [78]
Time-frequency domain: DWT [79], STFT [80]

ICA, RNNs

Text data Bag of Words (BoW) [81] Word2vec [82]

3.4. Model Training

After selecting the features, it is necessary to form the correct data structure for each
individual ML model used in the subsequent steps. Note that different ML algorithms
might require different data models for the same task. Furthermore, results can be improved
through normalization or standardization. Then, the ML models can be applied in the actual
modelling phase. The first step in training a machine learning model typically involves
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selecting a model type that is appropriate for the nature of the data and the problem at
hand. After a model has been chosen, it can be trained by providing it with the training
data and using an optimization algorithm to find the set of parameters that provide the best
performance on those data. Depending on the task, either unsupervised, semi-supervised,
supervised, or reinforcement learning can be applied. These are individually introduced in
the following section.

3.5. Model Analysis

Analysis of model performance is an important step in choosing the right model. This
stage emphasizes how effective the selected model will perform in the future and helps
to make the final decision with regard to model selection. Performance analysis evaluates
models using different metrics, e.g., accuracy, precision, recall, and F1-score (the weighted
average of precision and recall) for classification tasks and the root mean square error
(RMSE) for regression tasks.

3.6. Model Push

Although state-of-the-art ML models improve predictive performance, they contain
millions of parameters, and consequently require a large number of operations per infer-
ence. Such computationally intensive models make deployment in low-power or resource-
constrained devices with strict latency requirements quite difficult. Several methods,
including model pruning [83], model quantization [84], and knowledge distillation [85],
have been suggested in the literature as ways to compress these dense models.

Overall, In the context of manufacturing applications, data collection, data cleaning,
data transformation, model training, model analysis, and model push are key steps in
the implementation of utilizing historical data with ML in order to optimize production
and improve efficiency, quality, and productivity. For instance, data collection involves
gathering data from various sources, such as sensor data, production logs, and quality
control records. Data cleaning involves removing any errors, inconsistencies, or irrelevant
information from the data. Data transformation involves preparing the data for analysis via
formatting in a way that is suitable for the chosen model. Model training involves using the
cleaned and transformed data to train a machine learning model. Model analysis involves
evaluating the performance of the model and identifying any areas for improvement. Model
push involves deploying the model in a production environment and making predictions
or decisions based on the model. All of these steps are critical to ensuring that the results
from ML models are accurate, reliable, and useful for manufacturing production.

Figure 6. Data types used in ML and their convertibility.
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4. Machine Learning Methods and Applications

Model development is the core of ML-based solutions, as the selection of an ML model
plays a critical roles in the outcome. Therefore, this section aims to provide a comprehensive
overview of ML methods and their potential possibilities in manufacturing applications,
including supervised learning methods, semi-supervised learning methods, unsupervised
learning methods, and reinforcement learning methods. In addition, example typical
applications for each category of ML method are listed to support model selection.

4.1. Supervised Learning Methods

Supervised learning methods aim to learn an approximation function f that can map
inputs x to outputs y with the guidance of annotations (x1, y1), (x2, y2), . . . , (xN , yN). In
supervised learning, the algorithm analyzes a labeled dataset and derives an inferred
function which can be applied to unseen samples. It should be noted that labeled dataset
is a necessity for supervised learning, and as such it requires a large amount of data and
high labeling costs. Supervised learning methods are generally used for dealing with two
problems, namely, regression and classification. The difference between regression and
classification is in the data type of the output variables; regression predicts continuous
numeric values (y ∈ R), while classification predicts categorical values (y ∈ {0, 1}). In
terms of principles, supervised learning methods can be further categorized into four
groups: tree-based methods, probabilistic-based methods, kernel-based methods, and
neural network-based methods.

Tree-based methods: Tree-based methods aim at partitioning the feature space into
several regions until the datapoints in each region share a similar class or value, as depicted
in Figure 7. After space partitioning, a series of if–then rules with a tree-like structure can
be obtained and used to determine the target class or value. Compared with the black-box
models in other supervised methods, Tree-based methods are easily understandable models
that offer better model interpretability. Decision trees [86], in which only a single tree is
established, are the most basic of tree-based methods. It is simple and effective to train a
decision tree, and the results are intuitively understandable, though this approach is very
prone to overfitting. A tree ensemble is an extension of the decision tree concept. Instead of
establishing a single tree, multiple trees are established in parallel or in sequence, referred
to as bagging [87] and boosting [88], respectively. Commonly used tree ensemble methods
include Random Forest [89], Adaptive Boosting (AdaBoost) [88], and Extreme Gradient
Boosting (XGBoost) [90].

Thanks to their better model interpretability, tree-based methods can be used to
identify the most important factors leading up to events. Their possible applications in
manufacturing are mainly in the Know-why and Know-when stages. For instance, exam-
ples of Know-why tasks with tree-based methods at the product and machine level include
identifying the influencing factors that lead to quality defects [91] or machine failure [92],
thereby allowing the manufacturer to diagnose problems effectively. In addition, the identi-
fied important factors when using tree-based methods can help in further predicting target
values such as product quality [93](Know-when, product level) or events of interest before
they happen, such as machine breakdown [31] (Know-when, machine level).

Probabilistic-based methods: For a given input, probabilistic-based methods provide
probabilities for each class as the output. Probabilistic models are able to explain the
uncertainties inherent to data, and can hierarchically build complex models. Widely used
probabilistic-based methods include Bayesian Optimization (BO) [94] and Hidden Markov
Models (HMM) [95].
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Figure 7. The principle of a decision tree. As shown, the feature space is partitioned into several
rectangles in which the input point can find the corresponding class.

The dependencies among different variables can be well captured by Bayesian net-
works [94], enabling a greater likelihood of predicting the target. This can be potentially
beneficial for manufacturing when it comes to Know-what and Know-when tasks, for in-
stance, detection or prediction of events such as quality issues [96] (product level), machine
failure [97] (machine level), or dynamic process modelling [98] (process level).

Markov chains [95], on the other hand, are a type of probabilistic model that describe
a sequence of possible events in which the probability of each event depends only on
the state attained in the previous event. Markov chains can be utilized in manufacturing
to model and analyze the behavior of systems (Know-why, system level) such as pro-
duction lines [99] or supply chains [100]. In addition, the capability of predicting future
states with Markov chains enables applications predicting joint maintenance in production
systems [101] (Know-when, system level) and optimizing production scheduling [102]
(Know-how, system level).

Kernel-based methods: As depicted in Figure 8, kernel-based methods utilize a defined
kernel function to map input data into a high-dimensional implicit feature space [103].
Instead of computing the targeted coordinates, kernel-based methods normally compute
the inner product between a pair of data points in the feature space. However, kernel-based
methods have low efficiency, especially with respect to large-scale input data. Due to the
promising capability of kernel-based methods in classification and regression, they can
be utilized in the Know-what and Know-when stages in manufacturing, such as defect
detection [104] (Know-what, product level), quality prediction [105] (Know-when, product
level), and wear prediction in machinery [106] (Know-when, machine level). There are
different types of kernel-based methods in supervised learning, such as SVM [107] and
Kernel–Fisher discriminant analysis (KFD) [108].

Figure 8. The principle of kernel-based methods. Using a kernel, the linearly inseparable input data
are transformed to another feature space in which they become linearly separable.
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Neural-network-based methods: Inspired by biological neurons and their ability to
communicate with other connected cells, neural network-based methods employ artificial
neurons. A typical neural network, such as ANNs, consists of an input layer, hidden layer,
and output layer, as illustrated in Figure 9. Common ANNs types include CNNs [109],
RNNs [110], and Deep Belief Network (DBN) [111].

Thanks to their powerful feature extraction capability when using matrix-like data,
CNNs are widely used for image processing. In terms of possible applications in man-
ufacturing, CNNs can be used in the Know-what stage to perform image-based quality
control [112] (Know-what, product level) or image-based process monitoring [113] (Know-
what, process level). In addition, by converting time series data from sensors to 2D
images [114], CNNs can be used to detect and diagnosis machine failure as well.

RNNs are typically used to process sequential input data such as time series data or
sequential images. Therefore, in terms of possible applications in manufacturing, RNNs are
well-suited to the Know-when stage for analyzing sensor data or live images from machines,
processes, or production systems. For instance, RNNs can enable the real-time performance
prediction, such as the remaining useful life of machinery [115] (Know-when, machine
level), process behavior prediction [116] (Know-when, process level), or the prediction of
production indicators for real-time production scheduling [117] (Know-when, system level).

Figure 9. The scheme of an ANN, which normally consists of an input layer, hidden layer and
output layer.

The typical supervised learning approaches applied in manufacturing are summarized
in Table A1.

4.2. Unsupervised Learning Methods

Unsupervised learning algorithms aim to identify patterns in data sets containing
data points that are not labeled. Unsupervised learning eliminates the need for labeled
data and manual feature engineering, allowing for more general, flexible, and automated
ML methods. As a result, unsupervised learning methods draw patterns and highlight
areas of interest, revealing critical insight into the production process and opportunities
for improvement. This can allow manufacturers to make better production-focused de-
cisions, driving their business forward. The primary goal of unsupervised learning is to
identify hidden and interesting patterns in unlabeled data. In terms of principles, there
are three types of unsupervised tasks: Dimension Reduction [118,119], Clustering [120],
and Association Rules [121]. Many aspects of unsupervised learning can be beneficial
in manufacturing applications. First, clustering algorithms can be used to identify out-
liers in manufacturing data. Another aspect is to handle high dimensional data, e.g., for
manufacturing cost estimation, quality improvement methodologies, production process
optimization, better understanding of the customer’s data, etc. Usually, a dimensional
reduction support algorithm is required to handle data complexity and high dimensionality.
Finally, it is challenging to perform root cause analysis in large-scale process execution
due to the complexity of services in data centers. Association rule-based learning can be
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employed to conduct root cause analysis and to identify correlations between variables in a
dataset.

Dimensional reduction is the process of converting data from a high-dimensional
space to a low-dimensional space while preserving important characteristics of the
original data.

Principal component analysis (PCA) [118]: The main idea of PCA is to minimize the
number of interrelated variables in a dataset while preserving as much of the dataset’s
inherent variance as possible. A new set of variables, called principal components (PCs),
are generated; these are uncorrelated and sorted such that the first few variables retain the
majority of the variance included in all of the original variables. A pictorial representation
of PCA is shown in Figure 10.

Figure 10. Principal Component Analysis.

The five steps below can be used to condense the entire process of extracting principal
components from a raw dataset.

1. Say we wish to condense d features in our data matrix X to k features. The first step is
to standardize the input data:

z = x− µ/σ

where µ is the mean and σ is the standard deviation.
2. Next, it is necessary to find the covariance matrix of the standardized input data. The

covariance of variables X and Y can be written as follows:

cov(X, Y) =
1

n− 1

n

∑
i=1

(Xi−~x)(Yi− ȳ). (1)

3. The third steps is to find all of the eigenvalues and eigenvectors of the covariance matrix:

A~v = λ~v (2)

A~v− λ~v = 0 (3)

~v(A− λI) = 0. (4)

4. Then, the eigenvector corresponding to the largest eigenvalue is the direction with
the maximum variance, the eigenvector corresponding to second-largest eigenvalue
is the direction with the second maximum variance, etc.

5. To obtain k features, it is necessary to multiply the original data matrix by the matrix
of eigenvectors corresponding to the k largest eigenvalues.
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PCA is particularly useful for processing manufacturing data, which typically have a
large number of variables, making it difficult to identify patterns and trends. A variety of
applications of PCA in manufacturing are listed below:

1. Quality improvement (Know-why, product level): by analyzing the variations of a
product’s features, PCA can be used to identify the causes of product defects [122].

2. Machine monitoring (Know-why, machine level): by analyzing sensor data from
a machine, PCA can be used to detect incipient patterns in the data that indicate
potential issues with the machinery, such as wear and tear [123].

3. Process optimization (Know-why, process level): by analyzing variations in the pro-
cess data, PCA can be used to identify the most important factors that affect the pro-
cess, allowing the manufacturer to optimize the process and thereby reduce costs [124].

Autoencoder (AE) [119] is another popular method for reducing the dimensionality of
high-dimensional data. AE alone does not perform classification; instead, it provides a
compressed feature representation of high-dimensional data. The typical structure of AE
consists of an input layer, one hidden or encoding layer, one reconstruction or decoding
layer, and an output layer. The training strategy of AE includes encoding input data
into a latent representation that can reconstruct the input. To learn a compressed feature
representation of input data, AE tries to reduce the reconstruction error, that is, to minimize
the difference between the input and output data. An illustration of AE is shown in
Figure 11.

Figure 11. A pictorial representation of (a) an Autoencoder and (b) a Denoising Autoencoder. An
autoencoder is trained to reconstruct its input, while a denoising autoencoder is trained to reconstruct
a “clean” version of its input from a corrupted or “noisy” version of the input.

There are different types autoencoders that can be used for high-dimensional data. Stacked
Autoencoder (SAE) [119] is built by stacking multiple layers of AEs in such a way that the output
of one layer serves as the input of the subsequent layer. Denoising autoencoder (DAE) [125]
is a variant of AE that has a similar structure except for the input data. In DAE, the input
is corrupted by adding noise to it; however, the output is the original input signal without
noise. Therefore, unlike AE, DAE has the ability to recover the original input from a noisy
input signal. Convolutional autoencoder [126] is another interesting variant of AE, employing
convolutional layers to encode and decode high-dimensional data.

AEs can be used for a variety of applications in manufacturing, such as:

1. Anomaly detection (Know-what): an AE can be trained to reconstruct normal data
and detect abnormal data by measuring the reconstruction error, which allows the
manufacturer to detect and address issues such as product defects [124] and machinery
failure [127].

2. Feature selection (Know-why): an AE can be used to identify the most important
features in the data and remove the noise and irrelevant information, which can be
used for diagnosis of product defects or to detect events of interests [128].

3. Dimensionality reduction: an AE can be used to reduce the dimensionality of large
and complex datasets, making it easier to identify patterns and trends [129].
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Furthermore, AEs can be used in conjunction with other techniques, such as clustering
or classification, to improve the accuracy of prediction and enhance the interpretability of
the results [130]. Additionally, AEs can be used for data visualization. By reducing the
dimensionality of the data, AEs allow high-dimensional data to be visualized clearly and
interpretably [129] in a way that can be easily understood by non-technical stakeholders.

Clustering: The objective of clustering is to divide the set of datapoints into a number
of groups, ensuring that the datapoints within each group are similar to one another
and different from the datapoints in the other groups. Clustering methods are powerful
tools, allowing manufacturers examine large and complex datasets and gain meaningful
insights. There are different clustering methods available, each with their own strengths
and weaknesses, and the choice of method depends on the characteristics of the data
and the problem to be solved. Among the widely used clustering methods are Centroid-
based Clustering [120], Density-based Clustering [131], Distribution-based Clustering [132], and
Hierarchical Clustering [133]. Clustering algorithms have a wide range of applications in
manufacturing. For instance, clustering can be used to group manufactured inventory
parts according to different features [134] (Know-what). The obtained clusters can be used
as a guideline for warehouse space optimization [135]. Clustering can be used for anomaly
detection [136] (Know-what) and process optimization [137] (Know-how), and can be used
in conjunction with other techniques to improve the interpretability of results.

Association rule-based learning [121]: Association rule-based learning is an unsu-
pervised data-mining technique that finds important interactions among variables in a
dataset. It is capable of identifying hidden correlations in datasets by measuring degrees
of similarity. Hence, association rule-based learning is suitable in the Know-why stage in
manufacturing. For instance, association rule-based learning can be utilized to accurately
depict the relationship between quantifiable shop floor indicators and appropriate causes
of action under various conditions of machine utilization (Know-why, system level), which
can be used to establish an appropriate management strategy [138].

4.3. Semi-Supervised Learning Methods

Unsupervised learning methods do not have any input guidance during training,
which reduces labeling costs; however, their performance is normally less accurate. There-
fore, semi-supervised learning methods can be used to take advantage of the accuracy
achieved by supervised learning while limiting costs thanks to the reduction in labeling
effort. Therefore, researchers have turned to data augmentation [139,140] to enlarge dataset,
with the inputs and labels generated massively based on the existing dataset in a controlled
way while incurring no extra cost in the labeling phase. Taking an image with its label
as an example, it can be enriched by basic transformations such as rotation, translation,
flipping, noise injection, etc. It can be enriched by adversarial data augmentation, such
as by generating synthetic dataset using generative models, e.g., Generative Adversarial
Network (GAN) [141] and Variational AutoEncoder (VAE) [142], thereby obtaining new
images for training ML models at low cost. However, the improvements obtainable with
data augmentation are limited, and more real data are better than more synthetic data [143].
Therefore, increasing attention is being paid to the combination of supervised learning and
unsupervised learning, namely, semi-supervised learning, in which both unlabeled data
and labeled data are leveraged during training.

Semi-supervised learning methods can be generally divided into two groups: data
augmentation-based methods and semi-supervised mechanism-based methods. An overview
of semi-supervised methods is provided in Figure 12.

Data augmentation: through data augmentation, labeled data can be enlarged and aug-
mented by adding model predictions of newly unlabeled data with high confidence as pseudo-
labels, as shown in Figure 13. However, the model continues to be run in a fully supervised
manner. In addition, the quality of the pseudo-labels can highly affect model performance, and
incorrect pseudo-labels with high confidence are inevitable due to their nature. To improve the
quality of pseudo-labels, there are hybrid methods combining pseudo-labels and consistency
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regularization, such as MixMatch [144] and FixMatch [145]. Nevertheless, data augmentation-
based methods are simple, and there is no need to carefully design the loss. Therefore, data
augmentation-based methods can be potentially useful for non-experts in manufacturing for
enlarging labeled dataset when it is easy to collect massive amounts of unlabeled data.

Semi-supervised mechanisms: by contrast, semi-supervised mechanism-based meth-
ods are more focused on the mechanism of utilizing both labeled data and unlabeled
data. The principle of semi-supervised mechanisms is illustrated in Figure 14, where both
labeled data and unlabeled data can be model inputs while their losses are calculated in a
different way. Semi-supervised mechanism-based methods can be further categorized into
consistency-based methods, graph-based methods, and generative-based methods.

Figure 12. Overview of semi-supervised methods.

Figure 13. Data augmentation-based methods.

Figure 14. Semi-supervised mechanism-based methods.
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Consistency-based methods take advantage of the consistency of model outputs after
perturbations [146]; therefore, consistency regularization can be applied for unlabeled data.
Consistency constraint can be either imposed between the predictions from perturbed
inputs from the same sample, for instance, the π model [147], or between the predictions
from two models with the same architecture, such as MeanTeacher [148]. Thanks to the
perturbations in consistency-based methods, model generalization can be enhanced [149].
In terms of applications in manufacturing, depending on the output values consistency-
based methods can be used in the Know-what and Know-when stages. For instance,
consistency-based methods can be utilized in quality monitoring based on images (Know-
what, product level).

Graph-based methods aim to establish a graph from a dataset by denoting each data
point as a node, with the edge connecting two nodes representing the similarity between
them. Label propagation is then performed on the established graph, with the information
from labeled data used to infer the labels of the unlabeled data. Graph-based methods result
in the connected nodes being closer in the feature space, while disconnected nodes repel
each other. Therefore, graph-based methods can be used to address the problem of poor
class separation due to intra-class variations and inter-class similarities [18]. Consequently,
graph-based methods can be potentially useful for defect classification [18] (Know-what,
product level) or machine health state monitoring [150] (Know-what, machine level) where
there are problems with insufficient label information or poor class separation. However, it
should be noted that graph-based methods are normally transductive methods, meaning
that the constructed graph is only valid for the trained data and rebuilding the graph is
necessary when it comes to new data. Typical examples of graph-based methods include
Graph Neural Networks (GNNs) [151] and Graph Convolution Networks (GCNs) [152].

The main point of generative-based methods is to learn patterns from a dataset and to
model data distributions, allowing the model to be used to generate new samples. Then
during training, the model can be updated using the combination of the supervised loss
(for existing data with labels) and unsupervised loss (for synthetic data). An inherent
advantage of generative-based methods is that the labeled data can be enriched by a trained
model which has learned the data distribution. Therefore, generative-based methods are
well-suited for situations where it is difficult to collect labeled data, such as process fault
detection [153] (Know-what, process level) and anomaly detection in machinery [154]
(Know-what, machine level). Examples include the semi-supervised GAN series (SS-
GANs), such as Categorical Generative Adversarial Network (CatGAN) [155], Improved
GAN [156], and semi-supervised VAEs (SS-VAEs) [157].

Table A3 lists semi-supervised applications in manufacturing taken from the selected
documents in Section 2.2.

4.4. Reinforcement Learning Methods

Reinforcement Learning (RL) algorithms consist of two elements, namely, an agent
acting within an environment (see Figure 15). The agent is acting, and is therefore subject to
the desired learning process by directly interacting with and manipulating the environment.
Based on [158], the procedure of a learning cycle is as follows: first, the agent is presented
with an observation of the environment state st ∈ S; then, based on this observation (along
with internal decision making), the selection of an action at ∈ A. S refers to the state
space, that is, the set of possible observations that could occur in the environment. The
observation has to provide sufficient information on the current environment or system
state in order for the agent to select actions in an ideal way to solve the control problem. For
selecting the action, A refers to the action space, that is, the set of possible actions chosen by
the agent. After at is performed (in a given state st), the environment moves to the resulting
state st+1 and the agent receives a reward rt+1. Then, the reinforcement learning cycle
continues to iterate as shown in Figure 15. The agent aims to maximize the (discounted)
long-term cumulative reward by improving the selection of actions towards an optimum.
In other words, the RL agent wants to learn an optimal control policy for the environment.
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Figure 15. Overview of the Reinforcement Learning approach based on [158].

In general, RL approaches can be split into model-based, i.e., the agent has an internal
model of how the environment works, and model-free. The latter is most common thanks to
the advent of deep learning, and simplifies application, as feature selection can be applied.
Model-free approaches themselves can be divided into short value-based or policy-based
approaches by their approach to storing state-action value pairs, which are used to select
the action for optimal value return; the latter directly optimize the action selection policy.
In contrast to the other machine learning techniques, RL does not require large dataset,
only a clearly specified environment. Typically, an RL agent is trained on a simulation or
digital twin model [159]; after successful training, it can be implemented on the Know-how
level for its original purpose. Otherwise, the agent starts with random non-optimal actions,
leading to undesired system behavior.

Considering the aim of achieving the Know-how level for autonomous control in
processes, machines, or systems, RL is extremely important for applications in future
production. In addition, multi-agent RL is becoming of interest to the research commu-
nity [33], and can even be applied for controlling products [160]. However, RL remains
under-exploited in the industrial area, especially in respect to other machine learning
techniques [161].

As of now, applied approaches can be summarized as shown in Table A4. Note that
the applications reviewed here are implemented in a simulation or digital twin [159], and
features are manually crafted from raw data.

5. Challenges and Future Directions

A large number of ML use cases have shown the great potential for addressing complex
manufacturing problems, from knowing what is happening to knowing how employ self-
adapting or self-optimizing systems. The data-driven mechanisms in ML enable broader
applications in different fields as well as at different levels, from individual products to
whole systems. However, in spite of the great potential and advantages offered by ML and
numerous off-the-shelf ML models, there are critical challenges to overcome before the
successful application of ML in manufacturing can be realized. The following demonstrate
typical challenges that manufacturing industries might confront during the application
and deployment of ML-based solutions, along with corresponding future directions for
tackling these challenges (RQ3).

• Lack of data. Preparing the data used for ML is not a simple task, as the scale and the
quality of data can greatly affect the performance of ML models. The most common
challenge involves preparing a large amount of organized input data, and ensuring
high-quality labels if labels are needed. Despite manufacturing data becoming increas-
ingly more accessible due to the development of sensors and the Internet of Things,
gathering meaningful data is time-consuming and costly in many cases, for example,
fault detection and RUL prediction. This issue might be alleviated by the Synthetic
Minority Over-sampling Technique (SMOTE) [162]. However, SMOTE cannot capture
complex representative data, as it often relies on interpolation [163]. Data augmenta-
tion [139,164] or transfer learning [165] may address this problem. The aim of data
augmentation is to enlarge dataset by means of transforming data [139], by trans-
forming both data and labels, as with MixUp [166], or by generating synthetic data
using generative models [167,168]. On the contrary, instead of focusing on expanding
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data, transfer learning aims to leverage knowledge from similar external datasets. A
typically used method in transfer learning is parameter transfer, where a pretrained
model from a similar dataset is employed for initialization [165]. Another situation
involving lack of data is that certain data cannot be shared due to data privacy and
security issues. In confronting this problem, Federated Learning (FL) [169] might be a
potential opportunity to enable model training across multiple decentralized devices
while holding local data privately.

• Limited computing resources. The high performance of ML models always comes
with high computational complexity. In particular, obtaining high accuracy with a
neural network requires on millions or even billions of parameters [170]. However,
limited computing resources in industries makes it a challenge to deploy heavy ML
models in real-time industrial environments. Possible approaches include model
compression via pruning and sharing of model parameters [171] and knowledge
distillation [172]. Parameter pruning aims to reduce the number of model parameters
by removing redundant parameters without any effect on model performance. By
contrast, seeking the same goal, knowledge distillation focuses on distilling knowledge
from a cumbersome neural network to a lightweight network to allow it to be deployed
more easily with limited computing resources.

• Changing circumstances. Most ML applications in manufacturing focus only on model
development and verification in off-line environments. However, when deploying these
models in running production, their performance may be degraded due to changing cir-
cumstances, leading to changes in data distribution, that is, drift [173,174]. Therefore, man-
ual model adjustment over time, which is time-consuming, is usually unavoidable [175].
However, this could be addressed in the future by automatic model adaption [174], in
which data drifts are automatically detected and handled with less resources.

• Interpretability of results. Many expectations have been placed on ML to overcome all
types of problems without the need for prior knowledge. In particular, ML models are
expected to directly learn higher level knowledge such as Know-when and Know-how,
which is difficult for human beings to obtain in manufacturing. However, without
the foundations of early-stage knowledge and an understanding of the data, the
results inferred from big data by black-box ML models are meaningless and unreliable.
For instance, predictions blindly obtained from all data, including both relevant
and irrelevant data, might even degrade performance due to the GIGO (garbage in,
garbage out) phenomenon [176]. To overcome this problem, future directions within
ML development might include incorporating physical models into ML models [177]
or obtaining Four-know knowledge successively.

• Uncertainty of results. Related to the challenge of interpretability is the challenge of
uncertain results. The success of manufacturing depends heavily on the quality of
the resulting products. As every manufacturing process has a degree of variability,
almost all industrial manufacturers use statistical process control (SPC) to ensure a
stable and defined quality of products [178]. A central element of statistical process
control is the determination and handling of statistical uncertainty. The uncertainty
of ML results often cannot be quantified reliably and efficiently, even with today’s
state-of-the-art [179–181]. Furthermore, model complexity and severe non-linearity
in ML can hinder the evaluation of uncertainty [182]. Although there are promising
approaches, e.g., Gaussian mixture models for NN [183,184] and Probabilistic Neural
Network (PNN) [184], or the use of Baysian Networks [180], there are several limita-
tions limiting potential applications, such as high computational cost and simplified
assumptions [184]. Therefore, future research needs to make progress on the general
theory of integrating uncertainty into ML methods to allow manufacturing in order to
ensure high quality and stability in production.

To summarize, while ML is a fairly open tool which can be used to handle a variety
of problems in manufacturing, it is necessary to have an understanding of the hidden
challenges in ML application in order to provide more realistic and robust outcomes. For in-
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stance, early in ML application in manufacturing, one might face the problem of lacking data.
During the deployment of ML-based solutions, one might confront challenges around inte-
grating the solution into the industrial environment. After deployment, one might encounter
the challenge of evaluating ML results on product and process in terms of interpretability
and uncertainty. The future directions pointed out in this review can help to address the
above-mentioned challenges and ensure reliable improvements in manufacturing contexts.

6. Conclusions

It is fully recognized that ML is playing an increasingly critical role in the digitization
of manufacturing industries towards Industry 4.0, leading to improved quality, produc-
tivity, and efficiency. This review has paper aimed to address the issue of how ML can
improve manufacturing, posing three research questions related to the above issue in
the introduction. To address these research questions, we carried out a literature review
assessing the state-of-the-art based on 1348 published scientific articles.

To answer RQ1, we first introduced the concepts of the ‘Four-Know’ (Know-what,
Know-why, Know-when, Know-how) and ‘Four-Level’ (Product, Process, Machine, System)
categories to help formulate ML tasks in manufacturing. By mapping ML use cases into the
Four-Know and Four-Level matrix, we provide an understanding of typical ML use cases
and their potential benefits for improving manufacturing. To further support RQ1, the
identified ML studies were classified using the ’Four-Know’ and ’Four-Level’ perspective
to provide an overview of ML publications in manufacturing. The results showed that
current ML applications are mainly focused on the product level, in particular in terms
of Know-what and Know-when. In addition, considerable growth in Know-how was
observed at the process and system levels, which might be correlated to higher demand for
adaptability to changes on these levels.

To fill the gap between academic research and manufacturing industries, we provided
an actionable pipeline for the implementation of ML solutions by production engineers from
ideation through to deployment, thereby answering RQ2. To further explain the ’model
training’ step, which is the core stage in the pipeline, a holistic review of ML methods
was provided, including supervised, semi-supervised, unsupervised, and reinforcement
learning methods along with their typical applications in manufacturing. We hope that this
can provide support in method selection for decision-makers considering ML solutions.

Finally, to answer RQ3, we uncovered the current challenges that manufacturing
industry is likely to encounter during application and deployment, and provided possible
future directions for tackling these challenges as possible developments for ensuring more
reliable and robust outcomes in manufacturing.

Author Contributions: Conceptualization, T.C., O.J.J., M.C.M., V.S. and G.F.; methodology, T.C. and
S.S.; formal analysis, T.C. and S.S.; writing—original draft preparation, T.C., V.S., S.S., M.C.M., O.J.J.
and F.S.; writing—review and editing, T.C., V.S., M.C.M., S.S., O.J.J., M.C., G.F., G.T., J.J.A.M. and F.S.;
supervision, M.C., G.F., G.T., J.J.A.M. and F.S.; funding acquisition, G.T. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by a European Training Network supported by Horizon 2020,
grant number 814225.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: This research work was undertaken in the context of the DIGIMAN4.0 project
(“DIGItal MANufacturing Technologies for Zero-defect Industry 4.0 Production”, https://www.
digiman4-0.mek.dtu.dk/, accessed on 1 January 2023). DIGIMAN4.0 is a European Training Network
supported by Horizon 2020, the EU Framework Programme for Research and Innovation (Project
ID: 814225).

Conflicts of Interest: The authors declare no conflict of interest.

197



Appl. Sci. 2023, 13, 1903 21 of 32

Appendix A

Table A1. Categories of supervised learning applications.

Ref. Year Level Know-
What

Know-
Why

Know-
When

Know-
How Data Type Method Type Case Field

[104] 2018 Product X Image Kernel Defect detection Metallic powder bed fusion

[185] 2018 Product X Tabular Kernel Product monitoring Metal frame process in mobile device
manufacturing

[186] 2020 Process X X X Time series, Image Kernel Temperature prediction and po-
tential anomaly detection Additive manufacturing

[19] 2022
Product,
Process X X Tabular Kernel Fault detection and classification Semiconductor Etch Equipment

[105] 2022 Product X Tabular Kernel Quality prediction Additive manufacturing

[106] 2022 Machine X Time series Kernel Wear prediction Metal forming

[187] 2022 System X X Time series Kernel Content prediction Steel making

[114] 2018 Machine X X Time series (Image) NN Fault diagnosis Motor bearning and pump

[188] 2020 System X X Image NN Cost estimation

[112] 2020 Product X Image NN Defect detection Battery manufacturing

[189] 2022 Product X Time series NN Quality assurance Fused deposition modeling

[190] 2022 Process X Time series NN Process optimization Wire arc additive manufacturing

[191] 2022 Process X X Tabular NN Parameter optimization Laser powder bed fusion

[192] 2022 Process X Image NN Object detection Robotic grasp

[193] 2022 Product X Image NN, kernel Defect detection Roller manufacturing

[194] 2022 Machine X Time series (Image) NN, kernel Tool condition monitoring Machining

[195] 2019 Product X Time series Tree Material removal prediction Robotic grinding

[196] 2022 Product X Image (Tabular) Tree Porosity prediction Powder-bed additive manufacturing

[197] 2019 Product X Image Probabilistic Online quality inspection Powder-bed additive manufacturing

[198] 2018 System X Tabular Hybrid Scheduling Flexible Manufacturing Systems (FMSs)
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Table A2. Categories of unsupervised learning applications.

Ref. Year Level Know-
What

Know-
Why

Know-
When

Know-
How Data Type Method Type Case Field

[120] 2021 Machine X Time series Clustering Tool Condition clustering Autonomous manufacturing

[131] 2021 Machine X Time series Clustering Tool health monitoring Machine tool health Monitoring

[132] 2019 Machine X X Time series Clustering Defect Identification Manufacturing systems

[199] 2021 Process X Tabular, Time series Clustering Condition monitoring Manufacturing Condition monitoring

[133] 2020 System X Time series Clustering Condition monitoring Manufacturing Condition monitoring

[125] 2018 Product X Image, Text Autoencoder Defect Identification Fabric industry

[119] 2019 Product X Image Autoencoder Defect Identification Automatic Optical Inspection

[200] 2021 Product X Image Autoencoder Defect Identification Printed circuit board manufacturing

[201] 2022 Machine X X Tabular, Time series Autoencoder Anomaly detection Steel rolling Process

[126] 2022 Process X X Image Autoencoder Anomaly detection Industrial Anomaly detection

[126] 2022 Process X X Image, Text Autoencoder Anomaly detection Semi conductor manufacturing

[202] 2022 Machine X Time series PCA Predictive maintenance Fan-motor system

[118] 2022 Machine X X Time series PCA Anomaly detection Programmable logic controllers

[121] 2015 Process X Tabular Association rule Predictive maintenance Wooden door manufacturing
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Table A3. Categories of semi-supervised learning applications.

Ref. Year Level Know-
What

Know-
Why

Know-
When

Know-
How Data Type Method Type Case Field

[203] 2020 Product X Image Data augmentation Quality control Automated Surface Inspection

[204] 2021 Process X Image Data augmentation Measurement in process Positioning of welding seams

[205] 2019 System X Tabular Data augmentation Energy consumption modelling Steel industry

[206] 2020
Product,
System X Time series Data augmentation Quality prediction Continuous-flow manufacturing.

[207] 2021 Machine X Time series Consistency-based Predictive quality control Semiconductor manufacturing

[149] 2020 Product X Image Consistency-based Quality monitoring Metal additive manufacturing

[18] 2021 Product X Image Graph-based Quality control Automated Surface Inspection

[150] 2022 Machine X X Time series Graph-based Machine health state diagnosis Manipulator

[208] 2022 Machine X X Tabular Graph-based Predict tool tip dynamics Machine tool

[209] 2021 Product X Image Generative-based Assessing manufacturability of
cellular structures Direct metal laser sintering process

[210] 2019 Product X Time series Generative-based Quality inferred from process laser powder-bed fusion

[211] 2020 Product X Image Generative-based Quality diagnosis Wafer fabrication

[212] 2021 Product X Image Generative-based Quality control Automated Surface Inspection

[213] 2020 Machine X Time series Generative-based Remaining useful life prognostics Turbofan engine and rolling bearing

[214] 2021 Machine X X Tabular Generative-based Machine condition monitoring Vacuum system in styrene petrochemical
plant

[153] 2021 Machine X X Time series Generative-based Anomaly detection for predictive
maintenance Press machine

[154] 2022 Process X Time series (image) Generative-based Process fault detection Die casting process
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Table A4. Categories of reinforcement learning applications.

Ref. Year Level Know-
What

Know-
Why

Know-
When

Know-
How Data Type Method Type Case Field

[32] 2021 Process X X Tabular Value-based Quality control Statistical Process Control

[215] 2022 System X X Tabular Value-based Scheduling Semiconductor fab

[216] 2021 System X Tabular Value-based Throughput control Flow shop

[217] 2021 Machine X Tabular Value-based Scheduling & Maintenance Multi-state single machine

[34] 2020 System X Tabular Value-based Quality Control & Maintenance Production system

[218] 2022 System X Tabular Value-based Lead time management Flow shop

[219] 2020 Process X Tabular Value-based Robotic arm control Soft fabric manufacturing

[220] 2021 System X X Tabular Value-based Layout planning Greenfield factories

[221] 2020 Machine X Tabular Value-based Maintenance scheduling Preventive maintenance

[33] 2022 Machine X X Tabular Policy-based Maintenance scheduling Parallel machines

[222] 2021 Process X Tabular Policy-based Improving efficiency Automated product disassembly

[223] 2021 System X Tabular Policy-based Dispatching Job shop

[224] 2022 System X Tabular Policy-based Scheduling & maintenance Semiconductor fab

[225] 2022 System X Tabular Policy-based Yield optimization Multi-agent RL

[57] 2022 System X Tabular Policy-based Human Worker Control Flow shop

[59] 2022 System X Tabular Policy-based Scheduling & dispatching Disassembly job shop

[160] 2021 Product X Tabular Policy-based Multi-agent production control Job shop

[226] 2022 Process X Tabular Both Parameter optimisation Manufacturing processes

[227] 2019 Process X Tabular Both Online parameter optimisation Injection molding

[228] 2022 System X Tabular Both scheduling Matrix production system
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163. Kozjek, D.; Vrabič, R.; Kralj, D.; Butala, P. Interpretative identification of the faulty conditions in a cyclic manufacturing process. J.

Manuf. Syst. 2017, 43, 214–224. [CrossRef]
164. Wen, Q.; Sun, L.; Yang, F.; Song, X.; Gao, J.; Wang, X.; Xu, H. Time series data augmentation for deep learning: A survey. arXiv

2020, arXiv:2002.12478.
165. Pan, S.J.; Yang, Q. A survey on transfer learning. IEEE Trans. Knowl. Data Eng. 2009, 22, 1345–1359. [CrossRef]
166. Zhang, H.; Cisse, M.; Dauphin, Y.N.; Lopez-Paz, D. mixup: Beyond empirical risk minimization. arXiv 2017, arXiv:1710.09412.
167. Bao, J.; Chen, D.; Wen, F.; Li, H.; Hua, G. CVAE-GAN: Fine-grained image generation through asymmetric training. In

Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 2745–2754.
168. Yoon, J.; Jarrett, D.; Van der Schaar, M. Time-series generative adversarial networks. Adv. Neural Inf. Process. Syst. 2019, 32,

5508–5518.
169. McMahan, B.; Moore, E.; Ramage, D.; Hampson, S.; y Arcas, B.A. Communication-efficient learning of deep networks from

decentralized data. In Proceedings of the Artificial Intelligence and Statistics, Fort Lauderdale, FL, USA, 20–22 April 2017;
pp. 1273–1282.

170. Cheng, Y.; Wang, D.; Zhou, P.; Zhang, T. Model compression and acceleration for deep neural networks: The principles, progress,
and challenges. IEEE Signal Process. Mag. 2018, 35, 126–136. [CrossRef]

171. Gou, J.; Yu, B.; Maybank, S.J.; Tao, D. Knowledge distillation: A survey. Int. J. Comput. Vis. 2021, 129, 1789–1819. [CrossRef]
172. Hinton, G.; Vinyals, O.; Dean, J. Distilling the knowledge in a neural network. arXiv 2015, arXiv:1503.02531.
173. Schlimmer, J.C.; Granger, R.H. Incremental learning from noisy data. Mach. Learn. 1986, 1, 317–354. [CrossRef]
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Abstract—Surface defect identification is an essential 

task in the industrial quality control process, in which 
visual checks are conducted on a manufactured product 
to ensure that it meets quality standards. Convolutional 
Neural Network (CNN) based surface defect identification 
method has proven to outperform traditional image 
processing techniques. However, the real-world surface 
defect datasets are limited in size due to the expensive 
data generation process and the rare occurrence of 
defects. To address this issue, this paper presents a 
method for exploiting auxiliary information beyond the 
primary labels to improve the generalization ability of 
surface defect identification tasks. Considering the 
correlation between pixel level segmentation masks, 
object level bounding boxes and global image level 
classification labels, we argue that jointly learning 
features of the related tasks can improve the performance 
of surface defect identification tasks. This paper proposes 
a framework named Defect-Aux-Net, based on multi-task 
learning with attention mechanisms that exploit the rich 
additional information from related tasks with the goal of 
simultaneously improving robustness and accuracy of the 
CNN based surface defect identification. We conducted a 
series of experiments with the proposed framework. The 
experimental results showed that the proposed method 
can significantly improve the performance of state-of-the-
art models while achieving an overall accuracy of 97.1%, 
Dice score of 0.926 and mAP of 0.762 on defect 
classification, segmentation and detection tasks. 
 

Index Terms—Deep learning, defect classification, defect 
detection, defect segmentation, machine vision, multi-task-
learning, quality control, surface defect detection. 

I. INTRODUCTION 

UTOMATED visual inspection plays an important role in 
industrial informatics based decision-making systems in  
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various industries, including steel manufacturing companies, 
automotive industries, electronic manufacturing, and 
pharmaceutical companies. The correct, consistent, and early 
detection of surface defects can make it possible to detect 
defective products early in the manufacturing process, which 
leads to time and cost savings. Inspection procedures for 
detecting such defects are usually performed using non-
destructive testing (NDT) methods. NDT procedure is a 
combination of various inspection steps used to identify 
discontinuities or defects in a product without causing damage 
to its usability. The most frequently used industrial NDT 
methods are Visual optic testing, Radiography, X-ray vision, 
Ultrasonic imaging, Dye penetrant testing, Magnetic particle 
testing, and Infrared thermal imaging. The testing procedure 
for each of these methods involves several steps, all of which 
can be easily automated. However, the final step of visual 
inspection is more complex in terms of automation and 
remains primarily a manual process performed by operators. 
 

The traditional machine-vision system relies on a hand-
crafted features such as color, contrast, texture, edges, 
foreground background statistics, etc. followed by machine 
learning classifiers such as support vector machines, decision 
tree or K-Nearest Neighbors. Consequently, hand-crafted 
features extraction plays an important role in classical 
approaches. However, these features are not robust and suited 
for different tasks, which lead to long development cycles. 
Deep learning methods, on the other hand, learn the relevant 
features directly from the raw data, without the need for 
handcrafted feature representations. In recent years, 
Convolutional Neural Network (CNN) has achieved and even 
surpassed human-level performance on computer vision tasks 
such as image classification. The key difference between CNN 
and traditional machine-vision algorithms is that CNN 
automatically detects significant features without any human 
supervision which made it the most widely used. A fascinating 
feature of CNN is its ability to take advantage of the spatial or 
temporal correlation of image data. There are three main 
problem categories for image recognition tasks using CNN: 
classification, segmentation, and object detection. 
Classification task aims to classify an image into a certain 
category. Starting with the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) winning architecture of 
AlexNet [1], a series of increasingly complex architectures 
including ResNet [2], Inception [3], Densenet [4], and 
EfficientNet [5] have been proposed in the literature for the 
classification task. Object detection is a task that localizes an 
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object using a bounding box. Some of the notable object 
detection algorithms include Fast R-CNN [6]
Mask R-CNN [7], Single Shot Detection (SSD)
Look Once (YOLO) [9], etc. Segmentation 
performing pixel-by-pixel classification. Several segmentation 
algorithms have been proposed in the literature includin
convolutional networks, encoder-decoder based approaches 
[10], multi-scale and pyramid architectures [11]
 

 

 

 
Fig.  1. Magnetic particle inspection on threaded fasteners 
surface finish (TekErreka dataset). Surface defects are marked by red 
circles and noise due to magnetic particle depositions are marked in 
yellow. 

However, industrial visual inspection systems barely 
utilized the potential of those complex architectures due to 
several reasons [12]. One of the main reasons is that the 
continuous improvement in industrial processes has resulted in 
fewer and fewer defective samples, or the number of defective 
samples is very limited [13]. This problem of learning from a 
limited number of samples is usually referred to as the small 
sample problem, which can easily lead to poor generalization 
ability of the trained model [14]. In addition, the target surface 
defects have different scales, making the deep learning models 
even more challenging to identify the small sized defects. On 

object using a bounding box. Some of the notable object 
[6], Faster R-CNN, 

(SSD) [8], You Only 
Segmentation is the task of 

pixel classification. Several segmentation 
algorithms have been proposed in the literature including fully 

decoder based approaches 
[11], etc. 

 

 

 

Magnetic particle inspection on threaded fasteners of different 
defects are marked by red 

circles and noise due to magnetic particle depositions are marked in 

, industrial visual inspection systems barely 
utilized the potential of those complex architectures due to 

. One of the main reasons is that the 
continuous improvement in industrial processes has resulted in 
fewer and fewer defective samples, or the number of defective 

. This problem of learning from a 
limited number of samples is usually referred to as the small 
ample problem, which can easily lead to poor generalization 

. In addition, the target surface 
defects have different scales, making the deep learning models 

allenging to identify the small sized defects. On 

the one hand, visual appearance of the real
defects varies with type of materials, imaging conditions, 
and camera position. On the other hand, it is challenging to 
distinguish tiny defects from the noise or non
components within an image (as shown in 
appearance of false positives in a defect free image is an 
inevitable circumstance. Furthermore, real time applications of 
complex CNN models are extremely limited due to the long 
inference time and the resulting higher computational resource 
and power consumption. 

To address these limitations, we present a novel univers
architecture that integrates classification, segmentation, and 
detection of surface defects in a single network. 
architecture, Defect-Aux-Net, is primarily motivated by a 
multi-task learning (MTL) scheme that exploits useful 
information from related learning tasks to help mitigate the 
problem of data scarcity. The proposed architecture is based 
on FPN-semantic-segmentation [11]
of defect classification and detection
generalization ability by utilizing the image level information 
as an inductive bias. Specifically, we developed a new multi
task learning network based on FPN, where 
task is carried out in the bottom-up
and segmentation is performed in the 
network. To create a bounding box 
networks in the top-down pathway, where one subnet 
determines the class associated with bounding box and the 
other performs the regression to adjust the 
position. 

 
The FPN-based Feature Extractor 

allows surface defects to be recognized 
scales by efficiently sharing features between image regions.
We further introduce the positional and the channel at
mechanisms that focus on learning the features of small 
surface defects to improve the robustness of detecting small 
defects surrounded by complex background.

 
We evaluate our model on TekErreka

surface defect datasets, with defect classification, 
segmentation, and detection tasks. Experimental results 
demonstrate that jointly learning features of related task
improve the performance of all tasks
 
Overall, the contributions of our work are as follows:

1) Firstly, we propose a 
architecture, which can 
segmentation, and detection of surface defects in a 
single network. Compared with the existing 
the-art CNN models, this 
and compact in terms of model parameters. From the 
model training point of view employing fewer 
parameters in the architecture enables model to 
efficiently learn potential surface defects from a 
smaller number of labelled examples.

2) In contrast to existing single task learning, our 
proposed multi-task learning in surface defect 
detection facilitates the model to learn useful 
representations of the data by exploiting 
information from related tasks.

the one hand, visual appearance of the real-world surfaces 
defects varies with type of materials, imaging conditions, 

camera position. On the other hand, it is challenging to 
om the noise or non-defect 

components within an image (as shown in Fig.  1). Hence the 
appearance of false positives in a defect free image is an 
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complex CNN models are extremely limited due to the long 
inference time and the resulting higher computational resource 

To address these limitations, we present a novel universal 
architecture that integrates classification, segmentation, and 
detection of surface defects in a single network. Our 

Net, is primarily motivated by a 
task learning (MTL) scheme that exploits useful 

learning tasks to help mitigate the 
The proposed architecture is based 

[11] with the additional tasks 
and detection to improve the 

lization ability by utilizing the image level information 
we developed a new multi-

task learning network based on FPN, where the classification 
up pathway of the network 

is performed in the top-down pathway of the 
. To create a bounding box we employ two sub-

pathway, where one subnet 
determines the class associated with bounding box and the 
other performs the regression to adjust the bounding box 

based Feature Extractor in the proposed network 
allows surface defects to be recognized at vastly different 

by efficiently sharing features between image regions. 
We further introduce the positional and the channel attention 
mechanisms that focus on learning the features of small 
surface defects to improve the robustness of detecting small 
defects surrounded by complex background. 

TekErreka, and Severstal [15] 
surface defect datasets, with defect classification, 
segmentation, and detection tasks. Experimental results 

features of related tasks can 
tasks.  

Overall, the contributions of our work are as follows: 
Firstly, we propose a Defect-Aux-Net model 
architecture, which can perform classification, 
segmentation, and detection of surface defects in a 

Compared with the existing state-of-
CNN models, this architecture is lightweight 

compact in terms of model parameters. From the 
model training point of view employing fewer 
parameters in the architecture enables model to 

otential surface defects from a 
labelled examples. 

In contrast to existing single task learning, our 
task learning in surface defect 

the model to learn useful 
representations of the data by exploiting shared 
information from related tasks. 
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3) Considering surface defect detection with complex 
background, the positional and the channel attention 
mechanisms are incorporated to amplify target 
features and to reduce the influence of background 
noise. 

4) The proposed model is compact and efficient
state-of-the-art performance that meets the 
computational resource requirements of the real
inference speed. 

II. RELATED WORK 

A large and growing body of literature has explored the use 
of CNN for surface defect identification. Kim et al. 
adopted few-shot learning technique with Siamese Neural 
Network using CNN, which aims to classify surface defects 
with a limited number of training images. 
employed class activation mapping technique in CNN to 
simultaneously achieve defect classification and localization 
tasks in LED chip defect inspection process. Tao et al. 
designed cascaded autoencoder (CASAE) architectu
segment and localize defect region. The proposed architecture 
transforms the input image into a mask prediction and then 
defect regions of segmented mask is classified to their specific 
classes. Jing et al. [19] combined autoencoder with fully 
connected network (FCN) to detect keyboard light leakage 
defect from mere dust. Jian et al. [20] leveraged Generative 
adversarial network (GAN) to exaggerate the tiny defects 
within the images to improve the accuracy of differe
classifiers. Zheng et al. [21] proposed a 3-stage model for rail 
surface and fastener defect detection. At the first stage, 
YOLOV5 framework is employed to localize the rail and 
fasteners. Then, an object detection model based on Mask
RCNN is used to detect the surface defect of the r
At the final stage, the Resnet architecture is utilized to classify 
defects of the fasteners. To detect defects at different scale, Xu 
et al. [22] used a pre-trained ResNet model to extract the 
multi-scale features and fuse them using a multilevel feat
fusion network (MFN). In [23], U-Net and residual U
architectures were used for the fine-grained segmentation of 
surface defects on a steel sheet. The main drawback of these 
methods is that the model needs a large amount of annotated 
data and hence the localization of defect is very coarse in the 
real-time scenario.  

III. PROPOSED METHOD 

A. Network architecture 

Our proposed network is inspired by two deep learning 
architectures that are widely used: Feature pyramid Network 
(FPN) and ResNet-50. Recognizing surface defects at vastly 
different scales is a fundamental challenge in industrial 
machine vision system. For this reason, we use
a pyramidal hierarchy of convolutional
feature pyramids at different scales. FPN consists of two 
pathways: bottom-up and top-down. The bottom
also known as encoder, is the typical convolutional
network, which can be any image classifier for feature 
extraction. As we go up, the encoder gradually decreases the 
spatial resolution, while building high level feature maps.

Considering surface defect detection with complex 
the positional and the channel attention 

mechanisms are incorporated to amplify target 
features and to reduce the influence of background 

proposed model is compact and efficient with 
art performance that meets the 

computational resource requirements of the real-time 

A large and growing body of literature has explored the use 
t identification. Kim et al. [16] 

with Siamese Neural 
, which aims to classify surface defects 

with a limited number of training images. Lin et al. [17] 
employed class activation mapping technique in CNN to 
simultaneously achieve defect classification and localization 

inspection process. Tao et al. [18] 
designed cascaded autoencoder (CASAE) architecture to 
segment and localize defect region. The proposed architecture 
transforms the input image into a mask prediction and then 
defect regions of segmented mask is classified to their specific 

combined autoencoder with fully 
connected network (FCN) to detect keyboard light leakage 

leveraged Generative 
adversarial network (GAN) to exaggerate the tiny defects 
within the images to improve the accuracy of different 

stage model for rail 
surface and fastener defect detection. At the first stage, 
YOLOV5 framework is employed to localize the rail and 
fasteners. Then, an object detection model based on Mask-
RCNN is used to detect the surface defect of the rail surface. 
At the final stage, the Resnet architecture is utilized to classify 

t different scale, Xu 
ResNet model to extract the 

scale features and fuse them using a multilevel feature 
Net and residual U-Net 
grained segmentation of 

The main drawback of these 
methods is that the model needs a large amount of annotated 
data and hence the localization of defect is very coarse in the 

 

nspired by two deep learning 
Feature pyramid Network 

Recognizing surface defects at vastly 
different scales is a fundamental challenge in industrial 

reason, we use FPN that uses 
a pyramidal hierarchy of convolutional filters to extract 

FPN consists of two 
The bottom-up pathway 

convolutional neural 
can be any image classifier for feature 

As we go up, the encoder gradually decreases the 
building high level feature maps. The 

top-down pathway is connected to the bottom
through lateral connections for eff
fusion. It is designed to enhance the feature maps from the 
bottom-up pathway and build semantically strong feature 
maps at multiple scales by double upscaling.
feature pyramid has rich semantics at all levels
lower semantic features are interconnected to the higher 
semantics. 

 
1) Bottom-up pathway 
 

We tested several standard image classificat
architectures to select the core model, and finally chose 
ResNet-50 as the backbone. ResNet
performance for surface defect classification
and detection tasks. ResNet-50 architecture has the advantage 
of using a stride of two for each scale reduction, which makes 
it easier to incorporate ResNet-50 into FPNs when we need to 
upscale feature maps in top-down pathway.  Furthermore, 
Resnet-50 is a relatively small network based on modern 
standards; therefore, it is suitable for our limited labeled data 
problem. However, existing ResNet
two problems in the way they apply convolution operations to 
the input features. Firstly, the receptive field of the encoder 
has the information only about the local region, 
information is lost. Secondly, the feature maps constructed 
from the learned weights are given e
importance, but some feature maps are more important for the 
next layers than others. For instance, a feature map that 
contains edge information of the defects might be more 
important than another feature map that has background 
texture information (as shown in Fig.  
channel attention we adopt Squeeze
module [24] in the encoder. SE module consists of three 
components 1. Squeeze, 2. Excite and 3.Scale components. 
 

Fig.  2.  Structure of Squeeze and Excite module

Fig.  3. Sample features in different channels of top
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down pathway is connected to the bottom-up pathway 
for efficient multi-scale feature 

It is designed to enhance the feature maps from the 
up pathway and build semantically strong feature 

at multiple scales by double upscaling. As a result, the 
feature pyramid has rich semantics at all levels because the 
lower semantic features are interconnected to the higher 

We tested several standard image classification 
to select the core model, and finally chose 

50 as the backbone. ResNet-50 has shown great 
performance for surface defect classification, segmentation 

50 architecture has the advantage 
of using a stride of two for each scale reduction, which makes 

50 into FPNs when we need to 
down pathway.  Furthermore, 

50 is a relatively small network based on modern 
standards; therefore, it is suitable for our limited labeled data 

ResNet-50 feature pyramids have 
apply convolution operations to 

Firstly, the receptive field of the encoder 
has the information only about the local region, so the global 

Secondly, the feature maps constructed 
from the learned weights are given equal magnitude of 

some feature maps are more important for the 
. For instance, a feature map that 

contains edge information of the defects might be more 
important than another feature map that has background 

Fig.  3.). Thus, to incorporate 
channel attention we adopt Squeeze-and-Excitation (SE) 

in the encoder. SE module consists of three 
components 1. Squeeze, 2. Excite and 3.Scale components.  
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Fig.  4.  An overview of proposed Defect-Aux-Net architecture. It mainly composed of classification, segmentation and detection module that 
incorporates multi-task loss function. 
 

The main goal of the squeeze component is to extract global 
information from each of the channels c in a feature block U. 
The global information is acquired by applying a global 
average pooling operation across their spatial dimensions 
(H × W) for each channel Uୡ of U to obtain global statistics 
(1 × 1 × C). Mathematically, squeeze operation can be 
represented as: 
 

𝑧௖ =  𝐹௦௤௨௘௘௭௘(𝑈௖) =  
ଵ

ு×ௐ
∑ ∑ 𝑈௖(𝑚, 𝑛)ௐ

௡ୀଵ
ு
௠ୀଵ   (1) 

 
After obtaining global information from the squeeze 

component, the excite component generate a set of weights for 
each channel. It uses a fully connected Multi-Layer Perceptron 
(MLP) bottleneck structure to dynamically calibrate the 
weights. This MLP bottleneck has two fully connected layers 
with sigmoid activation as the output layer. Output of the 
excitation component can formally be represented by the 
following equation: 
 

𝑠 = 𝐹௘௫௖௜௧௘(𝑧, 𝑊) =  𝜎൫𝑔(𝑧, 𝑊)൯ = 𝜎(𝑊ଶ𝜌(𝑊ଵ, 𝑧))  (2) 
 
Where σ is a Sigmoid operation, ρ is ReLU operation, z is 

the output from the squeeze component, Wଵ and Wଶ refers to 
weights of the two fully connected layers. Subsequently each 
channel in the feature map is scaled by a simple element-wise 
multiplication of the input feature map and weights obtained 
from the excite component (as shown in Fig.  2). 

Surface defects only appear in some parts of the image but 
not the whole image. Unlike the conventional Resnet-50 
architecture, which gives equal importance to each region in 
an image, the spatial attention reduces background 
interferences by assigning a weight to each pixel in the feature 
map.  
 

The spatial attention focuses on the most relevant parts of 
the feature maps in the spatial dimension. The working 
principle of our spatial attention mechanism is as follows.  
Given feature block 𝑈, we use average and max-pooling 

operations along the channel axis and concatenate them to 
generate an efficient feature map summary M. A 
convolutional layer followed by sigmoid operation is then 
performed on the feature M to produce spatial attention map 
(as shown in Fig.  5). 

 
Fig.  5. Structure of Spatial Attention module. 
 

Resnet uses four modules consisting of residual blocks, 
each of which uses two blocks, Identity (ID) blocks and 
convolution blocks, depending on whether the input / output 
dimensions are the same or different. We arrange SE and SA 
module in series and integrate into residual block (as shown in 
Fig.  6) 

 

 
Fig.  6. FPN Bottom-Up structure with attention module 
 
2) Top-down pathway 
 

Deep features from bottom-up pathway are upsampled by 
convolutions and bilinear up-sampling operations until all the 
feature maps reach ¼ scale. Attention module outputs from 
bottom-up pathway {Cଶ, Cଷ, Cସ, Cହ} are fused to top-down 
pathway through lateral connections for an efficient multi-
scale feature fusion. Firstly, 1 x 1 convolutional filter is 
applied to the feature maps {Cଶ, Cଷ, Cସ, Cହ} to get a fixed 
number of channels and then merged with the corresponding 
top-down feature map by element-wise addition. Finally, the 
outputs are summed and then transformed into a pixel-wise 
output (as shown in Fig.  4). 
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3) Segmentation branch 
 

The segmentation branch from top-down pathway aims at 
classifying pixels into a set of pre-defined classes. The pixels 
corresponding to background are far numerous than pixels of 
surface defects in the real-world dataset, which causes the 
model to be biased toward the background element.  To 
address the pixel wise class imbalance, we employ Dice loss, 
which uses Dice coefficient to calculate overlapping of the 
pixels of the predicted mask with the ground truth label. 
Mathematically Dice loss function is defined as: 
 

𝐿௦௘௚ = 1 −
ଶ௬௬ොାଵ

௬ା௬ොାଵ
         (3) 

 
Where, y୧ is the ground truth label, yො୧ is the predicted label. 

The value of Dice coefficient ranges from 0 to 1, where 1 
indicates the perfect and complete overlap of pixels. 
 
4) Classification branch 
 
 The output of the bottom-up pathway encodes the rich 
abstract feature representations of the input image. Hence, we 
utilize the spatial average of the feature maps from the 
bottom-up pathway via a global average pooling layer and 
then the resulting feature vector is fed into the sigmoid or 
softmax layer depending on classification type. We employ 
binary cross-entropy (BCE) as classification loss function. 
Mathematically our classification loss is defined as: 
 

𝐿௖௟௔௦௦ =  
ଵ

௞
∑ 𝐶𝐸(𝑦௜ , 𝑦ො௜)௞

ଵ         (4) 

 
Where, y୧ is the ground truth label, yො୧ is the predicted label 

of i୲୦ sample, k is the total number of samples. CE is the 
binary cross entropy function. 
 
5) Object Detection branch 

We extract bounding boxes and its associated classes by 
employing box regression and classification subnets at each 
level of top-down pathway. The classification subnet predicts 
the probability of defect presence at each spatial location of an 
input image. The box regression subnet is attached to top-
down pathway in parallel to classification subnet for the 
purpose of regressing offset from each anchor box to the 
ground truth bounding boxes. To handle class imbalance 
problem, we adopt focal loss [25], an improved version of 
cross entropy to focus learning on hard negative examples. It 
is defined as: 

 
𝐿ௗ௘௧௘௖௧௜௢௡ =  −𝛼௧(1 − 𝑝௧)ఊlog (𝑝௧)      (5) 

 
Where, α୲ is the weight parameter per class and γ is the 

hyper parameter focuses on hard negative samples. We choose 
α୲=0.25 and γ= 4 as suggested in [26]. 

B. Loss Function 

Our proposed method combines three loss functions from 
the classification, segmentation and detection tasks which 
provide mutual sources of inductive bias for each task. 
Specifically, the segmentation and detection loss functions 

signal back to the entire model (bottom-up and top-down 
pathway), while the classification loss signals back only to 
bottom-up pathway. We combine and weight the three losses 
into a multi-task loss L୑ to leverage the heterogeneous 
annotations and jointly optimize multiple tasks as follows: 

 
𝐿ெ =  𝛽𝐿௖௟௔௦௦ +  𝛽ଵ𝐿௦௘௚ +  𝛽ଶ𝐿ௗ௘௧௘௖௧௜௢௡       (6) 

 
Where, β,  βଵ, and βଶ are weight parameters. We tested with 

different combinations of weight parameters and found that 
β = βଵ = βଶ = 1 yields the best result for all the tasks.  

IV. EXPERIMENTS 

A. Datasets 

In this paper, we evaluate our framework on real-world 
surface defect identification problems. We use two 
challenging datasets with increasing resolutions and 
complexities, Severstal steel sheet [15] and TekErreka steel 
fastener defect datasets. Severstal, the largest steel and steel-
related mining company, has recently published the largest 
industrial steel sheet surface defect dataset, which contains 
pixel-wise masks annotated by their technical experts.  The 
dataset contains 12568 grayscale images of size of 1600×256. 
Each image in the dataset has the possibility of having either 
no defects, a single defect, or multiple defects divided into 
four classes. Fig.  7 show the example of steel defect images 
on Severstal datasets. We randomly select 10% and 20% of 
the 12,568 original images as the validation and test data. The 
main challenge with this dataset is that the inter-class 
similarities between defective and defect-free examples are 
very high. 

Class 1 

 
Class 2 

 
Class 3 

 
Class 4 

 
Fig.  7. Sample images of Severstal steel with 4 classes of defect. 
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The TekErreka dataset is a self-collected steel fastener surface 
defect dataset based on magnetic particle inspection 
procedure. The magnetic particle inspection is an excellent 
method to investigate near surface defects in steel fasteners. 
The basic principle is to magnetize a steel fastener parallel to 
its surface. If the fastener is free from defects the magnetic 
field lines run within the fastener and parallel to its surface. In 
case of magnetic inhomogeneity, for instance, near cracks, the 
magnetic field lines will locally leave the surface and a 
leakage field occurs. When a suspension of ferromagnetic 
particles is applied onto the test piece surface the magnetic 
particles will run off at defect free areas. In the places of 
leakage fields the magnetic particles are attracted and 
clustered together thus indicating the location of the defect. 
The surface defects can be visible under ultra violet light. We 
acquired TekErreka dataset from a magnetic particle 
inspection apparatus located at the Erreka Fastening solutions. 
The defects in the TekErreka dataset differ in their size, shape, 
location and materials type and thus cover several scenarios in 
real time defect detection.  The difficulty in this dataset lies in 
the similarity of defects and noise due to magnetic particles 
deposition on defect free surface of the fasteners. There are 
many factors responsible for the noise component, which 
include magnetic particle size, the amount of magnetic particle 
used, ultra-violet light present, etc. The original examples are 
directly stored in a database as RGB images of size 2464 x 
2056. It has 450 positive and 1200 negative examples. We 
split TekErreka dataset into training and testing sets: 80% for 
training and 20% for evaluation of the model performance.  

B. Preprocessing 

We resized the images of Severstal dataset to 128x800 and 
TekErreka dataset to 600x600. To keep the pixel values in 
same scale, we normalized the images using min-max 
standardization. It rescales raw pixel values to range of 0 and 
1. This helps the optimizer not get stuck taking steps that are 
too large in one dimension, or too small in another.   

C. Data Augmentation 

To improve the diversity of the training set we apply 
random but realistic data augmentation such as rotation, 
vertical/horizontal flips, zoom, shear and channel shifts.  

D. Training details 

The Defect-Aux-Net is implemented using the Tensorflow 
framework.  All the experiments are run on Google-cloud 
TPU V2 infrastructure which contains 8 cores with 64 GB 
memory.  The network is optimized with the Adam optimizer 
and trained with a batch size of 128 for 50 epochs. We adopt 
one cycle policy [27] to find an optimal learning rate.  

E. Evaluation Metrics 

The classification results are evaluated using precision, 
recall, F1-score and binary accuracy.  
 

              𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାிே
        (7) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௉

்௉ାி௉
             (8) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
ଶ.(௉௥௘௖௜௦௜௢௡.ோ௘௖௔௟௟)

(௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟)
     (9) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௉ା்ே

்௉ାி௉ା்ேାி
      (10) 

 
Where TP, TN, FP and FN denote true positive (correctly 

identified surface defects), true negative (correctly identified 
non defect images), false positive (erroneously classified 
images as surface defect) and false negative (erroneously 
classified images as non defect). Precision measures the 
percentage of images with surface defect that are correctly 
classified, while recall is the ratio of correctly classified 
images with surface defect to all images with surface defect. 
F1- score can be interpreted as harmonic mean of precision 
and recall. The overall performance of the classification task is 
measured by its accuracy. 

The segmentation results are evaluated using Dice score  
and Intersection-over-Union (IoU), which quantify the 
percentage overlap between the predicted and target binary 
masks. To evaluate defect detection results, we used the mean 
average precision (mAP) that compares the detected bounding 
box to the ground truth bounding box and returns a score. 

F. Experiments on Defect Segmentation 

We performed series of experiments on TekErreka dataset 
to test the effectiveness of different loss functions. First, we 
trained Defect-Aux-Net using BCE,   and Dice loss alone as 
the segmentation loss. Then it was trained using a combination 
of loss functions. The results are shown in TABLE I. 
 

TABLE I 
PERFORMANCE OF THE PROPOSED APPROACH ON LOSS 

VARIANTS FOR THE DEFECT SEGMENTATION TASK 
 

Loss Function IoU Dice 
BCE 0.892 0.911 
Dice 0.903 0.926 
Jaccard 0.900 0.913 
Dice + BCE 0.901 0.920 
Jaccard + BCE 0.899 0.912 

 
Using Dice loss alone yielded more accurate results than 

using combination of losses. Additionally, Dice loss function 
assisted our model to converge faster. We use Dice loss 
function throughout rest of the experiments. 

To verify the effectiveness of segmentation task using 
multi-task learning strategy, we compared the proposed multi-
task learning network (Defect-Aux-Net) against the following 
network with same bottom-up backbone (Resnet50 + SE + SA 
attention module): 

1. FPN [11]: This is the original FPN architecture 
without multi-task learning strategy and serves as our 
baseline. 

2. UNet [10]: This network uses an encoder for multi-
level feature extraction and a decoder that scales 
them up and combines multi-level feature through 
stacking. 

3. LinkNet [28]: This is similar to UNet with the 
difference of replacing stacking operation with 
addition in skip connections. 
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4. PSPNet [28]:  Pyramid scene parsing Network uses 
pyramid pooling module for multi-scale feature 
extraction 

 
Fig.  8. IOU comparison between the state-of-the-art segmentation 
methods and the proposed approach on each type of defect 
classification. 
 

 
Fig. 9. Dice score comparison between the state-of-the-art 
segmentation methods and the proposed approach on each type of 
defect classification. 
 

Based on the experimental results, we observed that the 
proposed multi task learning strategy achieves better 
segmentation performance as compared to the state-of-the-art 
segmentation models.  The Dice and IoU scores of the various 
segmentation models on Severstal dataset are depicted in Fig.  
8 and Fig. 9.  
 

TABLE II 
PERFORMANCE OF THE COMPETING MODELS ON THE 

TEKERREKA DATASET 
 

Model Iou Dice 

FPN [11] 0.881 0.902 

LinkNet [28] 0.876 0.895 

Unet [10] 0.832 0.856 

PSPNet [29] 0.885 0.917 

Defect-Aux-Net  0.903 0.926 
 
 

We observe that Defect-Aux-Net is able to achieve higher 
scores for all classes as compare to the other segmentation 

models. TABLE II shows the performance of the various 
networks on TekErreka dataset. Experimental results from 
TABLE II showed that the proposed multi-task-learning can 
improve the performance of its corresponding single task 
model. Taking advantages of the classification-guidance 
module, Defect-Aux-Net avoids the over-segmentation of 
defects in complex background. 
 

G. Experiments on Defect Classification 

 
We evaluated and compared the classification task 

performance of proposed approach with the state-of-the-art 
deep learning architectures. While evaluating classification 
task, other two modules: segmentation and detection are 
removed from the network. Results of the experiments are 
summarized in  

TABLE III. It can be noted that the most errors are due to 
false positives. The visual similarity between defects and 
surface noise leads to false positive errors. Notably, Defect-
Aux-Net obtains overall accuracy of at least 92.9% and at 
most 99.4% across all defect types on Severstal dataset. Based 
on the experimental results, we observe that the proposed 
multi-task learning approach achieves a surpassing 
performance over the other models. Also, it is evident that 
incorporating segmentation task improves the performance of 
classification task and vice-versa.   

 
Fig.  10. Training data size vs. classification accuracy of Severstal 
dataset. 
 

To assess the effectiveness of the proposed approach 
against limited data problem, we removed part of the training 
data and conducted series of experiments leaving 90%, 75%, 
and 50% from the training data. The effect of training data 
size on its accuracy is shown in Fig.  10. The proposed Defect-
Aux-Net showed a consistent performance even when only 
50% of the original training data is used in training. As seen, 
the proposed multi-task loss function greatly improves 
performance of the classification task by talking image, pixel, 
and map level optimization into the consideration. 

To verify the importance of the attention mechanisms in 
Defect-Aux-Net, we compared accuracy the network with and 
without spatial and channel attention mechanism (squeeze and 
excite) on TekErreka dataset, as shown in TABLE IV. Further, 
we experimented with inserting combination of both spatial 
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and channel attention mechanisms.  
 

TABLE III 
COMPARISION OF PERFORMANCE OF DEFECT-AUX-NET AND 

STATE-OF-THE-ART CLASSIFICATION MODELS 
 

Model Dataset Class Recall Precisi
on 

F1-
Score 

Accu
racy 

 
 
 
Resnet-
50 [2] 

 
 
 
Severstal 

Class1 0.454 0.403 0.427 0.831 

Class2 0.591 0.533 0.561 0.958 

Class3 0.918 0.847 0.881 0.811 

Class4 0.857 0.852 0.854 0.963 

TekErreka Class1 0.759 0.979 0.855 0.949 

 
 
SEResne
t-50 [24] 

 
 
Severstal 

Class1 0.508 0.556 0.531 0.875 

Class2 0.617 0.580 0.598 0.970 

Class3 0.980 0.816 0.891 0.817 

Class4 0.559 0.940 0.701 0.940 

TekErreka Class1 0.803 0.968 0.878 0.955 

 
 
Effecient
net-B0 
[5] 

 
 
Severstal 

Class1 0.891 0.859 0.875 0.964 

Class2 0.872 0.732 0.796 0.984 

Class3 0.943 0.963 0.953 0.929 

Class4 0.946 0.924 0.935 0.983 

TekErreka Class1 0.858 0.928 0.892 0.958 

 
 
Defect-
Aux-Net 
(ours) 

 
 
Severstal 

Class1 0.891 0.926 0.908 0.975 

Class2 0.957 0.900 0.928 0.994 

Class3 0.982 0.929 0.955 0.929 

Class4 0.946 0.940 0.943 0.985 

TekErreka Class1 0.887 0.939 0.912 0.971 

 
TABLE IV 

EFFECT OF USING ATTENTION MECHANISMS ON TEKERREKA 

DATASET 
 

Model Accuracy Parameters 
(M) 

Defect-Aux-Net 
(without attentions) 

0.962 33.2 

Defect-Aux-Net 
(with SE attention) 

0.968 35.7 

Defect-Aux-Net 
(Spatial attention) 

0.963 33.5 

Defect-Aux-Net 
(with SE + Spatial 

attention) 

0.971 36.2 

 

H. Experiments on Defect Detection 

The proposed is compared with other object detection 
algorithms on the TekErreka dataset. The comparative models 
include SSD [8], RetinaNet [25], and cascade R-CNN [30]. 
Fig.  11 shows the mAP scores of the various detection models 
for the TekErreka dataset. We observe that Defect-Aux-Net is 
able to achieve higher mAP score as compared to the 
alternative networks. The mAP of the proposed algorithm is 
17.95%, 43.77%, and 26.03% higher than that of RetinaNet, 
SSD and Cascade RCNN. 

 

 
Fig.  11. mAP comparison between the state-of-the-art detection 
models and the proposed. 

I. Inference Time 

In addition to the model performance, we attempt to 
determine the effectiveness of multi-task learning framework 
on the inference time. We compared inference time of the 
proposed approach with conventional single task network 
where each task requires a separate pass through the network 
during inference. All the inference time was measured using a 
computer with an Intel Core processor. The CPU specification 
is summarized in TABLE V.  

 
TABLE V 

SYSTEM SPECIFICATION 
  

CPU Specification 
CPU Processor type Intel(R) Xeon(R) 

Processor Base Frequency 2.20 GHz 
Total Cores  1 

   From the TABLE VI, we can see that our proposed 
framework allows for a 57.1% reduction in the model size by 
solving different tasks jointly rather than independently. 
Compared to the single task network, the inference time of our 
proposed network reduce by 45.5%.  
 

TABLE VI 
COMPARISION OF INFERENCE TIME OF DEFECT-AUX-NET AND 

BASELINE MODEL  
  

Model  Task  Task Name  Inference 
time CPU 

(s)  

Parameters  
(M)  

  
  
Single Task Networks  

Task 1  Classification 
(ResNet-50)  

0.0654  23.5  

Task 2  Segmentation 
(ResNet-50 

FPN)  

0.1106  26.9  

Task 3  Detection 
(ResNet-50 
RetinaNet)  

0.1780  34.0  

Total  Classification 
+ 

Segmentation 
+ Detection  

0.3540  84.4  

Multitask Network  Multitask  Classification 
+ 

Segmentation 
+ Detection 

(Defect- Aux-
Net)  

0.1927  36.2  
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V. DISCUSSION 

By incorporating multi-task learning strategy, our proposed 
Defect-Aux-Net improves the performance of defect 
classification, segmentation and detection tasks. Intuitively 
multi-task deep learning system can provide regularization 
effects to the multi-scale feature learning and thus improve the 
performance as opposed to the single task algorithms. Also, 
the multi-task learning framework can save computational 
inference time as only single network needs to be evaluated 
for three different tasks. The experimental results show that 
our proposed algorithm greatly improves the performance of 
the surface defect identification tasks compared to other state-
of-the-art deep learning algorithms. 

VI. CONCLUSION 

In this work, we described an attention guided multi-task 
learning scheme which combines classification, segmentation 
and defection for automated surface defect detection. 
Specifically, we proposed an extended FPN architecture with 
Resnet-50 incorporated as the encoder section of the model. 
The hybrid loss function is introduced to enhance the 
performance of the model. An overall accuracy of 97.1%, 
Dice score of 0.926 and mAP of 0.762 on classification, 
segmentation and detection tasks of TekErreka dataset were 
achieved with Defect-Aux-Net.  
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Abstract— Computer vision based visual inspection systems 
are gaining enormous importance for manufacturing quality 
control in recent years due to the advent of Convolutional neural 
networks (CNN) and transformer-based (vision) models. CNN 
based models attempt to extract global features by gradually 
increasing the receptive field, while long-range dependencies are 
ignored. Therefore, CNN recognizes objects based on the texture 
instead of the shape. Transformer models, on the other hand, 
enable modeling long range dependencies using self-attention 
mechanism. But learning ability of spatial information inside 
each patch is limited, which means it can disregard a significant 
spatial local pattern, such as texture. In this work, we propose to 
combine transformer-based and CNN-based models to take 
advantage of the strengths of both methods. To meet inference 
time constraints of real time defect classification tasks, we exploit 
knowledge distillation method (KD) using softened logits of 
ensemble model as supervision to train a lightweight CNN model 
(Resnet18). The study showed that the proposed vision 
transformer-based KD approach overcome the requirements of 
limited computational resources and can be deployed on low-
power and resource limited devices. The experimental results 
also showed that proposed framework outperforms in terms of 
mean accuracy on the test datasets compared to stand-alone 
CNN methods. 

Keywords—Convolutional Neural Networks, Vision 
transformer, Defect classification, Machine Vision, Deep learning  

I. INTRODUCTION  

Threaded fasteners are among the most standard 
fundamental components in the manufacturing industry, 
providing the functions of sealing and connecting two or more 
pieces together [1]. With the advent of industry 4.0, the quality 
requirements of threaded fasteners are also getting higher. 
Quenching and drawing (tempering) are the most widely used 
heat treatment processes for steel fastener manufacturing. The 
threaded fasteners should be tempered as soon as they are 

being removed from the quench and before they reach a room 
temperature. Failure to do so could result in quench crack and 
premature failure. A survey showed that 23% of the service 
problems in automotive industries could be attributed to the 
threaded fastener failure [2]. Occasional failure of fasteners in 
the aerospace industry could cause a fatal consequence. 

Magnetic particle inspection (MPI) is the most widely used 
non-destructive testing (NDT) method to identify detects in the 
threaded fasteners. In the case of ferromagnetic fasteners 
production, magnetic particle inspection allows detecting some 
surface and near-surface defects which are not otherwise 
visible to the human eye. The identification of these defects is 
done by qualified operators by visual inspection of the parts 
once the magnetic particles are applied. However, manual 
visual inspection requires a great deal of concentration from 
the operators, so that good production quality is continuously 
guaranteed. On the other hand, due to fatigue of the operators, 
small parts, small details, hazardous inspection conditions, 
poor lighting conditions and process complexity result in 
uncertainty and reduced precision during inspection. 

In recent days, computer vision-based defect detection 
models based on CNN and transformer models have achieved 
state of the art performance in terms of its accuracy [3]. CNNs 
are composed of successive convolutional and pooling layers, 
followed by fully connected layers, and excel at capturing local 
features. Yet CNN models are inferior at modeling long-range 
dependencies compared to transformer-based models.  
Transformer models, on the hand, are better in capturing long-
term dependencies using the self-attention mechanisms. 
However, learning ability of spatial information inside each 
patch is limited, which means it can disregard a significant 
spatial local pattern, such as texture.In this work, we propose to 
combine transformer-based and CNN-based models to take 
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advantage of the strengths of both methods using ensemble 
technique. 

Although ensemble models improve predictive 
performance, they contain millions of parameters and 
operations per inference, making them memory and 
computation intensive networks. Such computationally heavy 
networks hinder their deployment in low power or resource 
limited devices with strict latency requirements. To compress 
these heavy networks, several techniques such as model 
pruning [4], model quantization [5], and knowledge distillation 
[6] have been proposed in the literature. 

 Pruning method aims at removing filters and their 
respective connections with weights close to zero. 
The main advantage of this method is that it does 
not introduce any sparsity in the model weight 
matrices. 

 Quantization: Models are typically trained in a 
higher precision with 32-bit floating point 
operations and hence weights and activations are 
represented in FP32. Quantization technique aims 
at reducing the model size by representing weights 
and activations in lower-precision numerical 
formats.    

 Knowledge distillation: KD involves training a 
smaller compact student network under the 
supervision of a larger pretrained teacher model or 
an ensemble of larger models (teachers) in an 
interactive manner. 

Our study focuses on utilizing the advantages KD and 
quantization techniques to build fast and lightweight CNN 
models that can be deployed in low-power and resource limited 
devices for the real-time fastener defect detection system. 
Considering above mentioned limitations, we employ the 
compact smaller CNN model (Restnet18) as a student network 
and larger pretrained transformer/CNN model as a teacher 
network in KD framework. To study effect of combining CNN 
and transformer-based model we choose one of the modern 
transformer-based models, Swin-transformer [7], and one of 
the cutting-edge CNN-based models, Efficientnet [8]. The 
main article contributions are summarized below. 

1. Collection of magnetic particle inspection-based 
fasteners defect classification dataset consisting of 
thousands of images captured from a high-resolution 
industrial camera. 

2. We present a KD framework which improves defect 
classification performance and generalization ability of 
small and compact convolutional neural networks by 
distilling knowledge from vision transformer models. 

3. We perform ablation study of our framework on self-
collected fasteners (Tek-Erreka) defect dataset, in 
terms of different combinations of CNN and 
transformer models and ensemble methods. 
Experiments show that by employing multiple teacher 
models using heterogeneous combinations of CNN and 
Transformer models in feature learning, our KD based 
compact student model produce superior performance 

compared to the model without using knowledge 
distillation. 

II. FASTENERS DEFECT IDENTIFICATION SYSTEM 

A. Overview 

Our defect detection system consists of a stepper motor, 
magnetic suspension spray, magnetization system, ultra violet 
lambs, cameras and computer. The system is designed to 
guarantee the inspection of the whole surface of the fasteners 
in a real time conditions. Multiple cameras are used to ensure 
that defect is vible and captures in at least one acquired 
images of the fastener. MPI is an extermely reliable method 
that uses the behaviour of the magnetic field distribution to 
identify defects in the ferro-magnetic materials. In a 
component without defects, the magnetic field lines are 
undistrubed and drawn in to the object. In the case of 
componets with defects, the magnetic field lines can only run 
straight within the undamaged area. They cannot bride the air-
grap formed by the defects or cracks, and therefore bend away 
from it back into the material. This phenomenon is known as 
magnetic-flux leakage. When the fine iron particles are 
applied to the component under test, the particles are attracted 
and clustered together thus indicating the location of the 
defect. The fine iron particles can be applied either dry or 
suspended within a fluid. In this work, the wet flourasent 
magnetic particle inspection  (suspended within a fluid) 
method is considered. MPI procedure consists of four main 
steps: The first step is to clean the test pieces before inspection 
with a solvent degreaser to remove all contaminations.  Then, 
the second step is to magnetize the fastener under inspection. 
When the fastener is magnetized, the magnetic field tends to 
distribute themselves evenly through the material. The third 
step is to apply fine iron particles suspended within the fluid. 
The iron particles stick to the region of the flux leakage thus 
indicating the exact position of the surface crack. The 
fluorescent dye is added to the iron particle and hence it glows 
brightly under ultraviolet light. Finally, after the inspection is 
completed, fasteners are run through a demagnetizer to 
remove or reduce the residual magnetism to within the 
allowable limits of the applicable specification. They are also 
post cleaned in a solvent degreaser and coated with a light rust 
preventative oil. 

 

Fig 1. Images acquired from the four different rotational positions for the same Fastener 
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Fig 2. Overall image acquistion system description of wet flouresent magnetic paticle inspection method

B. Image acquisition system design 

In MPI, for parts with complex structures such as fasteners, 
it is difficult to capture all the key information based on a 
single image. In order to enable inspection of the whole surface 
of the fasteners, the stepper motor is used to perform one 
complete 3600 rotation around the fastener axis. During the 
rotation of fastener, a signal from the controller is triggered to 
acquire images at different rotational positions. A total of 4 
rotational positions was found to be sufficient to inspect the 
whole surface of the fasteners.  

There is a large variety of defects that are located on the 
surface of manufactured fasteners. This variety is generally 
studied by the size of the defect, its shape, and its probable 
cause. For instance, some of these defects can be identified as 
marks, scratches, geometrical deformation, etc. Hence, the 
image acquisition system should be able capture all different 
kinds of defects. 

III. PROPOSED METHOD 

Fasteners’ defect images are characterized by complex spatial 
layout and background objects. The appearance of defect 
varies with material types, camera position, magnetic particle 
size and lighting condition. Using CNN model alone can 
perform automatic feature extraction, which improves 
performance compared to manual feature extraction. However 
due to the nature of convolution operation, the extracted 
feature maps are locally sensitive; that is, CNNs lack 
modeling long-range dependencies. So, it is an efficient 
approach to further boost performance of CNN models via 
exploring long-range dependencies. To solve this problem, our 
proposed method employs transformer-based and CNN-based 
model ensemble, which effectively model both local and 
global features. KD framework is used to distill the knowledge 
from larger ensemble models to smaller network. The 
framework of our proposed method is shown in Fig 3. As 
shown in the Fig 3, the proposed method consists of four main 
components, including teacher models, student model, pruning 
and quantization. Due to the high capacity to learn long range 
spatial relations and spatial local patterns, the state-of-the-art 

Swin transformer [7] and Efficientnet-B7 [8] models are 
introduced as a teacher model. Resnet18 [9] is adapted as 
student model to match the average probability distribution of 
the predictions of the teacher models. 

A. Teacher Network: 

Swin transformer stands for Shifted window and is based on 
visual transformer (ViT) [3]. In VIT the image is decomposed 
into 16x16 pixel patches, and then these patches are 
transformed into patch vectors by a linear transformation. 
These patch vectors combined with the positional embeddings, 
are processed by a transformer. But the computational 
complexity of ViT increases quadratic to the image size as it 
computes self-attention globally. To overcome this problem, 
Swin transformer uses the concept of shifted window attention 
and hierarchical feature maps that adds a linear computation 
complexity to the input image size. Attention mechanism in 
the transformer is complementary to convolution layers in 
CNN. It constructs hierarchical feature maps by merging 
image patches into deeper layers. Swin transformer computes 
self-attention only within the local window. They can model 
long-range dependency relations between sequences through 
shifted window attention. Swin transformer backbone is 
capable of modeling pixel to pixel, object to pixel, object to 
object relationships.  
 
Efficientnet-B7 (CNN-based model) combines low level 
features to increasingly complex shapes until the defects in the 
fasteners can be classified. It can reach impressive 
performance on defect detection tasks.  Overall, the family of 
EfficientNet models achieves both higher accuracy and better 
efficiency over existing CNNs. Convolution operation used in 
Efficientnet is being local that the convolution layer has 
difficulty extracting long range pixel to pixel dependencies. 
But they are strongly biased towards recognizing textures of 
the defects rather than its shapes [10]. We train both Swin 
transformer and Efficientnet B7 using identical training data, 
and the ensemble prediction results of both the models. 
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Fig 3. An overview of proposed Knowledege distillation framework. It is mainly composed of Ensemble teacher models, Student model and quantization.

 

B. Student Network: 

 
The state-of-the-art CNN models have very dense layers that 
are costly in terms of memory and computation. It is not 
possible to deploy these complex networks because of high 
computational cost and energy usage on edge devices. 
Therefore, we use light weight Resnet-18 models as student 
network. Resnet-18 is a relatively small network based on 
modern standards; therefore, it is suitable for low power edge 
device 
 

C. Knowledge distillation: 

The main idea behind KD is that the probability distribution of 
the predictions of the “teacher” network contains a lot more 
information about a data than the original class labels.  
Therefore, the teacher models are trained first using a standard 
cross entropy loss (𝐿஼ா(𝑃௧ , 𝑦)) that seeks to minimize the 
overall loss. Where 𝑃௧ = 𝑓௧(𝑥) represent the ensemble logits 
of the teacher models and 𝑦 is the ground truth label.In most 
of the cases, probability distribution of the teacher models has 
the correct ground truth class at a very high probability. 
Therefore, it may not provide much additional information 
beyond the ground truth labels. To overcome this problem, 
Hinton et al [6] presented the concept of “SoftMax 
temperature” that soften this probability distribution using 
temperature scaling.The softened probability 𝑃௜  from the logit 
𝑧  can be calculated as  
 

𝑃௜ =  
௘௫௣ (

೥೔
೅

)

∑ (
೥ೕ

೅
)ೕ

   (1) 

 
Where the term T is the temperature parameter which controls 
the softening of the teacher probability distribution. As T 
starts increasing, the probability distribution generated by the 
SoftMax function becomes softer.The student model seeks 
transferable knowledge from the teacher. Therefore, it is 
trained on both the softened teacher logits and the target label, 
using Kullback-Leibler (KL) divergence (Distillation loss) and 
standard cross entropy (Student loss). Our KD loss (𝐿௄஽) is 
weighted sum of KL loss and cross entropy 𝐿஼ா(𝑃௦, 𝑦)). Where 
𝑃௦ = 𝑓௦(𝑥) represent the logits of the student model. 
Mathematically, 𝐿௄஽ can be written as 
 
 

𝐿௄஽ = 𝛼 ∗ 𝐾𝐿(𝑃௦,
௉೟

்
 ) + (1 − 𝛼)𝐿஼ா(𝑃௦, 𝑦))         (2) 

 
Where, 𝛼 is the weight parameter. We tested with different 
combinations of weight parameters and found that 𝛼 = 1 
yields the best result for the defect detection task. 

D. Quantization 

As our focus is to reduce the model size and speed up the real-
time inference on CPUs,we have employed quantization 
method on trained student network as a post model 
optimization.The idea is to reduce the model size by 
representing weights and activations in lower-precision 
numerical formats.   The student model is trained in FP32 and 
then the model is compressed to INT8 using quantization 
method. By doing this, it is possible gain up to three times 
lower latency without taking a major hit on accuracy. Post-
training quantization can result in a loss of accuracy, 
particularly for smaller student networks, but it is often fairly 
negligible. On the plus side, this will speed up execution of 
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the heaviest computations by using lower precision and the 
most sensitive computations with higher precision, thus 
typically resulting in little or no final loss of accuracy.  

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The original images of the fasteners are directly stored in a 
database as RGB images of size 2464 x 2056.The 
datasetcontains 450 positive and 1200 negative examples. In 
order to inflate the training sample, we include augmented, 
and GAN based synthetic images to the original dataset. We 
split TekErreka dataset into training and testing sets: 80% for 
training and 20% for evaluation of the model performance. 

A. Experimental setup: 

We resize the collected defect dataset to 224x224 and 
normalize the pixel values using min-max standardization. 
Both the teacher and student models are optimized with Adam 
optimizer and trained with the batch size of 64. The initial 
learning rate of the optimizer is set to 0.001 with the weight 
decay of 0.05. 

B. Hardware and software: 

For training our models, we use the Tensorflow framework. 
All the experiments are run using a computer with an Intel 
Core i7-8700 K processor, GPU GTX-1080Ti, and 12GB 
RAM.  
 

Hardware Environment Software Environment 
 
GPU: GTX-1080Ti 
CPU: Intel Core i7-8700, 3.7 
GHz, six-core twelve thread, 
RAM 12GB 
 

 
Framework: Tensorflow and 
Python 3.7 

 
Table 1 System specification 

C. Evaluation metrics: 

The classification results are evaluated using overall accuracy. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௉ା்ே

்௉ାி௉ା்ேାி௉
                           (3) 

 
Where TP, TN, FP and FN refer to true positive (correctly 
identified fastener defect), true negative (correctly identified 
defect free fastener), false positive (erroneously classified as 
fastener defect) and false negative (erroneously classified 
defect free fastener). 
 

D. Results and discussion: 

Our hybrid ensemble of transformer and CNN-based models 
are able to identify complex defects, i.e., small, dense and 
overlapped defects.Using the hybrid combination, it is shown 
that the ensemble of transformer and CNN perform better than 
each single model in terms of its accuracy as reported in Table 
2. From the Table 2, We can see that KD framework using 
both CNN-Swin Transformer and CNN-CNN ensemble 

teacher model outperforms standalone CNN student model in 
terms of accuracy. The results show that there is a significant 
increase in accuracy when using the combination of swin 
transformer and Efficientnet-B7 model. For instance, a student 
network trained with ensemble combinations of swin 
transformer and Efficientnet-B7 models improves accuracy by 
2.9%, whereas the Efficientnet-B0 and Efficientnet-B7 
ensemble improves accuracy only by 1.6%. These 
experiments show that training a student network using 
transformer and CNN ensemble models enable the student to 
learn spatial local patterns, such as texture, and long-range 
spatial relationship.  
 

Model Resolution Accuracy Parameter 
Resnet-18 (Baseline) 224x224 0.905 11.174 M 

Efficientnet-B5 224x224 0.947 30 M 
Efficientnet-B7 224x224 0.968 66 M 

Swin Transformer-Large 224x224 0.971 197 M 
Resnet-18 KD 

(EFF-B5+EFF-B7) 
224x224 0.920 11.174 M 

Resnet-18 KD 
(EFF-

B7+SwinTransformer 
teacher)(Ours) 

224x224 0.932 11.174 M 

 
Table 2 Performance of the student and teacher models on TEK-
Erekka dataset. 

To visualize the prediction of the trained student model, we 
use class activation maps on the training examples. As shown 
in Fig 4, we discover that the student network is basing 
predictions not on background or noise components within the 
fasteners, but on the defects. 
 

 
Fig 4. GRAD-CAM visualization. 

Our post quantization operation on student model can reduce 
the compute resources required to serve the model such as 
mobile and IoT, where the capabilities of the device are 
extremely limited compared to running on a server or in the 
Cloud.Table 3 shows that the post quantization method allow 
for a 4x reduction in the model size and a 4x reduction in 
memory bandwidth requirements. Compared to the original 
full precision model (FP32), the inference time of quantized 
(INT8) student model was reduced by 75%.  
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Model Quantization Accuracy Inferenc

e time 
CPU 
(ms) 

Size 
(MB) 

Resnet-18 
(Baseline) 

FP32 0.905 15.05 
 

44.75 
 

Resnet-18 
(Baseline) 

INT8 0.890 3.64 11.20 

Resnet-18 
(CNN+Swin 

teacher)  

FP32 0.932 15.25 
 

44.75 
 

Resnet-18 
(CNN+Swin 

teacher) (Ours) 

INT8 0.929 3.60 11.20 

 
Table 3 Performance of the student model before and after 
quantization 

V. CONCLUSION 

 
In this paper, we proposed fusion of CNN-based and 
transformer-based models for fastener defect identification 
using KD framework. To reduce the model size and speed up 
the real-time inference on edge devices, we used light weight 
Resnet 18 in KD framework, and also quantization method 
used as a post model optimization to further reduce model 
size. By combining CNN-based and transformer-based 
models, our experiments showed that our proposed KD 
framework outperformed the respective baseline model. We 
also showed that the post quantization operation on student 
model can reduction 4x in the model size and a 4x reduction in 
memory bandwidth requirements. 
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Summary 4
The objectives, contributions, and methodology used in this thesis are all described
in this section.

4.1 Objectives

In the case of fasteners production process, magnetic particle inspection allows
detecting some surface and near-surface defects which are not otherwise visible
to the human eye. Fasteners of poorer quality can be produced due to a variety
of production faults, including the use of poor-quality raw materials, improper
plating, or heat treatment, wrong machining, irresponsible handling, and more. The
identification of these defects is done by qualified operators by visual inspection of
the parts once the magnetic particles are applied. Visual inspection of manufactured
products has always been one of the common and most important applications of
quality control in any industry. However, Visual inspection requires a great deal of
concentration from the operators, so that good production quality is continuously
guaranteed. On the other hand, due to fatigue of the operators, small parts, small
details, hazardous inspection conditions and process complexity result in uncertainty
and reduced precision during inspection.

In this line of research, the overall purpose of this PhD study is to develop a fully
automated AI based vision system to inspect the whole surface of fasteners, based
on the magnetic particle testing technique. An AI based visual inspection system
is generally composed of three main subsystems. First, the hardware-based image
acquisition subsystem. It has a role of collecting data from cameras, or other devices
and provides a digital output of what is seen in the real world. Usually, suitable
cameras are used to acquire images. Granular information in image data, such as
color, brightness, intensity, and light scatter, can assist deep learning models in
learning to comprehend what they see under all circumstances. Second, a software-
based image processing subsystem based on deep learning algorithms. It mainly
consists of deep learning models that are designed to analyze the acquired data and
provide the final inspection result. Third, hardware-software based Pick and place
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robot. It makes it possible to apply automated methods for moving objects from one
place to another.

This project can be divided in the following specific aims:

1. The first objective of our thesis consists in designing the image acquisition
subsystem. The design of an image acquisition system for machine vision
applications involves choosing the appropriate sensors and cameras, as well
as the necessary hardware and software, to capture high-quality images for
machine vision tasks. The design of the system should take into account the
specific requirements of the application, such as the type of fasteners and
scenes to be imaged, the lighting conditions, and the distance and resolution of
the images. The system should also be able to capture images at a sufficient rate
to enable real-time processing and analysis. Additionally, the system should
be robust and reliable, and should be able to handle noise and other sources
of uncertainty. There is a large variety of defect types that are located on the
surface of manufactured fasteners. This variety is generally studied by the size
of the defect, its shape, its location and its probable cause. For instance, some
of these defects can be identified as marks, scratches, geometrical deformation,
etc. Hence, the image acquisition system should capture all different kinds of
defects. In order to capture all different variations of defects in the fasteners,
this PhD thesis intends to create an effective image acquisition system that must
be tailored to the demands of MPI. There are several difficulties with real-time
surface inspection of finished fasteners. Some are imposed by characteristics of
MPI, while others are imposed by the industry. The designed image acquisition
system must therefore overcome these challenges.

2. The efficiency of MPI is influenced by a number of variables. 1) Particle
concentration is a major consideration, 2) Contamination of suspension, 3)
lightings, 4) size, shape, type, orientation, and depth of the defects. Due to the
low likelihood of defects occurring, collecting defective images with various
combinations of these characteristics (intra-class variances) on a wide scale is
expensive. It results in a number of challenges when gathering defect data with
a wide range of variability, which negatively affects the defect detection model’s
capacity to generalize. Furthermore, in most cases collecting an equal number
of images for each class is infeasible (class imbalance), e.g., the shank portion
of the fasteners may have more defects than the thread region. As a result,
the second goal of this thesis is to make sure that the data accurately reflects
what the defect detection must learn. The proposed approach must be capable
of resolving various issues related to the data acquired. The main issues with
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data include: 1. label inconsistency, 2. Poor Image quality, 3. Low variations of
the acquired images (intra-class imbalance) 4. Inter-class imbalance.

3. The third objective is to develop a surface defect inspection model based on
deep learning. The target surface defects usually have different scales, making
the deep learning models even more challenging to identify the small sized
defects. On the one hand, visual appearance of the real-world surfaces defects
varies with type of materials, imaging conditions, and camera position. The
model must be general enough for the inspection of a wide range of surface
defects. On the other hand, it is challenging to distinguish tiny defects from the
noise or non-defect within an image. Hence the appearance of false positives
in a defect free image is an inevitable circumstance. In addition, from an
industrial preceptive, it is important to control the false alarm rate to prevent
unnecessary production stoppage, while ensuring the highest defect detection
performance. Designing the robust defect defection algorithm can help to
achieve process improvement by monitoring any increase of faults and take
remedial action in good time. Also, achieve increased raw material utilization
and yield whilst reducing overall wastage.

4. Due to their multilayer nonlinear structure, modern machine learning models
like deep neural networks are frequently referred to as "black box" models. It
has millions of parameters that need to be learned, and to classify a single
image, millions of operations per inference must be performed. It is challenging
to comprehend how each individual neuron interacts with the others to
produce the outcome. As a result, it is even unclear what a particular neuron
is doing on its own. The fourth objective of this thesis is to employ Explainable
AI algorithms to analyze and understand the predictions provided by deep
learning algorithms. Deep learning models can be checked for sanity using
explainable AI techniques. If the deep learning models can make its reasoning
understandable to the quality inspectors, they can use the domain knowledge
to make sure that the AI model is focusing on correct predictors for the task at
hand.

5. The final objective consists in building a defect detection application that can be
used on production lines. This application should be capable of manipulating
and inspecting several parts per minute and provides more consistent and
reliable inspection results than human inspectors. During the quality inspection,
fasteners are handled and placed on a test bed by a pick-and-place robot, a
type of industrial robot. They are frequently utilized in high-volume industrial
environments where they can quickly and accurately perform quality checks.
The developed model must have a high throughput and latency in order for the
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application to integrate with a pick-and-place robot. A pictorial representation
of the objectives of our thesis is shown in Figure 4.1.

4.2 Scientific Contributions

The main contributions of this PhD study to the scientific community are:

• An updated review of GAN for imbalance problems in the computer vision tasks.
It provides necessary material to inform research communities about the latest
development and essential technical components in the field of GAN based
synthetic image generation. Furthermore, It highlights real world applications
where GAN based synthetic images are used to alleviate imbalances and fills
a research gap in the use of synthetic images for the imbalance problems in
visual recognition tasks.

• A systematic approach to classify ML tasks from both ’Four-Know’ (Know-
what, Know-why, Know-when, Know-how) and ’Four-Level’ (Product, Process,
Machine, System) perspectives. To bridge the gap between academic research
and the manufacturing industries, the study provides a practical pipeline for
production engineers to use when implementing ML solutions, from conception
to deployment.

• One of the scientific contributions of this thesis is the development of a
collection of magnetic particle inspection-based fasteners defect classification
dataset consisting of thousands of images captured from a high-resolution
industrial camera. We refer to this dataset as the "TekErreka dataset". This
dataset is particularly useful for training deep learning algorithms for the
purpose of identifying and classifying defects in fasteners using magnetic
particle inspection. The high-resolution industrial camera ensures that the
images are of sufficient quality for accurate defect classification, and the large
number of images in the dataset allows for robust training of deep learning
models. This dataset is a valuable resource for industrial practitioners in the
field of magnetic particle inspection and defect classification.

• It develops a novel Pixel level image augmentation method that is based
on mask-to-image translation with GAN conditioned on fine grained labels.
The proposed Magna-Defect-GAN model can gain control over the image
generation process and generate image samples with photorealistic variations.
Experimental results demonstrate that the proposed Magna-Defect-GAN model
can generate realistic and high-resolution surface defect images up to the
resolution of 512 × 512 in a controlled manner. It also shows that the proposed
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augmentation method can boost accuracy and be easily adopted to any other
surface defect identification models.

• It proposes a novel deep learning model named "Defect-Aux-Net" based on
multi-task learning with attention mechanisms that take advantage of the rich
additional information from related tasks in order to simultaneously improve
the robustness and accuracy of the CNN-based surface defect identification.
According to the experimental findings, the Defect-Aux-Net is capable of
enhancing the performance of state-of-the art models while obtaining an
overall accuracy of 97.1 %, a Dice score of 0.926, and a mAP of 0.762 on
defect classification, segmentation, and detection tasks.

• It studies the combination of knowledge distillation and post quantization
methods to significantly reduce the size and improve the speed of real-time
inference for machine learning models on edge devices. The proposed method
first use knowledge distillation to train a smaller model, and then apply post
quantization to this smaller model. The experimental result shows that the
proposed method can achieve 4x reduction in the model size and a 4x reduction
in memory bandwidth requirements.

4.3 Methodology

Our proposed solution methodology involves the combination of several approaches
in order to create a robust computer vision application. A pictorial illustration of our
proposed methodology is shown in Figure 4.2. These approaches include:

1. Image Acquisition System: The first step in our proposed methodology is
to design a reliable image acquisition system for acquiring images from the
MPI process. We proposed to use the combination of both frame and line
scan cameras in an image acquisition system to capture the head and shank
portion of rotating fasteners respectively. One of the main advantages of
this combination is the ability to capture high resolution images of both
the head and shank of the fasteners, which is important for ensuring the
quality and integrity of the fasteners. The use of a line scan camera to capture
high resolution images of the shank portion of the fasteners allows for more
detailed analysis of the surface finish, and dimensional tolerances, which can
help identify potential defects or issues that may affect the performance of
the fasteners. Line scan cameras also enable capturing images of the complete
surface of a fastener of revolution while it is rotating. Another benefit of this
methodology is the ability to capture images of the fasteners at high speeds,
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which is important for applications where fasteners are being produced or
assembled at a high rate. The use of a frame camera to capture a wide field of
view of the fasteners allows for efficient image acquisition, while the use of a
line scan camera allows for high resolution images to be captured even at high
speeds. In addition to these benefits, the proposed methodology also offers
the potential for improved accuracy and repeatability in the image acquisition
process. By using both frame and line scan cameras, it is possible to capture
images of the fasteners from multiple angles and viewpoints, which can help
to improve the accuracy and reliability of the image analysis. To sum up,
the proposed methodology of combining both frame and line scan cameras
in an image acquisition system to capture the head and shank portion of
rotating fasteners represents a significant advancement in the field of fastener
inspection and quality control. By offering the ability to capture high resolution
images at high speeds, as well as improved accuracy and repeatability, this
methodology has the potential to significantly improve the efficiency and
effectiveness of fastener inspection processes.

2. Data centric deep learning approach: In the data-centric approach, we
used combination of both traditional data augmentation and GAN based
synthetic images to expand the size and diversity of the training dataset. Data
augmentation is used to artificially expand the size of the training dataset
by generating new, synthesized samples that are variations of the original
samples. This can help to improve the generalization ability of the model
and reduce overfitting. There are several ways in which data augmentation
can be used in the context of data-centric approach. One common method
is to apply transformations to the existing images to create new, synthetic
images. For example, an image dataset can be augmented by applying different
rotations, translations, or scaling to the existing images, or by adding noise
or blur to the images. We also used GAN-based synthetic images to generate
additional samples for the training dataset. GANs are a type of neural network
that can learn to generate synthetic images that are indistinguishable from real
images. By using GANs to generate synthetic images of defects, it is possible
to greatly expand the size and diversity of the training dataset, which can
improve the accuracy of the model. By combining these two approaches, we
leverage the strengths of both approaches to achieve improved performance
in defect detection. The data-centric approach helps to increase the size and
diversity of the training data, while the model-centric approach allows the
model to learn from multiple sources of information and to generalize better
to new tasks.
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3. Model centric deep learning approach: Our proposed model-centric approach
centered on the use of multi-task learning, which involves training a single
model to perform multiple related tasks simultaneously. This can help to
improve the performance of the defect detection model by allowing it to learn
from multiple sources of information and to generalize better to new tasks. By
learning from multiple types of data simultaneously, our proposed multi-task
learning model performs better than a single-task model. This is because the
model can learn from the shared features of the different tasks, as well as
task-specific features, which can improve its overall performance. Additionally,
by using a multi-task learning model, it is possible train a single model that
can handle multiple tasks simultaneously, which is more efficient. Also, our
proposed multi-task learning model learns to generalize better to new data, as
it has been trained on multiple tasks and has learned to identify shared features
between them. This can be especially useful in defect detection, where the
model may need to identify defects in new or unseen contexts. Furthermore,
our proposed multi-task learning model can be more interpretable than a
single-task model, as it can provide insights into the shared features that
are important for multiple tasks. This can be useful for identifying common
patterns or features that may be indicative of defects. To sum up, by combining
both model and data centric approaches, it is possible to leverage the strengths
of both approaches to achieve improved performance in defect detection. The
data-centric approach helps to increase the size and diversity of the training
data, while the model-centric approach allows the model to learn from multiple
sources of information and to generalize better to new tasks.

4. Explainable AI: In order to make the defect detection model more interpretable
and explainable, we studied and compared heatmaps of four different
explainable deep learning methods including GradCAM, GradCAM++, Score-
CAM, and Guided GradCAM that indicate the regions in the input image
that are most relevant to the model’s prediction. GradCAM is a gradient-
based technique that uses the gradients of the target class with respect
to the activations of the final convolutional layer to compute a heatmap.
GradCAM++ is an extension of GradCAM that takes into account activations
from multiple layers. Score-CAM uses scores of the target class to compute the
heatmap while Guided GradCAM uses a guided backpropagation technique
to highlight the regions in the input image that are most important for the
model’s prediction. After comparing the heatmaps generated by these methods
on a defect detection dataset, we found that GradCAM generated the most
interpretable and explainable heatmaps for our case and thus, chose it to use
for our defect detection application.
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5. We employed the combination of knowledge distillation and post quantization
methods to reduce the size and improve the speed of real-time inference for
deep learning based defect detection models on edge devices. To implement
this method, the larger model is first used to generate soft labels for the training
data. The smaller model is then trained using these soft labels, with the aim
of replicating the behavior of the larger model as closely as possible. Once
the smaller model has been trained, it is quantized using post quantization
techniques to further reduce its size and improve its performance on edge
devices.

4.3.1 Image acquisition system

Image acquisition is crucial in computer vision applications because it provides
the raw sensory data that is used to perceive and understand the environment.
Unquestionably, it is the most important step in the computer vision application
workflow because a bad image will make the entire process useless. Acquiring an
image with the proper clarity and contrast is essential since the computer vision
systems only evaluate the digital image of the fasteners that has been captured,
not the actual fasteners. The quality and resolution of the captured images directly
impact the performance and accuracy of the machine vision algorithms and models.
Poor quality or low resolution images may result in inaccurate or unreliable results,
whereas high quality and high resolution images can enable the algorithms and
models to extract more detailed and discriminative features from the images.
Additionally, the image acquisition system needs to be efficient and scalable, to
ensure the captured images can be processed and analyzed in real-time, without
causing delays or bottlenecks.

The design of an image acquisition system for machine vision applications involves
selecting and configuring the hardware and software components that are used
to capture and process images from the environment. This may involve selecting
the type and resolution of the cameras, as well as the lighting and illumination
conditions. The image acquisition system may also include preprocessing and data
preparation steps, such as image scaling, normalization, and noise reduction, to
ensure the input data is in the correct format and ready for further processing.
Additionally, the design of the image acquisition system may involve choosing the
type and configuration of the storage and transmission systems, to ensure the
captured images can be stored and accessed efficiently.
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General requirements: Understanding and defining the system and magnetic
particle inspection requirements is the first stage in designing an image acquisition
system. After that, begin with a conceptual design that offers some first suggestions
for how to satisfy the previously established criteria, and eventually, lay down the
fundamental elements of the entire system. There are several general requirements
that an image acquisition system should meet in order to be effective.

• First and foremost, the image acquisition system should be able to capture
images with a high level of detail and resolution. This is necessary in order
to accurately identify and classify defects, as well as to measure the size and
shape of defects in some cases. The system should also be able to capture
images at a high frame rate, in order to accurately capture fast-moving objects
or processes.

• In addition to these technical requirements, the image acquisition system
should also be easy to use and operate. This may include features such as an
intuitive user interface, the ability to adjust image capture settings quickly and
easily, and the ability to store and retrieve images for further analysis.

• The system should also be able to handle a wide range of lighting conditions,
including both natural and artificial light sources. This is important in order
to ensure that images can be captured accurately in a variety of different
environments.

• Finally, the image acquisition system should be robust and reliable, with a high
level of uptime and minimal maintenance requirements. This is particularly
important in industrial or manufacturing environments, where downtime can
be costly.

In summary, an effective image acquisition system for defect detection should be
able to capture high-quality, high-resolution images at a high frame rate, be easy
to use and operate, be able to handle a wide range of lighting conditions, and be
robust and reliable.

Magnetic particle Inspection requirements and conditions: In addition to
general requirements, image acquisition system must also be tailored to satisfy
the magnetic particle inspection requirements. Real-time surface defect inspection
of finished fasteners faces a number of challenges. Most of them are imposed by the
characteristics of MPI. Some of the key factors that can impact MPI results include:

• Part geometry and surface finish: The shape and size of the part being inspected,
as well as its surface finish, can affect the distribution and intensity of the
magnetic field. Parts with complex geometry or rough surface finish may have
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uneven magnetic field distribution, which can make it difficult to detect small
or shallow defects.

• Magnetization method and intensity: The method and intensity of
magnetization can also impact the accuracy of MPI results. Different
magnetization methods, such as direct current (DC), alternating current (AC),
and pulsed magnetization, can be used to create the magnetic field. The
intensity of the magnetization determines the sensitivity of the inspection
process. Higher intensity can improve sensitivity, but it may also increase the
likelihood of false indications.

• Particle size and type: The size and type of magnetic particles used in the
inspection process can affect the sensitivity and contrast of the indications.
Larger particles are more easily attracted to defects, but they may also be more
difficult to remove from the surface of the part. Different types of particles,
such as iron oxide or cobalt, may have different magnetic properties and may
be more or less suitable for certain applications.

• Inspection environment: The inspection environment can also affect MPI
results. Factors such as temperature, humidity, and the presence of
ferromagnetic contaminants can impact the accuracy of the inspection. For
example, high humidity can cause the particles to clump together and reduce
the sensitivity of the inspection.

Image Acquisition System layout:

We designed an image acquisition system that is tailored to capture images of
fasteners during MPI. It consists of several different components, including: Cameras,
Lens, Image sensor, Triggering system, Lighting, stepper motor, magnetic suspension
spray, magnetization system, ultra violet lambs and computer (Figure 4.3 and
Figure 4.4).

The first step in the image acquistion based on MPI process is to prepare the part for
inspection. This includes cleaning the surface of the part to remove any contaminants
or debris that may interfere with the inspection. The part should also be magnetized
to create a magnetic field. This is done using a magnetization system with DC
magnetization method. After the part is magnetized, a suspension of magnetic
particles is applied to the surface of the part by magnetic suspension spray. Using
the suspension spray, the particles can be evenly distributed across the surface of the
part.

For fasteners with complex shapes, it is difficult to capture all the key information
based on a single camera. In order to enable inspection of the whole surface of
the head of the fasteners, the stepper motor is used to perform one complete 360
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Fig. 4.3: The design of our image acquisition system.

Fig. 4.4: A Picture of our image acquisition system that utilizes the wet fluorescent magnetic
particle inspection method.
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degree rotation around the fastener axis. During the rotation of fastener, a signal
from the controller is triggered to acquire images at different rotational positions.
It was found that a total of 4 rotational positions were sufficient to inspect the
whole surface of the fasteners head. We used industrial Frame camera to capture
all 4 rotational positions of the fasteners head. In addition to Frame camera, we
employed line scan camera to capture images of shank and threaded region of the
fasteners. Images captured by the cameras can be finally stored in a hard drive and
computer.

Cameras:

In this work we developed a novel methodology that makes use of both frame and
line scan cameras in an image acquisition system aims to improve the accuracy
and efficiency of capturing images of rotating fasteners. The frame camera is used
to capture the head portion of the fastener, while the line scan camera is used to
capture the shank portion. The main difference between the Line scan cameras
and frame cameras is the way that they acquire and process the image data as
shown in Figure 4.5. Line scan cameras are specialized cameras that are designed to
capture images of moving objects by scanning a single line of pixels across the object.
They are typically used in industrial and scientific applications where high-speed
image capture is required. Line scan cameras are capable of capturing images at
very high frame rates, typically in the range of thousands to tens of thousands of
frames per second. Frame cameras, on the other hand, capture images of an entire
scene or object at once by sampling a two-dimensional array of pixels. They are
more common than line scan cameras and are used in a wide range of applications,
including photography, and machine vision. Frame cameras are typically slower than
line scan cameras, with frame rates in the range of a few dozen to a few hundred
frames per second.

One potential advantage of this approach is that it allows for the capture of high-
resolution images of both the head and shank portions of the fastener. This is
especially useful for applications where detailed analysis of the fastener’s features is
required, such as in defect detection. We addressed several challenges in order to
effectively combine both cameras in an image acquisition system. One challenge is
ensuring that the the lighting conditions are consistent for both cameras. This can
be achieved through the use of specialized lighting equipment and careful control of
the lighting environment. The use of a frame camera to capture a wide field of view
of the fasteners head allows for efficient image acquisition, while the use of a line
scan camera allows for high resolution images of the fasteners shank to be captured
even at high speeds.
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Fig. 4.5: The differences between (a) Frame Camera and (b) Line Scan Camera in terms of
how they capture images.

The proposed methodology of combining both frame and line scan cameras in an
image acquisition system has the potential to significantly improve the accuracy and
efficiency of capturing images of rotating fasteners.

Line Scan Cameras: We selected the Dalsa Linea Color 4K GigE vision camera as our
line scan camera. This camera is affordable and offers high speed, responsiveness,
and color capabilities at a competitive price. It is suitable for various applications
such as materials grading and inspection, transportation safety, automated optical
inspection, and general purpose machine vision. It combines standard gigabit
Ethernet technology (supporting GigE Vision 1.2) with Teledyne DALSA Trigger-
to-Image-Reliability and has a reliable system for capturing and transferring color
images from the camera to the host computer. The specifications and dimensions of
Dalsa Linea Color 4K GigE are shown in a Table 4.1 and Figure 4.6.

Fig. 4.6: Dalsa Linea Color 4K GigE vision camera
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Specification
Resolution 2048 x 2
Line Rate 45 KHz
Pixel Size 7.04 µm x 7.04 µm

Data Format 8 bit
Output Gigabit Ethernet

Lens Mount M42 x 1, C and F-mount adapters
Dynamic Range >60 dB

Nominal Gain Range 10x
Size 62 mm x 62 mm x 46.64 mm
Mass <280 g

Operating Temperature 0° C to 65° C
Power +12 V to +24 V DC, HD15 connector

Power Dissipation <8 W
I/O HD15 connector

Software Platform GigE Vision v1.2 compliant Teledyne DALSA Sepera LT
Tab. 4.1: Dalsa Linea Color 4K GigE Specifications

The line scan camera needs to capture images at exactly the same speed as the
fastener is rotating. If the scan rate is too fast, the image becomes distorted. If it’s
too slow, some of the slices will not be captured, as demonstrated in the Figure 4.7.
To prevent any stretching or shrinking of the final image, an encoder was used to
synchronize both the rotation of the fastener and the activation of the line scan
camera.

Fig. 4.7: An illustration of the correlation between the rate of scanning and the spinning
speed of a product.

Frame Camera: We selected the Genie Nano C2420 color Ethernet camera with
a 2464x 2056 pixel sensor as our frame camera. This camera is designed to use
the GigE Vision v1.2 Standard, which is a standard for using the Gigabyte Ethernet
communication protocol to transfer images quickly and efficiently using low cost
cables. It is widely used in the vision industry and many companies make cameras
that use this standard. It also features a user-friendly design, with a compact form
factor that makes it easy to integrate into a variety of systems. It is built to be
rugged and durable, with a rugged aluminum housing that protects the internal
components from harsh industrial environments. The frame camera is particularly
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suited to capturing the head portion of fasteners, which typically have a large surface
area and require a wide view to capture all details. The frame camera allows us to
take images with a high level of detail, capturing the precise shape and structure
of the head of the fastener. This type of camera is also very flexible and versatile,
offering the ability to adjust the focus, exposure time, and other parameters to
optimize the image capture process. Additionally, the images captured by a frame
camera can be easily processed and analyzed using computer software, making it a
valuable tool in a variety of industrial and scientific applications. The use of a frame
camera in conjunction with a line camera provides a comprehensive and accurate
representation of the fastener, capturing both its head and shank portions in detail.
Overall, the frame camera’s ability to capture high-resolution images of the head of
the fastener allows for the accurate detection and analysis of any defects, helping
to ensure the quality and reliability of fasteners used in industrial processes. The
specifications and dimensions of Genie Nano C2420 are shown in a Table 4.2 and
Figure 4.8.

Specification
Resolution 2464 x 2056

Sensor Sony IMX264 (5.1M)
Pixel Size 3.45 µm x 3.45 µm

Data Format RGB.24- bit
Output Gigabit Ethernet

Lens Mount C-mount adapters, Optional Tripod Mount
Dynamic Range 76.8 dB

Nominal Gain Range 16x

Size

21.2 mm x 29 mm x 44 mm
(without lens mount or Ethernet connector)

38.9 mm x 29 mm x 44 mm
(with C-mount and Ethernet connector)

Mass ∼46g
Operating Temperature -20° C to +65° C

Power +12 V to +36 V DC, HD15 connector
Power Dissipation From 3.8W to 4.9W

I/O HD15 connector
Software Platform DALSA Software

Tab. 4.2: Genie Nano C2420 Specifications

Optics: Optics lenses are essential components in both frame and line cameras. They
are used to control the way light enters the camera and to focus the image onto the
image sensor. The quality of the lens greatly affects the clarity and sharpness of the
image captured, making it an essential part of the camera system.
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Fig. 4.8: Genie Nano C2420

In a frame camera, the optics lens is used to capture a wide and clear image of the
object being photographed. It typically has a wider field of view than a line camera,
and the lens must be carefully designed to allow for a high level of detail and clarity
in the image. The lens must also be able to control the amount of light entering the
camera, as well as adjust the focus to capture objects at different distances from the
camera.

In a line camera, the optics lens is used to focus light onto the image sensor in
a linear fashion. This is essential in capturing the shank portion of the rotating
fasteners, as the fastener is moving in a linear direction and the lens must follow
the movement to capture a clear image. The optics lens in a line camera must be
designed to be very fast, allowing for rapid image capture as the fastener rotates.
Additionally, it must be able to control the amount of light entering the camera
and to focus the image onto the image sensor, even as the fastener rotates at high
speeds.

There are several factors to be considered when selecting an optic lens for both
linear and Frame cameras:

• Field of view: The field of view (FOV) determines the area that the camera can
capture. A wider FOV is useful for capturing a larger area, while a narrower
FOV is better for focusing on specific details.

• Resolution: The resolution of the lens determines how much detail it can
capture. A lens with a higher resolution will be able to capture more detail,
but it may also require a more powerful processor to process the data.
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Fig. 4.9: Edmund Optics of Line scan and Frame cameras

• Focal length: The focal length of the lens determines how much the lens will
magnify the image. A shorter focal length will produce a wider angle of view,
while a longer focal length will produce a narrower angle of view.

• Aperture: The aperture of the lens determines how much light is allowed to
pass through the lens. A larger aperture allows more light to pass through,
which is useful in low light conditions.

• Distortion: Distortion refers to the degree to which the lens distorts the image.
A lens with low distortion will produce a more accurate representation of the
scene, while a lens with high distortion may produce an image that is stretched
or distorted.

• Depth of field: The depth of field refers to the range of distance in which
objects appear in focus. A lens with a shallow depth of field will only focus on
objects at a specific distance, while a lens with a deep depth of field will be
able to focus on objects at a range of distances.

We have chosen two different optical lenses for our cameras, one for a linear camera
and one for a frame camera. The lens for the linear camera has a focal length of
12 mm and a horizontal field of view of 129.6 mm, while the lens for the frame
camera has a focal length of 35 mm and a horizontal field of view of 101 mm. The
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specifications and dimensions of Optics lenses used for line scan and frame cameras
are shown in a Table 4.3 and Figure 4.9.

Specification Line-scan Camera Frame Camera
Focal Length 12mm 35mm

Max. Camera Sensor Format 1” 1”
Horizontal FOV 129.6mm - 52.4° 101mm - 26°

Working Distance 100mm - inf 200mm - inf
Aperture f/1.8 - f/16 f/1.8 - f/16

Filter Thread M62 x 0.75 M37 x 0.75
Distortion <-4.2% <-1.5%
Weight (g) 260 252

Outer Diameter (mm) 48.0 48.1
Max. Length (mm) 63.6 66

Mount C-Mount C-Mount
Tab. 4.3: Optics Specifications of Line scan and Frame cameras

Band pass filters: A band pass filter is a type of optical filter that allows light within
a specific wavelength range to pass through while blocking light outside of that
range. We used band pass filters-BP 525 Figure 4.10 in both frame and line scan
cameras to filter out unwanted light and improve the visibility of magnetic particle
indications. By filtering out unwanted light with a band pass filter, it is possible to
reduce the influence of sunlight, ambient light, and fluorescent light. This results in
images with improved contrast and clarity, making it easier to identify and analyze
the magnetic particle indications. It helps to improve the accuracy of the inspection
and reduce the risk of false readings. We placed the band pass filter in front of
the camera lens and it acts as a selective barrier to light. By selecting the correct
wavelength range, the filter can effectively block light outside of that range and
allow only the desired light to pass through to the camera sensor. This results in
images with improved contrast and clarity, making it easier to identify and analyze
the magnetic particle indications.

Illuminations: To ensure accurate and reliable results, it is important to use
an appropriate illumination system during MPI.One of the main benefits of an
illumination system is that it helps to enhance the visibility of magnetic particle
indications. Magnetic particle indications are small areas of accumulated magnetic
particles that can be difficult to capture with the cameras, especially in low-light
conditions. By providing adequate illumination, it is possible to highlight these
indications and make them easier to capture, which helps to improve the accuracy
and reliability of the inspection. Another important benefit of an illumination system
is that it helps to reduce the influence of ambient light on the inspection results.
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Fig. 4.10: Band pass filters-BP 525

Ambient light can interfere with the visibility of magnetic particle indications, making
it difficult to see them accurately. By using a specialized illumination system that is
optimized for MPI, it is possible to reduce the impact of ambient light and improve
the quality of the inspection results. A third benefit of an illumination system is
that it helps to increase the contrast of the magnetic particle indications. The more
contrast that is present in the images, the easier it is to see and analyze the magnetic
particle indications. An illumination system that provides high-contrast images can
help to improve the accuracy and reliability of the inspection, reducing the risk of
false readings.

Fig. 4.11: EFFI-Flex-25-365-TR-P0 illumination
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We chose to use the EFFI-Flex-25-365-TR-P0 LED bar for our MPI system. This
EFFI-Flex LED bar is equipped with 25 high-power LEDs, each with a wavelength
of 365 nm. This wavelength is specifically chosen to provide maximum visibility of
magnetic particle indications, as it is known to be highly effective in illuminating
these particles. Furthermore, the LED bar is equipped with transparent windows and
a 90 degree lens position, which provides a clear and uniform illumination of the
metal component being inspected. One of the key advantages of the EFFI-Flex LED
bar is its flexibility in terms of diffuser and emission angle. The bar is designed to
offer multiple solutions in a single light, allowing users to choose the right diffuser
and emission angle to find the right compromise between power, illuminated area,
and uniformity. This means that the bar can be easily customized to meet the
specific requirements of each individual inspection, providing the most accurate and
reliable results possible. In addition to its flexibility, the EFFI-Flex LED bar is also
equipped with an integrated controller that includes an Auto-Strobe feature. This
feature allows the bar to increase its intensity by 300% when strobed compared to
continuous mode, providing even greater visibility of magnetic particle indications.
Furthermore, the bar is designed to be robust and durable, making it ideal for use in
harsh industrial environments where it may be subjected to high levels of vibration
and shock. The specifications and dimensions of the EFFI-Flex-25-365-TR-P0 are
shown in a Table 4.4 and Figure 4.11.

Specification

Mechanics

Number of LED 25
Optical Length 500mm
Product Length 535mm
Weight (KG) 0.6

Width x Height 51mm x 49mm

Fastener
One T-slot on the back for M6 T-nut
and, one slot on the side for M6 hex nut

Material Device body: Aluminum alloy & ABS

Electronics

Connectors M12 – 4 Pins
Power supply 24V DC

Illumination mode Continuous or strobe mode
Electronic mode Auto-Strobe

Environment Working Temperature 0°C to 50°C
Tab. 4.4: EFFI-Flex-25-365-TR-P0 illumination Specifications.

Acquired Images: Our image acquisition system is designed to capture images of
fasteners at a high speed, with precision and accuracy, making it an ideal solution
for a wide range of applications, particularly in the field of fastener defect detection.
The frame camera in the system is used to capture the head portion of the fasteners
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and has an image size of 2464x2056 pixels, while the line camera is used to capture
the shank portion and has an image size of 2048x2048 pixels. Both cameras are
specifically designed to capture images of fasteners as they rotate, allowing for a
complete and comprehensive analysis of the fastener’s structure and surface. By
using both cameras, we are able to obtain a more detailed and accurate image of
the fastener, which can be used to identify and classify various types of defects that
may be present.

Fig. 4.12: Sample images acquired from a Frame camera.

The images captured by the cameras are stored in a database, where they can be
easily retrieved, analyzed, and compared to other images. This allows us to build up
a comprehensive picture of the fastener’s characteristics, including its size, shape,
surface conditions, and any defects that may be present. This information is then
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used to make informed decisions regarding the quality and safety of the fastener,
helping to ensure that it is fit for purpose and suitable for use in the intended
application.

Fig. 4.13: Sample images acquired from a line scan camera.

One of the key benefits of our image acquisition system is its ability to capture as
many images as possible in a short period of time. This allows us to quickly and
easily inspect large numbers of fasteners, improving the efficiency and speed of the
inspection process. Furthermore, by storing the images in a database, we can easily
compare and analyze the images over time, allowing us to track any changes or
developments in the fastener’s structure and surface. Another important aspect of
our image acquisition system is the use of advanced optical lens technology, which
provides high-resolution images and improved image quality. The use of high-quality
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optics ensures that the images captured are sharp and clear, allowing for precise
and accurate analysis. Furthermore, the use of specialized filters, such as band pass
filters, can be used to reduce the influence of ambient light, improve image contrast,
and increase the accuracy of the inspection process. Sample images acquired from a
Frame and line scan cameras are shown in Figure 4.12 and Figure 4.13.

We took into consideration the varying sizes and shapes of fasteners, surface finishes,
heat treatments, and materials that can affect the texture of the images. Additionally,
factors such as magnetizing force, suspension particle size and type, and light
intensity can also play a role in the acquired images. Given the low probability of
defect occurrence and the practical challenges in collecting a large scale of defective
images with different combinations of these factors, we sought to utilize data centric
approaches to solve this problem.

4.3.2 Data centric deep learning approach

Data-centric deep learning approach is a rapidly growing field that is revolutionizing
the way AI systems are designed, developed and deployed. The discipline of data-
centric deep learning focuses on the systematic engineering of the data needed to
build a successful AI system. This is a critical aspect of AI development as the quality
and quantity of data has a significant impact on the performance of AI systems. This
is because our deep learning algorithms rely heavily on the quality of the data that is
fed into the model. Any errors or inconsistencies in the data can significantly impact
the accuracy of the model and its ability to generalize to new data. The idea of
data-centric deep learning approach is that by fixing the model and improving the
data, the model will be able to perform better and generalize to new situations. We
encountered three significant difficulties that are specifically linked to data-centric
deep learning.

1. Human bias in labelling: First, human bias in labelling posed a significant
challenge in data collection. Human bias can occur when quality inspectors
make subjective interpretations of the data they are labelling, such as the size,
shape, and location of defects (Figure 4.14). This can result in inconsistencies
in the labelled data and compromise the accuracy of the model. To mitigate the
impact of human bias, it is essential to have a clear and consistent protocol for
labelling the data and to ensure that multiple quality inspectors are involved
in the labelling process.

2. Dynamic manufacturing environments: Second, the dynamic nature of the
environment in which magnetic particle inspection is performed also created
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Fig. 4.14: Examples of label inconsistencies

challenges for data collection. For instance, introducing new or custom parts or
working in an environment that constantly changes, such as lighting conditions
in a plant with large windows, lead to variation in the images of the fasteners.
This variability affected the accuracy of our deep learning model and make it
difficult to generalize to new data. To overcome this challenge, it is essential
to have control over the environment in which the data is collected and to
ensure that all relevant parameters, such as lighting conditions, are recorded
and consistent across all images.

3. Complex data variations: Finally, fasteners come in a wide range of sizes and
shapes, and their surface finishes, heat treatments, and materials can create
different textures in the images of the fasteners. Additionally, several other
magnetic particle inspection factors, such as magnetizing force, suspension
particle size and type, and light intensity, can also create different variations
in the acquired images. To ensure that the data collected for magnetic particle
inspection is representative and diverse, it is critical to collect images of
fasteners with different sizes, shapes, textures, and surface finishes. Moreover,
it is essential to control and standardize the parameters of magnetic particle
inspection, such as magnetizing force and light intensity, to ensure that all
images are consistent.

To address the challenges, we employed a systematic approach to design and
organize the data in order to fully tap into the potential of data-centric deep
learning.
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Human bias in labelling: In order to overcome this challenge, we employed a data
centric approach to ensure the quality and consistency of the labeled data.

• Multiple labelers to spot inconsistencies: One of the key steps in this approach
was the use of multiple quality inspectors to identify inconsistencies in the
annotations. This was done by having more than two quality inspectors label
the same example, and then taking the maximum vote to determine the correct
label. This approach allowed us to identify discrepancies in the annotations,
such as a defect being annotated as a defect by one labeler and as a non-defect
by another. In our application, inconsistencies can occur in various forms, such
as bounding box size, number of bounding boxes, label names, and so on. By
using multiple quality inspectors to identify these inconsistencies, we were
able to clean up the dataset and significantly improve the performance of the
defect detection model.

• Making sure the instructions for labeling are clear by finding and fixing any
unclear labels: The first step in solving the label inconsistency problem using
this method was to identify examples that were ambiguous or unclear. These
examples were then used to clarify the instructions for how to label edge cases.
The labeling instructions, along with examples of the concepts, were created
as a single source of truth to ensure consistency in the labeling process. In the
instructions, obvious examples of defects were shown along with borderline
cases, near-misses and any other confusing examples. This was done to provide
a clear understanding of the concepts to the labelers and avoid any confusion
or misunderstandings. The instructions were also actively reviewed for any
labels that were ambiguous or inconsistent and a definitive labeling decision
was documented to provide a clear reference for future labelers. By creating a
well-structured labeling instructions document, the quality of the labels was
significantly improved. This ensured that the deep learning models trained on
these labels would perform optimally and produce accurate results.

• Tossing out bad examples: This approach is based on the assumption that
removing examples with incorrect labels will improve the overall quality
of the data set and result in a better model. This approach is simple and
straightforward, and we used this approach when the number of examples
with incorrect labels is relatively small.

• Error Analysis: We randomly selected a certain percentage of the labeled
data for spot-checking. This was done to ensure that the data quality was
consistently high, and that any errors or inconsistencies were caught before
they can cause problems for the deep learning model. The data was then
thoroughly reviewed and any final changes were made to the selected data.
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This approach was iteratively improved, with the goal of ensuring that the
data is of the highest quality and free from inconsistencies.

Dynamic manufacturing environment and complex data variations:

The training data plays a critical role in building robust defect detection models for
real-world applications. Ideally, the training data should be representative of the
data that we expect to see in deployment, covering all variations that deployment
data will present. This is important because if the training data does not include all
the variations that we expect to see in the deployment data, the model will likely not
be able to generalize well and accurately detect defects in real-world scenarios. For
example, in the context of manufacturing, the data collected during training should
represent different camera positions, lighting conditions, and the position, shape,
and size of the defects. This is crucial because the model must be invariant to these
factors, meaning it should be able to detect defects regardless of the variations in
these factors.

One solution to ensuring that the training data is representative of the deployment
data is to collect new data with more variation. However, collecting new data with
all possible variations in real-time manufacturing environments is infeasible. This is
because collecting such data requires significant effort and resources, and it may also
not be possible to recreate the exact conditions under which the deployment data
will be collected. Our proposed approach to overcome this challenge is to employ a
combination of data augmentation and synthetic image generation through GAN
methods.

Data augmentation: One of the most important invariances in defect detection
models is camera position invariance. This refers to the ability of the model to
detect defects regardless of the position of the camera when the image was captured.
This is important because in real-world scenarios, the camera may be positioned at
different angles and distances from the object being inspected. To address this issue,
we applied augmentation techniques such as center crop, horizontal flip, rotation,
shear, vertical flip, and translation to the training data. These techniques artificially
introduce variations in camera position to the training data, allowing the model to
learn to detect defects regardless of camera position. A thorough examination of
various data augmentation techniques are outlined in subsection 2.2.1.

Another important invariance in defect detection models is camera lighting
invariance. This refers to the ability of the model to detect defects regardless of the
lighting conditions when the image was captured. In real-world scenarios, lighting
conditions can vary greatly, making it difficult for the model to accurately detect
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defects. To address this issue, we applied augmentation techniques such as noise
injection, color space transformations, mixing images, random erasing, sharpness,
brightness, contrast, and Gaussian blur to the training data. These techniques
artificially introduce variations in lighting to the training data, allowing the model
to learn to detect defects regardless of lighting conditions.

Fig. 4.15: Training of Magna-Defect-GAN over a span of epochs for generating an image
with multiple defects

GAN-Based augmentation: Finally, it is crucial for the defect detection models to
have invariance in defect position, shape, orientation and size. This means that the
model should be able to detect defects regardless of the position, shape, orientation
and size of the defects in the image. To address this issue, we have employed the
use of Magana-Defect-GAN. A thorough architectural details of Magana-Defect-GAN
is outlined in subsection 2.2.2.This method encodes prior knowledge in the form of
binary masks and guidance vectors during the generation process. The binary masks
allow us to incorporate industrial knowledge into the generation process, enabling
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Fig. 4.16: Training of Magna-Defect-GAN over a span of epochs for generating an image
with defects at different orientation.
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the creation of additional defects with different shapes, severities, scales, rotation
angles, spatial locations, and part numbers. The Magana-Defect-GAN model also
includes strategies to enhance the quality of the generated images and stabilize the
training process. The GAN architecture maps the given mask input to the sample
space more efficiently by combining a mask embedding vector, conditional label
vector, and latent noise vector. This results in generated samples that are more diverse
compared to traditional image-to-image translation GANs. The image generation
process of Magna-Defect-GAN given the input masks with different variations are
shown in Figure 4.15 and Figure 4.16. By using Magana-Defect-GAN, we ensure
that the generated data has a wide range of diverse features, which is critical for
improving the generalization ability of the defect inspection model. In other words,
by having a more diverse set of features in the training data, the model will be better
equipped to detect defects in real-world scenarios, even if they differ in position,
shape, and size from the training data.

4.3.3 Model centric deep learning approach

The model-centric deep learning approach is a strategy where the focus is placed on
improving the Defect-aux-net model itself, rather than the quality and diversity of
the training data. We used a combination of augmentation, GAN based synthetic,
and original image data to train the Defect-aux-net model. The first step in this
approach is splitting the data into separate train, validation, and test sets. This is
done to ensure that the model is trained on a diverse set of data, evaluated on
a representative set of validation data, and finally tested on a set of unseen data
to measure its performance. Once the data is split, the next step is to convert the
train, validation, and test data into tfrecord format. Tfrecord is a binary file format
that is optimized for storing and serving large datasets. It is a popular format for
training large machine learning models, as it allows for efficient data loading and
parallel processing. Once the data is converted to tfrecord format, the next step is
to create an efficient data pipeline using the tf.data library. This allows us to easily
and efficiently load, shuffle, and batch the data, making it easier to train the model.
To train the Defect-aux-net model, we used Google Cloud Platform (GCP) and its
compute engine. The compute engine provides us with a powerful and scalable
platform for training large machine learning models, while the Google Cloud Storage
(GCS) platform allows us to store the tfrecord files in a highly scalable and secure
manner. Finally, to ensure that the model is trained effectively, we performed a
hyperparameter search. This involves exploring different hyperparameters, such as
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the learning rate, batch size, and number of epochs, to find the best combination of
parameters that gives us the best performance.

Data Split: Splitting image data is an important aspect of training our Defect-aux-
net model. The purpose of splitting the data is to divide the images into training,
validation, and testing sets in order to evaluate the model’s performance. Different
methods of data split can be used, including random, stratified, and k-fold cross-
validation. Stratified data split is a method of dividing the data into subsets that
are representative of the distribution of the classes in the data. This is particularly
important for surface defect detection, where the images may be imbalanced in
terms of the presence or absence of defects. By using stratified data split, it is feasible
to ensure that each subset of the data contains an equal proportion of positive and
negative samples, making it possible to train the model to accurately detect the
fastener surface defects. Therefore we employed Stratified data split method, in
order to split the synthetic, original, and augmented images in a stratified way. We
first assigned each image to a class based on the presence or absence of surface
defects. Next, we used stratified sampling to create the training, validation, and
testing sets, ensuring that each set contains an equal proportion of positive and
negative samples. This was accomplished by using a random number generator to
select a random subset of the images, while taking into account the distribution of
the classes in the data.

TensorFlow records: We created TensorFlow records (TF-records) data format for
our training, validation, and test datasets. The TFrecord format is a common data
format used in deep learning frameworks, particularly in TensorFlow, to efficiently
store and access large datasets. This format serializes the data into a binary format,
which enables faster and more efficient data loading, as well as reduces the memory
requirements. To convert the data into the TFrecord format, we used the TensorFlow
APIs to write the data into the TFrecord format, using a specified schema that defines
the data structure and the data type of each feature.

Data pipeline using tf.data: Once the data was in the TFrecord format as illustrated
in Figure 4.18, we created an efficient data pipeline using the TensorFlow tf.data
API, which enables parallel and efficient data processing. The learning process of
Defect-Aux-Net involves inputting a large volumes of images into the model so
that it can gain knowledge. The input pipeline, which is responsible for reading
images, applying transformations such as data augmentations and normalizations,
and transferring data to hardware accelerators, is a critical aspect of Defect-Aux-Net
training. If the input pipeline is not implemented efficiently, it can significantly
impact the performance and accuracy of the trained model.
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Implementing an efficient input pipeline for Defect-Aux-Net is a challenging
task due to several factors. Firstly, the large volume of images that need to be
read and processed can cause significant overhead in terms of memory usage
and computation time. Secondly, the complexity of the data augmentation and
normalization transformations that need to be applied to the images can also increase
the overhead of the input pipeline. Finally, transferring data to hardware accelerators,
such as TPUs, requires a high-bandwidth communication channel and must be done
efficiently in order to achieve optimal performance. To overcome these challenges,
we used the tf.data framework for building and executing efficient input pipelines
for Defect-Aux-Net. The tf.data framework offers several benefits for implementing
the input pipeline for Defect-Aux-Net. Firstly, the framework provides a high-level
interface for reading and processing large volumes of images, making it easy to
implement the data augmentation and normalization transformations. Secondly, the
framework supports parallel processing of images, allowing for faster data transfer
to hardware accelerators. Finally, the tf.data runtime optimizes the input pipeline by
overlapping computation and communication to achieve optimal performance.

Our data pipeline for training Defect-Aux-Net with TensorFlow’s tf.data module
involves several important steps to ensure efficient and effective processing of data.
First, we cache the input data to improve training speed. Then, we shuffle the data
to provide a random order of samples to the model, improving training stability. The
data is repeated to enable multiple epochs of training. The map method is used to
apply a set of data preprocessing operations to the data. The filter method is used to
remove any samples that do not meet specific criteria. Finally, the data is batched
and prefetched to ensure the TPU has a continual supply of data to process during
training.

The following are the TensorFlow tf.data methods utilized for conducting the ETL
(Extract, Transform, Load) operations within our data pipeline.

1. Cache: When training Defect-Aux-net, it’s important to have fast access to the
training data. The cache method in TensorFlow’s tf.data API helps to achieve
this by saving the processed data in binary format on disk, allowing for quick
retrieval during the training process. This is useful because it reduces the
amount of time spent preprocessing the data each time the model is trained.

2. Shuffle: The shuffle method shuffles the elements of the dataset randomly.
This is important in learning process because it helps to reduce overfitting and
increase the model’s ability to generalize to unseen data.

3. Repeat: The repeat method repeats the elements of the dataset a specified
number of times. This is useful in cases where the amount of data is limited
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and the model needs to be trained multiple times on the same data in order to
improve its accuracy.

4. Map: The map method applies a function to each element of the dataset,
allowing for data preprocessing or augmentation. This is important in order to
prepare the data for training and make it suitable for the model to learn from.

5. Filter: The filter method filters the elements of the dataset based on a specified
condition. This can be useful for removing examples from the dataset that
might negatively impact the model’s performance.

6. Batch: The batch method groups the elements of the dataset into batches,
allowing for more efficient processing. This is important because it reduces the
amount of memory required to store the data and allows the model to make
more effective use of the TPU.

7. Prefetch: The prefetch method prepares the next batch of data while the TPU is
working on the current batch, improving the overall efficiency of the training
process. This helps to reduce the amount of time spent waiting for the next
batch of data and enables the model to make more effective use of the TPU.

The python pseudocode for our input pipeline is presented below:

1 # Load the dataset
2 dataset = tf.data. Dataset . from_tensor_slices ((data , labels ))
3 # Cache the dataset to memory for faster retrieval during training
4 dataset = dataset .cache ()
5 # Shuffle the data to ensure randomness in training
6 dataset = dataset . shuffle ( buffer_size =10000)
7 # Repeat the dataset to enable multiple epochs in training
8 dataset = dataset . repeat ()
9 # Map the data to perform pre - processing operations (if any)

10 def preprocess_data (data , labels ):
11 # Perform data pre - processing operations here
12 return data , labels
13 dataset = dataset .map( preprocess_data )
14 # Filter the data to exclude outlier instances
15 def filter_data (data , labels ):
16 # Filter data based on certain conditions here
17 return data , labels
18 dataset = dataset . filter ( filter_data )
19 # Batch the data to create mini - batches for training
20 dataset = dataset .batch( batch_size =32)
21 # Prefetch the data to improve training performance
22 dataset = dataset . prefetch ( buffer_size =tf.data. AUTOTUNE )

GCP cloud training environment:
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To train the Defect-aux-net model, we used the GCP cloud platform, which provides
a range of services for machine learning, including data storage, computing power,
and high-performance hardware accelerators.

GCS platform: The GCS platform was used to store the data for the model in the
form of TF-records. This is a format for storing large amounts of data in a efficient
and scalable manner, making it ideal for deep learning models. GCS is the primary
object storage service in GCP and provides a highly scalable and durable storage
solution for unstructured data. One of the key benefits of the GCS platform is its
scalability. The platform uses a pay-as-you-go pricing model, allowing us to only pay
for the storage they actually use, rather than having to invest in expensive hardware
and infrastructure upfront. Another advantage of the GCS platform is its reliability.
The platform uses state-of-the-art data centers and advanced technologies, such
as multiple levels of redundancy and automatic replication, to ensure that data is
always available and protected against data loss. Additionally, GCS provides various
backup and disaster recovery options to ensure that data is always recoverable in
the event of an outage or other issue. GCS platform also provides strong security
features to protect customer data. Data is encrypted both in transit and at rest, and
the platform provides various access controls and authentication mechanisms to
ensure that only authorized users have access to data. The platform also complies
with various industry standards and regulations, such as the General Data Protection
Regulation (GDPR) and the Payment Card Industry Data Security Standard (PCI
DSS).

GCP Compute Engine: The GCP Compute Engine-Tensorflow TPU was used to
run the Defect-aux-net model during the training process. TPUs are custom-built
chips designed by Google specifically for accelerating deep learning computations
(Figure 4.17). They provide a significant speed boost for large-scale machine learning
tasks and are integrated into our Tekniker’s computer CPU. TPUs are designed to
handle the massive amounts of matrix and vector computations required for deep
learning. These computations are the backbone of neural networks, and the TPUs
can perform them many times faster than traditional processors such as CPUs and
GPUs. TPUs are designed to perform matrix and vector operations in parallel, and
they use a unique architecture that allows them to perform these operations much
faster than traditional processors. This is because TPUs have a large number of cores,
each of which can perform independent computations. The cores are organized into
multiple clusters, and each cluster can communicate with other clusters through
a high-bandwidth interconnect. This allows the TPUs to perform many operations
simultaneously, which increases the overall processing power. The TPU architecture
also includes specialized circuits for performing deep learning operations such as
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convolutions and activations. This is because these operations are commonly used in
neural networks, and they can be performed much faster on TPUs than on traditional
processors. Additionally, TPUs are designed to handle the large amounts of data
required for deep learning, which is often too much for traditional processors to
handle efficiently. TPUs are also designed to be energy-efficient, which is important
for large-scale ML tasks that can require a lot of power. TPUs are able to perform
many operations per second while consuming less power than traditional processors,
which makes them more cost-effective for large-scale computations.

Fig. 4.17: Google’s Tensor Processing Unit 3.0 [186]

Defect-aux-Net Training: Training Defect-Aux-Net requires careful consideration
of various hyperparameters to achieve optimal performance. In addition to
hyperparameter tuning, implementing an efficient input pipeline is also crucial for
the Defect-Aux-Net. The input pipeline is responsible for loading and preprocessing
the data and can have a significant impact on the training time and overall
performance of the model. The pipeline should be optimized for both speed and
memory usage, and it should be scalable to handle large amounts of data.

To achieve optimal performance with the Defect-Aux-Net, it is important to give
careful consideration to the various hyperparameters involved in the training
process. Finding the best hyperparameters involves experimenting with different
combinations of values to identify the ones that result in the best accuracy and
robustness of the model. This process is known as hyperparameter tuning or
hyperparameter search, and it is critical for the success of the model training.
By adjusting the values of hyperparameters, the model can be optimized to improve
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its ability to generalize to new data and to achieve better performance on the task of
surface defect identification.

Hyperparameters are configuration parameters that are set before training a model
and determine the model’s behavior and performance. In Defect-Aux-Net model,
some of the important hyperparameters include the learning rate, batch size, Number
of neurons in fully connected layers, Weight initialization, L1/L2 Regularization,
Dropout rate and epochs.

1. Learning rate: The learning rate determines the size of the steps the model
takes to adjust its weights and biases during training. A high learning rate can
cause the model to overshoot the optimal solution, while a low learning rate
can cause slow convergence.

2. Batch size: The batch size determines the number of training samples used
in each iteration of training. A large batch size can lead to stable gradient
updates, while a small batch size can introduce more noise and instability.

3. Number of neurons in fully connected layers: The number of neurons in each
fully connected layer determines the capacity of the model to learn complex
functions. Too few neurons can result in under-fitting, while too many neurons
can lead to over-fitting.

4. Weight initialization: The weight initialization determines the initial values
of the weights in the model. Poor weight initialization can result in slow
convergence or poor performance, while good weight initialization can improve
the performance of the model.

5. L1/L2 Regularization: Regularization can prevent over-fitting by adding a
penalty term to the loss function. L1 regularization adds a penalty term
proportional to the absolute value of the weights, while L2 regularization
adds a penalty term proportional to the square of the weights.

6. Dropout rate: The dropout rate determines the fraction of neurons that are
dropped out during training. Dropout can prevent over-fitting by reducing the
complexity of the model.

7. Epochs: The number of epochs determines the number of times the model
is trained on the entire training dataset. Too few epochs can result in under-
fitting, while too many epochs can lead to over-fitting.

The performance of the Defect-Aux-Net depends heavily on these hyperparameters.
A model with poorly chosen hyperparameters can under-perform or fail to converge,
while a model with well-chosen hyperparameters can achieve higher accuracy and
faster convergence.
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Hyperparameter search can be performed using several methods, including grid
search, random search, and Bayesian optimization. Grid search involves testing all
combinations of hyperparameters within a specified range. This method is simple
and straightforward, but can be computationally expensive and time-consuming.
Random search involves randomly sampling hyperparameters from a specified
range, which is faster and more efficient than grid search but may not result in
the best set of hyperparameters. Bayesian optimization is a more sophisticated
method that uses a probabilistic model to guide the search and select the most
promising hyperparameters. This method is more efficient than grid search or
random search and often results in the best set of hyperparameters. Therefore, we
incorporated Bayesian optimization method for choosing the best combination of
hyperparameters.

Fig. 4.18: Defect-Aux-net training pipeline using tf.data module.

After training the Defect-Aux-Net model, we utilized tf.saved_model API to save
and export the model. The tf.saved_model API is a flexible and efficient way to save
TensorFlow models for serving, as it allows us to save the entire model, including its
architecture, weights, and training configurations, in a single file. The saved model
can be loaded and served as a RESTful API using TensorFlow serving or any other
serving tool, such as Flask or Django, giving us the flexibility to choose the serving
tool that best meets our needs and requirements. The use of the tf.saved_model API
provided us with a simple and efficient way to save the Defect-Aux-Net model for
serving, making it easier for us to build and deploy our model for fastener defect
detection.
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4.3.4 Explainable deep learning algorithms for quality inspection

Once the Defect-Aux-net has been trained, it can be used to automatically inspect
new MPI images for defects. The Defect-Aux-net would process the input image and
output a prediction for each region of the image, indicating whether it contains a
defect or not. This prediction could then be used to flag potential defects for further
inspection by a human operator. In order to make the trained Defect-Aux-net model
more interpretable and explainable. We compared heatmap of four different XAI
methods that indicates the regions in the input image that are most relevant to
the model’s prediction. A heatmap is a graphical representation of data that uses
color-coding to show the relative intensity of values in a matrix to visualize the
contribution of each input feature to the model’s output.

GradCAM: GradCAM [117] works by computing the gradient of the target class with
respect to the feature maps generated by the convolutional layers of the deep learning
model. This gradient information is then used to generate a coarse localization map
highlighting the regions in the input image that are most important for the model’s
prediction. The localization map is generated by weighting the gradient information
by the importance of each feature map and summing the weighted gradients across
all feature maps. The resulting localization map is a coarse heatmap that indicates
the regions in the input image that are most relevant to the model’s prediction.
This visualization can help to understand the model’s decision-making process and
identify potential errors or biases in the model’s predictions. The activation maps
generated by Grad-CAM is illustrated in Figure 4.19.

GradCAM++: GradCAM++ [187] is an improved version of GradCAM that
addresses some of the limitations of the original method. Some of the advantages of
GradCAM++ over GradCAM are:

1. GradCAM++ uses a weighted combination of the gradients from multiple
layers, instead of using only the gradients from the final convolutional
layer. This allows for a more fine-grained localization and a more detailed
visualization of the model’s decision-making process.

2. GradCAM++ uses a guided backpropagation technique to compute the
gradient information, which reduces the impact of gradients that are not
relevant to the target class. This allows for a more accurate and robust
localization map, which is less susceptible to noise and irrelevant details.

3. GradCAM++ uses an upsampling and interpolation step to generate the
localization map, which ensures that the map is of the same size and resolution
as the input image. This allows for a more direct and intuitive comparison
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Fig. 4.19: Visualization results of Grad-CAM.

between the input image and the localization map. Overall, GradCAM++
provides a more detailed, accurate, and intuitive explanation of the model’s
decision-making process, which can help to improve the model’s performance
and trustworthiness. The activation maps generated by Grad-CAM++ is
illustrated in Figure 4.20.

Score-CAM: Unlike previous class activation mapping-based approaches, Score-CAM
[188] gets rid of the dependence on gradients by obtaining the weight of each
activation map through its forward passing score on target class, the final result
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Fig. 4.20: Visualization results of Grad-Cam++.

is obtained by a linear combination of weights and activation maps. Therefore,
Score-CAM achieves better visual performance and fairness for interpreting the
decision-making process. The activation maps generated by Score-CAM is illustrated
in Figure 4.21.

Guided-GradCAM: Guided GradCAM [189] is a combination of GradCAM’s map and
Guided Backpropagation (GBP) attribution. To compute the Guided GradCAM, the
Hadamard product (also known as element-wise multiplication) of the attribution
from GBP with a map from GradCAM is computed. Combining GBP and GradCAM
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Fig. 4.21: Visualization results of Score-CAM.

allows us to generate sharp attributions. The activation maps generated by Guided
Grad-CAM is illustrated in Figure 4.22.

After comparing the heatmaps generated by these methods on a defect detection
dataset, we found that GradCAM generated the most interpretable and explainable
heatmaps and thus, chose it for our defect detection application. The reason we
chose GradCAM for our defect detection application is due to its ability to generate
the most interpretable and explainable heatmaps. The heatmaps generated by
GradCAM were able to clearly highlight the regions in the input image that were
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Fig. 4.22: Visualization results of Guided-GradCAM.

most important for the model’s prediction, which is crucial in the context of defect
detection. By clearly indicating the regions in the input image that are most relevant
to the model’s prediction, GradCAM provides a better understanding of the model’s
decision-making process. This increased transparency and accessibility of the model’s
prediction can help to improve the overall accuracy of the model and make the
end-user more confident in its predictions. Furthermore, GradCAM provides a more
fine-grained explanation of the model’s prediction compared to the other methods.
By taking into account the activations of the final convolutional layer, GradCAM is
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able to provide a more comprehensive explanation of the model’s prediction. This
helps the end-user to understand why the model is predicting a particular defect,
which is crucial in the field of defect detection.

4.3.5 Deploying deep learning models to production

In our effort to make the Defect-Aux-Net model more practical and accessible, we
have taken the initiative to convert our trained model as described in subsection 4.3.3
into a smaller, more compact form. The goal was to make the Defect-Aux-Net
model easier to deploy and integrate with other systems, particularly the pick and
place robotic application. In order to achieve this, we utilized the compression
techniques as described in subsection 2.2.5, which allowed us to take the complex
Defect-Aux-Net model and reduce its size while still preserving its accuracy. One
of the key aspects of this process was the use of knowledge distillation, which
allowed us to transfer knowledge from the larger Defect-Aux-Net model to the
smaller (Resnet18), more manageable model. This was done by training the smaller
model to mimic the behavior of the larger model, using the outputs from the larger
model as ground truth during the training process. The result was a smaller, more
efficient model that still had the same accuracy as the larger model. Once the
smaller model (Resnet18) was created, we then used post quantization techniques
to further optimize its performance. This involved converting the model from a
floating-point representation to a fixed-point representation, which reduced the
memory requirements of the model and allowed for faster computation. Finally, we
deployed the model as a REST API using Flask Restful. This allowed us to make
the model available to other systems, and to integrate it with the pick and place
robotic application. The REST API also provides a flexible and scalable platform for
us to modify and update the model as needed. By separating the model from the
application, we can now make changes to either one independently, without having
to worry about dependencies or compatibility issues.

KUKA KR 60 HA pick and place robotic arm: We have utilized the advanced
capabilities of KUKA KR 60 HA pick and place robotic arm to perform crucial
manipulation tasks in the MPI process. KUKA KR 60 HA is a robotic arm produced
by KUKA, a German manufacturer of industrial robots. It is a 6-axis robot, meaning
that it has six degrees of freedom, which allows it to move in a wide range of
directions and perform a variety of tasks. The KR 60 HA has a reach of 600 mm and
is capable of handling payloads of up to 6 kg. A 3D CAD model of KUKA KR 60 HA
is shown in Figure 4.23. It is designed for use in a variety of industries, including
automotive, aerospace, and electronics. It can be used for tasks such as welding,
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assembly, painting, and material handling. The robot is equipped with a controller
that allows it to be programmed to perform a variety of tasks. It can be programmed
using a variety of programming languages, including KUKA’s own KRL (KUKA Robot
Language) or more general-purpose languages such as C++ or Python. In terms
of safety, the KR 60 HA is equipped with a number of safety features to protect
operators and other personnel. It has an emergency stop button, as well as safety
sensors that can detect obstacles and stop the robot if necessary.

Fig. 4.23: 3D CAD model of KUKA KR 60 HA.

Quality control system: The working principle behind our system is an innovative
combination of advanced robotics and computer vision technologies. This system
has been designed to provide a complete end-to-end solution for fastener inspection
and correction, from the pick and place of fasteners to the detection and correction
of defects. The KUKA KR 60 HA robotic arm is the backbone of this system, providing
the ability to perform various manupulation tasks such as picking fasteners from a
bin and placing them into the magnaflux equipment. The arm is equipped with a
highly sophisticated control system that allows it to perform precise movements with
a high degree of accuracy and efficiency. The magnaflux equipment, on the other
hand, is designed to perform magnetic particle inspection tasks. This process involves
magnetizing the fasteners and then spraying iron particle liquid to highlight any
defects. The encoder in the magnaflux equipment triggers the cameras to capture
images, which are then analyzed by the computer vision-based AI inference engine.
The AI inference engine is built on Intel Edge AI processors and has been designed
specifically for fastener inspection and defect correction. This engine is capable
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of analyzing the captured images in real-time, detecting any fastener defects and
providing commands to the robotic arm to place the fastener in a separate bin for
corrective action. By combining the power of advanced robotics and computer vision
technologies, the KUKA KR 60 HA robotic arm and magnaflux equipment provide
a highly automated and efficient solution for fastener inspection and correction
as shown in Figure 4.24. This system reduces the potential for manual errors and
increases production quality, making it an ideal solution for the manufacturing
industry.

Fig. 4.24: Fasteners Quality inspection system.

Continuous Monitoring: The deployment of the Defect-Aux-Net model was just
the first step of the aim towards a fully automated and optimized system. In order
to assure that the model performs as expected, we employed MLops to monitor
its performance. MLops is a crucial aspect of the development and deployment of
machine learning models, and it helps to monitor various aspects of the model to
ensure its robustness and accuracy.

• Monitoring Data Invariants: The first step in our MLops process is to monitor
data invariants in training and serving inputs. We use data validation
mechanisms to alert us if the data being used does not match the schema
specified in the training step. This helps to prevent data quality issues that can
impact the performance of the model.

• Numerical Stability of the Model: Another important aspect of our MLops
process is monitoring the numerical stability of the Defect-Aux-Net model. We
continuously monitor the model to ensure that there are no occurrences of
NaNs or infinities. These numerical instability issues can impact the model’s
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performance, and it is crucial to catch them early to prevent any potential
failures.

• Computational Performance: In addition to monitoring the numerical stability
of the model, we also collect computational performance metrics to monitor
the overall performance of the system. These metrics include CPU memory
allocation, network traffic, and disk usage, which are crucial for estimating
cloud costs and optimizing the system for optimal performance.

• Predictive Quality of the Model: To ensure that the model remains accurate and
continues to perform well, we also monitor the degradation of the predictive
quality of the model over time. Both slow and dramatic degradations in
prediction quality should be notified to ensure that corrective actions can be
taken to maintain the model’s performance.

• Out of Distribution Data: Finally, we also monitor out of distribution data
to identify any unexpected data inputs that might impact the model’s
performance. Comparison of training images and out of distribution images
are demonstrated in Figure 4.25. Out of distribution images appear more
contrasted, with brighter and darker pixels, compared to the more uniform
brightness in the training images.When out of distribution data is identified, it
is continuously collected in a database to be used for future retraining of the
model.

Fig. 4.25: Examples of (a) Training (b) Out of distribution images.
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The next step after monitoring the performance of the Defect Detection model is
to improve its accuracy and efficiency. This is done through a combination of data-
centric and model-centric approaches. The data-centric approach involves collecting
more out-of-distribution data from the database or Magna-Defect-GAN model and
using it to retrain the model. This helps to improve the performance of the model
by increasing its exposure to different variations of data. On the other hand, the
model-centric approach involves modifying the architecture of the model or using
more advanced techniques such as knowledge distillation and post-quantization to
improve its performance. These approaches are applied iteratively until the model is
able to perform optimally on the given data. By combining both data-centric and
model-centric approaches, the performance of the Defect Detection model can be
greatly improved.

4.4 Conclusions

In conclusion, this PhD study has made several important contributions to the
scientific community, specifically in the area of surface defect inspection and quality
control using magnetic particle inspection. The first contribution is the design of a
reliable image acquisition system that combines both frame and line scan cameras
to capture high resolution images of both the head and shank portion of fasteners at
high speeds. This methodology offers improved accuracy and repeatability, which
has the potential to significantly improve the efficiency and effectiveness of fastener
inspection processes.

Another significant contribution is the creation of the TekErreka dataset, a collection
of magnetic particle inspection-based fasteners defect classification images that is of
sufficient quality and quantity for training deep learning algorithms. This dataset
is a valuable resource for industrial practitioners in the field of magnetic particle
inspection and defect classification.

The study also presents a novel Pixel level image augmentation method based on
mask-to-image translation with GAN conditioned on fine grained labels, referred to
as the Magna-Defect-GAN model. This method has the ability to generate realistic
and high-resolution surface defect images and has been shown to improve the
accuracy of other surface defect identification models.

Additionally, the study proposes a novel deep learning model called the Defect-
Aux-Net, which takes advantage of related tasks to simultaneously improve the
robustness and accuracy of the CNN-based surface defect identification. The model
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achieved outstanding results in terms of accuracy, dice score, and mean average
precision on defect classification, segmentation, and detection tasks.

Moreover, the study explored the combination of knowledge distillation and post
quantization methods to reduce the size and improve the speed of real-time inference
for machine learning models on edge devices. The results showed that this method
can achieve a 4x reduction in model size and memory bandwidth requirements. The
iterative training of the Defect-Aux-Net model using both data-centric and model-
centric approaches, as well as the implementation of MLops to monitor the model’s
performance, demonstrated a commitment to ensuring that the model performed as
expected and was of the highest quality.

Finally, we designed a comprehensive and innovative system for fastener inspection
and correction that utilizes advanced robotics and Defect-Aux-net model. The system
is centered around the KUKA KR 60 HA pick and place robotic arm, which provides
the ability to perform crucial manipulation tasks with high accuracy and efficiency.
The magnaflux equipment performs magnetic particle inspection, while the AI
inference engine built on Intel Edge AI processors analyzes the images captured
by the cameras and detects any fastener defects. This system provides a complete
end-to-end solution for fastener inspection and correction and has the potential to
revolutionize the MPI process. The use of advanced technologies such as robotics
and computer vision not only increases the efficiency and accuracy of the inspection
process but also reduces human intervention, thereby minimizing the chances of
human error. This cutting edge system was developed at Tekniker and has been put
into use at Erreka Fastening Solutions. The system is a testament to the possibilities
of combining advanced technologies for practical and impactful applications.

4.5 Future Work

In the field of AI-based surface defect detection, immediate future research should
focus on certifying the Defect-Aux-Net model as per the standards established by
the European Federation for Non-Destructive Testing (EFNDT) or the American
Society for Non-Destructive Testing (ASNT). The manufacturing industry heavily
relies on certified quality inspectors to perform non-destructive testing and ensure
the quality of their products. While the Defect-Aux-Net model has shown promising
results in detecting surface defects, it cannot replace the expertise of certified quality
inspectors yet.
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To gain the trust of industries and to be widely adopted, Defect-Aux-Net needs to
undergo rigorous testing and certification processes. These tests should assess the
accuracy and reliability of the model in detecting various types of surface defects and
its ability to meet the standards set by EFNDT and ASNT. Additionally, efforts should
be made to further improve the model’s robustness and reliability. Once certified,
Defect-Aux-Net can be a valuable tool for certified quality inspectors, helping them
speed up their tasks and reducing the risk of human error. In the long run, Defect-
Aux-Net has the potential to replace certified quality inspectors, provided that it
is thoroughly tested and meets the standards set by industry regulators. Moreover,
future work can also focus on expanding the scope of the Defect-Aux-Net model to
detect other types of surface defects, as well as incorporating additional data sources
such as temperature and humidity data, to improve its accuracy and robustness.

The development of an active learning system for defect detection models represents
an another important area of future research. The current defect detection models
often struggle to adapt to new environments, particularly those that are significantly
different from the training data. This is because the models lack the ability to learn
on the fly and to retrain themselves when faced with new data. An active learning
system for defect detection models would address this limitation by providing the
model with the ability to continuously learn from new data, and to adapt to changing
environments. This system would be able to actively seek out new data, select the
most informative samples, and incorporate them into the model’s training process.
The result would be a model that is able to continuously improve its performance
over time, even in the presence of new or changing data.

There are several key challenges associated with the development of an active
learning system for defect detection models. Firstly, the system must be able to
effectively identify the most informative samples for retraining. This requires the
development of new selection algorithms that can accurately identify samples that
are likely to improve the model’s performance. Secondly, the system must be able to
efficiently retrain the model with the selected samples. This requires the optimization
of the training process to ensure that it is fast and computationally efficient. Finally,
the system must be able to effectively integrate the newly learned information into
the model in a way that preserves its overall performance.

Another promising future work in the area of end-to-end manufacturing process of
fasteners involves utilizing the latest advances in artificial intelligence and robotics to
create a fully automated and optimized system. This can be achieved by integrating
multiple pick place robots and AI-based models in each step of the manufacturing
process, from the production of fasteners to their final shipment as shown in
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Figure 4.26. For example, the production process can be enhanced by using AI-based
models to optimize the manufacturing process, such as optimizing the parameters of
the manufacturing equipment to increase the production efficiency and quality. In
the palletizing process, pick place robots can be utilized to automate the palletizing
of fasteners and ensure that the pallets are loaded correctly and efficiently. AI-based
models can also be used in the quality inspection process to accurately detect any
defects and ensure that only high-quality fasteners are packaged and shipped. The
integration of these technologies in the manufacturing process can provide numerous
benefits, such as increased efficiency, improved quality, reduced manual labor, and
decreased waste. By implementing these advances in technology, the future work
in the end-to-end manufacturing process of fasteners will add significant value to
the manufacturing industries and help to create a more sustainable and efficient
production system.

Fig. 4.26: Conceptual 3D model of end-to-end manufacturing process of fasteners.
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Spanish version 5
5.1 Resumen

En esta sección se describen los objetivos, las contribuciones y la metodología
utilizados en esta tesis.

Objetivos: En el proceso de producción de elementos de fijación, la inspección por
partículas magnéticas permite detectar algunos defectos superficiales y cercanos a la
superficie que, de otro modo, no serían visibles para el ojo humano.
Los elementos de fijación pueden presentar una variedad de defectos de
producción debidos a múltiples causas: el uso de materias primas de baja calidad,
procesado o tratamiento térmico inadecuado, mecanizado incorrecto, manipulación
irresponsable, etc. La identificación de esos defectos la realizan operarios cualificados
mediante la inspección visual de las piezas una vez aplicadas las partículas
magnéticas.
La inspección visual de los productos fabricados ha sido una de las técnicas de
inspección más comunes e importantes en las aplicaciones de control de calidad
industrial. Sin embargo, la inspección visual presenta diversas características que
pueden hacer disminuir la calidad del resultado del proceso de control: requiere una
elevada concentración por parte de los operarios, que unido a una posible fatiga
de los mismos, pueden dar lugar a incertidumbre y reducción de la precisión, en
particular cuando se realiza sobre piezas pequeñas o con detalles sutiles. Y no menos
relevante, está sujeto a la subjetividad humana.
El objetivo general de este trabajo de doctorado es desarrollar un sistema de visión
basado en IA totalmente automatizado para inspeccionar toda la superficie de
elementos de fijación, basado en la técnica de ensayo de partículas magnéticas.
Un sistema automatizado de inspección visual basado en IA se compone
generalmente de tres subsistemas principales. En primer lugar, el subsistema
de adquisición de imágenes cuya función es recoger datos de cámaras u otros
dispositivos y proporcionar su representación digital. La información de la imagen,
como el color, el brillo, la intensidad y la dispersión de la luz, puede ayudar
a los modelos de aprendizaje profundo. En segundo lugar, un subsistema de
procesamiento de imágenes por software basado en algoritmos de aprendizaje
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profundo compuesto principalmente de modelos de aprendizaje profundo diseñados
para analizar los datos adquiridos y proporcionar el resultado final de la inspección.
En tercer lugar, un sistema robótico para la manipulación de las piezas, cogiéndolas
de un contenedor, introduciéndolas en el sistema de inspección y finalmente
dejándolas en el contenedor correspondiente de pieza buena o mala en función del
resultado del análisis.

Este proyecto puede dividirse en los siguientes objetivos específicos:

1. El primer objetivo de la tesis consiste en diseñar el subsistema de adquisición
de imágenes que implica elegir los sensores y cámaras adecuados, así como
el hardware y software necesarios para capturar imágenes de alta calidad.
El diseño del sistema debe tener en cuenta los requisitos específicos de la
aplicación, como el tipo de elementos a inspeccionar, las escenas que se van
a capturar, las condiciones de iluminación y la distancia y resolución de las
imágenes. El sistema también debe ser capaz de capturar imágenes a una
frecuencia que permita su procesamiento y análisis en tiempo real. Además, el
sistema debe ser robusto y fiable, y debe ser capaz de manejar el ruido y otras
fuentes de incertidumbre.

Existe una gran variedad de tipos de defectos que se localizan en la
superficie de los elementos de fijación objeto de este trabajo, caracterizada
por el tamaño de los defectos, su forma, su ubicación y su causa probable.
Por ejemplo, algunos de estos defectos pueden identificarse como marcas,
arañazos, deformaciones geométricas, etc. El sistema de adquisición propuesto
en este trabajo, basado en la técnica de inspección de partículas magnéticas
(MPI), debe capturar todos esos tipos de defectos.

2. La eficiencia de un sistema de inspección basado en MPI está influenciada por
diferentes factores. 1) La concentración de partículas, 2) la contaminación de
la suspensión, 3) la iluminación, 4) el tamaño, la forma, el tipo, la orientación
y la profundidad de los defectos.

Debido a la baja probabilidad de que se produzcan defectos, la recogida
de un elevado número de imágenes defectuosas con diversas combinaciones de
estas características (varianza intraclase) es muy costosa. Como consecuencia
de esa falta de variabilidad, la capacidad de generalización del modelo de
detección de defectos se ve afectada negativamente. Además, en la mayoría
de los casos no es factible recopilar el mismo número de imágenes para
cada clase (desequilibrio de clases), por ejemplo, la parte del vástago de los
elementos de fijación puede presentar más defectos que la región de la rosca.
En consecuencia, el segundo objetivo de esta tesis es asegurarse de que los
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datos reflejan adecuadamente el espectro que el sistema detección de defectos
debe aprender.
El enfoque propuesto debe ser capaz de resolver varios problemas relacionados
con los datos adquiridos: 1. Incoherencia de las etiquetas, 2. Mala calidad
de las imágenes, 3. Baja calidad de los datos. 4. Escasas variaciones de las
imágenes adquiridas (desequilibrio intraclase) 5. Desequilibrio interclase.

3. El tercer objetivo es desarrollar un modelo de inspección de defectos
superficiales basado en el aprendizaje profundo.

Los defectos superficiales suelen tener diferentes escalas, lo que dificulta
la identificación de los defectos de pequeño tamaño mediante los modelos
de aprendizaje profundo. Por un lado, la apariencia visual de los defectos
superficiales varía con el tipo de materiales, las condiciones de la imagen y
la posición de la cámara. Por otro lado, es difícil distinguir los defectos más
pequeños del ruido o de los que no lo son en una imagen, dando lugar a
la presencia de falsos positivos que, desde un punto de vista industrial, es
importante limitarlos para evitar paradas innecesarias de la producción, al
tiempo que se garantiza el máximo rendimiento en la detección de defectos y
la adopción temprana de medidas correctoras en la producción. Se consigue así
optimizar la utilización de las materias primas y el rendimiento del conjunto
del proceso.

4. Debido a su estructura multicapa no lineal, los modelos modernos de
aprendizaje automático, como las redes neuronales profundas, suelen
denominarse modelos de "caja negra". Tienen millones de parámetros que
deben aprenderse y, para clasificar una sola imagen, deben realizarse millones
de operaciones por inferencia. Es difícil comprender cómo interactúa cada
neurona individual con las demás para producir el resultado, e incluso lo
que hace cada neurona concreta. El cuarto objetivo de esta tesis es emplear
algoritmos de IA explicable para analizar y comprender las predicciones
proporcionadas por los algoritmos de aprendizaje profundo.

Si los modelos de aprendizaje profundo pueden hacer que su
razonamiento sea comprensible para los inspectores de calidad, estos pueden
utilizar el conocimiento del dominio para asegurarse de que el modelo de IA
se centra en los predictores correctos.

5. El objetivo final consiste en implementar una aplicación de detección de
defectos que pueda utilizarse en líneas de producción. Esta aplicación debe ser
capaz de manipular e inspeccionar un elevado número de piezas por minuto
y proporcionar resultados de inspección más consistentes y fiables que los
inspectores humanos.
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Durante la inspección de calidad, los elementos de fijación son
manipulados y colocados en el banco de partículas magnéticas por medio
de un robot industrial de modo desatendido.

Contribuciones científicas: Las principales contribuciones de este estudio de
doctorado a la comunidad científica son:

1. Una revisión actualizada de las técnicas de GAN para problemas de
desequilibrio en las tareas de visión por computador que proporciona
información de los últimos desarrollos y componentes técnicos esenciales
en el campo de la generación de imágenes sintéticas basadas en GAN.
Además, recoge las aplicaciones del mundo real donde las imágenes sintéticas
basadas en GAN se utilizan para aliviar los desequilibrios y llena un vacío
de investigación en el uso de imágenes sintéticas para los problemas de
desequilibrio en las tareas de reconocimiento visual.

Presenta un enfoque sistemático para clasificar las tareas de ML tanto
desde la perspectiva de los "cuatro conocimientos" (saber qué, saber por qué,
saber cuándo, saber cómo) como de los "cuatro niveles" (producto, proceso,
máquina, sistema). El estudio proporciona un procedimiento práctico para que
los ingenieros de producción lo utilicen a la hora de implementar soluciones
de ML, desde la concepción hasta el despliegue.

2. Una segunda contribución científica de esta tesis es el desarrollo de un conjunto
de datos para la clasificación de defectos en elementos de fijación basado en
la inspección por partículas magnéticas, que consta de miles de imágenes
capturadas con cámaras industriales de alta resolución. Este conjunto de
datos, al que denominamos TekErreka, es especialmente útil para entrenar
algoritmos de aprendizaje profundo con el fin de identificar y clasificar defectos
en elementos de fijación utilizando la inspección por partículas magnéticas.

3. Desarrolla un novedoso método de aumentación de imagen a nivel de pixel
que se basa en la conversión de máscara a imagen con GAN condicionado
a etiquetas de grano fino. El modelo Magna-Defect-GAN propuesto puede
controlar el proceso de generación de imágenes y generar muestras de
imágenes con variaciones fotorrealistas. Los resultados experimentales
demuestran que el modelo Magna-Defect-GAN propuesto puede generar
imágenes de defectos superficiales realistas y de alta resolución hasta la
resolución de 512 × 512 de forma controlada. También muestra que el método
de aumentación propuesto puede aumentar la precisión y adaptarse fácilmente
a cualquier otro modelo de identificación de defectos superficiales.

4. Propone un nuevo modelo de aprendizaje profundo llamado "Defect-Aux-
Net" basado en el aprendizaje multitarea con mecanismos de atención que
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aprovechan la rica información adicional de tareas relacionadas con el fin de
mejorar simultáneamente la robustez y la precisión de la identificación de
defectos superficiales basada en CNN.

Según los resultados experimentales, la Defect-Aux-Net es capaz de
mejorar el rendimiento de los modelos más avanzados, obteniendo una
precisión global del 97.1%, una puntuación Sørensen–Dice coefficient (Dice)
de 0.926 y un Promedio de precisión media (mAP) de 0,762 en tareas de
clasificación, segmentación y detección de defectos.

5. Estudia la combinación de métodos de destilación de conocimiento y
postcuantización para reducir significativamente el tamaño y mejorar la
velocidad de inferencia en tiempo real de modelos de aprendizaje automático
en dispositivos de recursos computacionales limitados.

El método propuesto utiliza inicialmente la destilación de conocimiento
para entrenar un modelo más pequeño y, a continuación, aplica la
postcuantización a este modelo. Los resultados experimentales muestran que
el método propuesto puede reducir 4 veces el tamaño del modelo y 4 veces los
requisitos de ancho de banda de memoria.

Metodología: La metodología de solución que proponemos implica la combinación
de varios enfoques para crear una aplicación robusta de visión por ordenador. Estos
enfoques incluyen:

1. Sistema de adquisición de imágenes: El primer paso en nuestra metodología
propuesta es diseñar un sistema de adquisición de imágenes fiable para adquirir
imágenes del proceso MPI.
Se propone utilizar una combinación de cámaras matriciales y de barrido
lineal para capturar imágenes de la zona de la cabeza y el vástago de los
elementos de fijación, respectivamente. Una de las principales ventajas de esta
combinación es la capacidad de capturar imágenes de alta resolución.
El uso de una cámara matricial para capturar un amplio campo de visión de
las fijaciones, junto con el uso de una cámara de barrido lineal para capturar
imágenes de alta resolución de la parte del vástago de los elementos de fijación,
permite un análisis más detallado del acabado de la totalidad de la superficie y
de las tolerancias dimensionales de los elementos de fijación. Otra ventaja de
esta metodología es la capacidad de capturar imágenes a alta velocidad para
dar respuesta a la alta cadencia de producción.

Mediante la combinación de cámaras matriciales y de barrido lineal, es
posible capturar imágenes de los elementos de fijación desde múltiples ángulos
y puntos de vista, lo que puede contribuir a mejorar la precisión y fiabilidad
del análisis de imágenes.
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2. Enfoque de aprendizaje profundo centrado en los datos utilizando una
combinación de aumentación de datos tradicionales e imágenes sintéticas
basadas en GAN para ampliar el tamaño y la diversidad del conjunto de datos
de entrenamiento.
La aumentación de datos se utiliza para ampliar artificialmente el tamaño del
conjunto de datos de entrenamiento generando nuevas muestras sintetizadas
que son variaciones de las muestras originales. Esto ayuda a mejorar la
capacidad de generalización del modelo y reducir el sobreajuste.

Un método de aumentación habitual consiste en aplicar transformaciones
a las imágenes existentes para crear nuevas imágenes sintéticas. Por ejemplo,
aplicando diferentes rotaciones, traslaciones o escalados a las imágenes
existentes, o añadiendo ruido o desenfoque a las imágenes.
También utilizamos imágenes sintéticas basadas en GAN para generar muestras
adicionales para el conjunto de datos de entrenamiento. Las GAN son un tipo de
red neuronal que puede aprender a generar imágenes sintéticas indistinguibles
de las reales. Mediante su utilización es posible ampliar enormemente el
tamaño y la diversidad del conjunto de datos de entrenamiento, lo que
puede mejorar la precisión del modelo. Al combinar estos dos enfoques,
aprovechamos los puntos fuertes de ambos para lograr un mejor rendimiento
en la detección de defectos.
El enfoque centrado en los datos ayuda a aumentar el tamaño y la diversidad
de los datos de entrenamiento, mientras que el enfoque centrado en el modelo
permite a éste aprender de múltiples fuentes de información y generalizar
mejor a nuevas tareas.

3. Aprendizaje profundo centrado en el modelo mediante el uso del aprendizaje
multitarea que implica el entrenamiento de un único modelo para realizar
múltiples tareas relacionadas simultáneamente.
Esto puede ayudar a mejorar el rendimiento del modelo de detección
de defectos al permitirle aprender de múltiples fuentes de información y
generalizar mejor a nuevas tareas. Esto se debe a que el modelo puede
aprender de las características compartidas de las distintas tareas, así como
de las características específicas de cada una de ellas. Además, al utilizar un
modelo de aprendizaje multitarea, se consigue un proceso más eficiente.

Estas características son especialmente útiles en la detección de defectos,
donde el modelo puede necesitar identificar defectos en contextos nuevos.
Además, el modelo de aprendizaje multitarea propuesto puede ser más
interpretable que un modelo de una sola tarea, ya que puede proporcionar
información sobre las características compartidas que son relevantes para
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múltiples tareas, permitiendo identificar patrones o características comunes
que pueden ser indicativos de defectos.
En resumen, combinando los enfoques centrados en el modelo y en los datos,
es posible aprovechar los puntos fuertes de ambos enfoques para mejorar el
rendimiento en la detección de defectos. El enfoque centrado en los datos
ayuda a aumentar el tamaño y la diversidad de los datos de entrenamiento,
mientras que el enfoque centrado en el modelo permite aprender de múltiples
fuentes de información y generalizar mejor a nuevas tareas.

4. IA explicable: Para que el modelo de detección de defectos sea más
interpretable y explicable, estudiamos y comparamos mapas térmicos de
cuatro métodos de aprendizaje profundo explicables, incluidos GradCAM,
GradCAM++, Score-CAM y Guided GradCAM, que indican las regiones de la
imagen de entrada más relevantes para la predicción del modelo.
GradCAM es una técnica que utiliza los gradientes de la clase objetivo con
respecto a las activaciones de la capa convolucional final para calcular un mapa
de calor. GradCAM++ es una extensión de GradCAM que tiene en cuenta las
activaciones de múltiples capas. Score-CAM utiliza puntuaciones de la clase
objetivo para calcular el mapa de calor, mientras que Guided GradCAM utiliza
una técnica de retropropagación guiada para resaltar las regiones de la imagen
de entrada que son más importantes para la predicción del modelo.

Tras comparar los mapas de calor generados por estos métodos en un
conjunto de datos de detección de defectos, se concluye que GradCAM genera
los mapas de calor más interpretables y explicables para nuestro caso y, por
tanto, ha sido el elegido para la aplicación en la detección de defectos.

5. Se ha utilizado la combinación de métodos de destilación de conocimiento y
postcuantización para reducir el tamaño y mejorar la velocidad de inferencia
en tiempo real para modelos de detección de defectos basados en aprendizaje
profundo en dispositivos de borde.

Para implementar este método, el modelo más grande se utiliza
primero para generar etiquetas blandas para los datos de entrenamiento.
A continuación, el modelo más pequeño se entrena utilizando estas etiquetas
blandas, con el objetivo de replicar el comportamiento del modelo más grande
lo más fielmente posible. Una vez entrenado el modelo más pequeño, se
cuantiza mediante técnicas de poscuantización para reducir aún más su
tamaño y mejorar su rendimiento en los dispositivos de menores capacidades
computacionales ("edge”).
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5.2 Conclusiones

En conclusión, este estudio de doctorado ha realizado varias contribuciones
importantes a la comunidad científica en el ámbito de la inspección de defectos
superficiales y el control de calidad mediante inspección por partículas magnéticas.
La primera contribución es el diseño de un sistema fiable de adquisición de imágenes
que combina cámaras de barrido lineal y matriciales para capturar imágenes de
alta resolución tanto de la parte de la cabeza como del vástago de los elementos
de fijación a altas velocidades. Esta metodología ofrece una mayor precisión y
repetibilidad, lo que tiene el potencial de mejorar significativamente la eficiencia y
eficacia de los procesos de inspección.

Otra contribución significativa es la creación del conjunto de datos TekErreka, un
conjunto amplio de imágenes de alta calidad para la clasificación de defectos de
elementos de fijación basada en la inspección por partículas magnéticas mediante
algoritmos de aprendizaje profundo. Este conjunto de datos es un recurso valioso
para los profesionales de la industria en el campo de la inspección por partículas
magnéticas y la clasificación de defectos.

El estudio también presenta un novedoso método de aumentación de imágenes a
nivel de píxel basado en la conversión de máscara a imagen con GAN condicionado
a etiquetas de grano fino, denominado modelo Magna-Defect-GAN. Este método
tiene la capacidad de generar imágenes de defectos superficiales realistas y de alta
resolución y ha demostrado mejorar la precisión de otros modelos de identificación
de defectos superficiales.

Además, el estudio propone un novedoso modelo de aprendizaje profundo
llamado Defect-Aux-Net, que aprovecha las tareas relacionadas para mejorar
simultáneamente la robustez y la precisión de la identificación de defectos
superficiales basada en CNN. El modelo obtuvo resultados sobresalientes en términos
de exactitud, puntuación de dados y precisión media en las tareas de clasificación,
segmentación y detección de defectos.

Además, el estudio ha explorado la combinación de métodos de destilación de
conocimiento y postcuantización para reducir el tamaño y mejorar la velocidad de
inferencia en tiempo real de modelos de aprendizaje automático en dispositivos
de recursos computacionales limitados (“edge”). Los resultados han mostrado que
este método puede lograr una reducción de 4 veces en el tamaño del modelo y los
requisitos de ancho de banda de memoria. El entrenamiento iterativo del modelo
Defect-Aux-Net utilizando enfoques centrados tanto en los datos como en el modelo,
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así como la implementación de Operaciones de aprendizaje automático (MLops)
para supervisar el rendimiento del modelo, ha sido validado obteniéndose resultados
de la máxima calidad.

Por último, se ha implementado un sistema completo e innovador para la inspección
y corrección de elementos de fijación que utiliza robótica avanzada y el modelo
Defect-Aux-net. El sistema utiliza un brazo robótico KUKA KR 60 HA que proporciona
la capacidad de realizar tareas de manipulación de las piezas a inspeccionar con
gran precisión y eficiencia. El equipo Magnaflux realiza el proceso de aplicación de
partículas magnéticas, mientras que el motor de inferencia de IA integrado en los
procesadores Intel Edge AI analiza las imágenes captadas por las cámaras y detecta
los defectos de los elementos de fijación.
Este sistema proporciona una solución completa para la inspección de elementos de
fijación y tiene el potencial de revolucionar el proceso MPI. El uso de tecnologías
avanzadas como la robótica y la visión por ordenador no sólo aumenta la eficacia y
precisión del proceso de inspección, sino que también reduce la intervención humana,
minimizando así las posibilidades de error humano y mejorando la ergonomía, dado
que las piezas pueden alcanzar un peso de hasta 20 kg. Este sistema de vanguardia se
ha desarrollado en Tekniker y se ha puesto en marcha en Erreka Fastening Solutions.
El sistema es un testimonio de las posibilidades de combinar tecnologías avanzadas
para aplicaciones prácticas y de gran impacto industrial.
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Aguilar Martin, F. Stamer, G. Fantoni, G. Tosello, M.Calaon, “Machine Learning
in Manufacturing towards Industry 4.0: From ‘For Now’ to ‘Four-Know,’”Applied
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Period: From 25th April 2022 to 06th May 2022.

About Workshop: The training course was oriented to provide a technical and
economic framework to explain the rationale behind Industry 4.0 and more in
general digital transformation. The course started decomposing industry 4.0 enabling
technologies into its constituents finding for commonalities and showing possible
path to transform a traditional enterprise into a modern data-driven organization.

Training 2: DIGIMAN 4.0 Workshop ’Teaching and Learning’.

Position: Visiting Scholar in the Department of Mechanical Engineering at the
Technical University of Denmark (DTU).

Period: From 25th April 2022 to 06th May 2022.

About Workshop: The training course was oriented to provide a range of innovative
teaching and learning methodologies that can be applied in various educational
settings. The course explores how different learning theories can inform instructional
design, and how technology can be used to enhance student engagement and active
learning. The course aimed at teaching about various pedagogical approaches, such
as project-based learning, inquiry-based learning, and game-based learning, and
gain practical experience in designing and implementing such approaches.
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Appendix 7
7.1 Impact factor of publications

• Journal of Big Data: The JCR journal impact factor of Journal of Big Data in
the year 2021 was 10.835. It is in the position 6 of 110 (Q1) of the category
"Computer Science, Theory and Methods".

• IEEE Transactions on Industrial Informatics: The JCR journal impact factor
of IEEE Transactions on Industrial Informatics in the year 2021 was 11.648.
It is in the position 3 of 65 (Q1) of the category "Automation and Control
Systems".

• Sensors: The JCR journal impact factor of Sensors in the year 2021 was
3.847. It is in the position 16 of 76 (Q2) of the category "Instruments and
Instrumentation".

• Applied Sciences: The JCR journal impact factor of Sensors in the year 2021
was 2.838. It is in the position 39 of 92 (Q2) of the category "Engineering,
Multidisplinary".

7.2 Co-authorship justification

This subsection describes the main contributions of the author in each of the
publications of this thesis compendium:

IEEE Transactions on Industrial Informatics and Sensors:

• Study of the state of the art: Perform a comprehensive review of the existing
literature, including the latest research and advancements in the field.

• Data collection and curation: Identify relevant data sources, collects and
preprocesses the data, and applies appropriate quality control measures to
ensure the accuracy and reliability of the data.

• Conceptualization of the deep learning architectural design and development
of the model: Design a deep learning architecture tailored to the specific
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problem at hand, which includes defining the network structure, selecting the
appropriate activation functions, loss functions, and optimization algorithms.

• Development of methodology: Propose a methodology that outlines the steps
to be followed to apply the deep learning model to the data and obtain
meaningful results.

• Validation of results: Evaluate the performance of the deep learning model,
compares it to existing benchmarks, and reports the results using appropriate
statistical measures.

• Formal Analysis: Perform a rigorous analysis of the results obtained, identifies
the limitations and challenges of the proposed approach, and discusses the
implications of the findings.

• Development of the article’s framework and focus: Outline the structure of the
article and defines its main focus, including the research questions, hypotheses,
and objectives.

• Drafting, reviewing, editing, and analysis of the original manuscript: Draft
the manuscript, incorporates feedback from reviewers and collaborators, and
ensures the clarity and coherence of the text, making sure it conforms to the
standards of the relevant publication.

Journal of Big Data:

• Study of the state of the art: Conduct an extensive and thorough review of the
existing literature to identify the current state of the field of GAN.

• Conceptualization: Contribute to conceptualizing the research questions and
objectives, as well as developing a framework for analyzing and interpreting
the data.

• Methodology: Contribute to the development of methodology by identifying
and describing the data sources and collection methods, as well as the
analytical tools and techniques used to analyze the data.

• Collecting resources: Contribute by collecting and organizing the relevant
resources, including published literature, data sets, and other sources of
information.

• Validation: Validate by ensuring the accuracy and validity of the data and
analysis, and by addressing potential biases and limitations.

• Formal analysis: Perform the formal analysis by applying appropriate statistical
and analytical techniques to the data.

• Investigation: Contribute to the investigation by exploring and interpreting
the findings, and by identifying areas for future research and development.

• Drafting, reviewing, editing, and analysis of the original manuscript:
Contribute by drafting and revising the manuscript, incorporating feedback
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from peer reviewers and editors, and ensuring that the final product is of high
quality and meets the standards of the field.

Applied Sciences:

• Conceptualization: Contribute to conceptualizing the research questions and
objectives, as well as developing a framework for analyzing and interpreting
the data. Identify the scope of the survey and the research gaps, and develop a
clear research question and objectives.

• Original article draft preparation: Contribute to the writing process by
preparing the first draft of the article. Organize the article with an introduction,
literature review, methodology, results, and discussion sections, and ensure that
the draft is clear, concise, and effectively communicates the survey findings.

• Review and editing: Contribute to the writing process by reviewing and editing
the draft manuscript. Revise and improve the clarity, structure, and flow of the
manuscript, ensure consistency in formatting and citation style, and proofread
for errors in grammar, spelling, and punctuation. Incorporate feedback from
peer reviewers and editors to strengthen the manuscript and ensure that it is
of high quality and meets the standards of the target journal or publication.
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This doctoral thesis aims to improve the efficiency and accuracy of defect detection in 
ferromagnetic parts by developing an automated method based on deep learning. Specifically, 
the thesis focuses on fasteners, a type of ferromagnetic part widely used in industries such as 
automotive, aerospace, and machinery. The production of fasteners involves several processes, 
including casting, forging, and machining, which can introduce defects in the surface or near-
surface of the parts. The detection and identification of these defects are critical to ensuring 
the integrity and reliability of the fasteners in their intended applications. The proposed system 
analyzes raw images of fasteners to detect and locate defects by being trained on labeled 
images of fasteners with and without defects. 

To address the challenges of limited data, imbalanced classes, and overfitting, the proposed 
methodology employs a data-centric approach using data augmentation and GAN-based 
synthetic images to expand the size and diversity of the training dataset. Additionally, the use 
of multi-task learning improves the performance of the defect detection model by allowing it 
to learn from multiple sources of information and to generalize better to new tasks. Finally, 
explainable AI techniques are employed to make the defect detection model more 
interpretable and explainable, with GradCAM generating the most interpretable and 
explainable heatmaps. The proposed methodology represents a significant advancement in the 
field of fastener inspection and quality control, with potential applications in various 
industries. The automated defect detection system developed at Tekniker has been 
successfully tested at Erreka Fastening solutions, demonstrating its potential to improve the 
efficiency and accuracy of defect detection in the manufacturing process of ferromagnetic 
parts. 
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