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Abstract

In the past decade, shallow water solvers have dramatically improved
both in terms of accuracy and computational power. New mathematical
models and numerical schemes have been systematically verified against 1D
exact solutions and laboratory experiments. Despite the two-dimensional
nature of some of these benchmark tests, none of them reports complete
2D water depth fields, but only a few profiles are measured and reported
in the best case. This work reports a new benchmarking dataset for val-
idation of shallow water solvers, in which two-dimensional transient water
depth measurements are available for complex steady and transient labora-
tory flume experiments, ranging from transcritical steady flow to dam-break
flows around obstacles and complex beds. The transient water surface was
measured using a commercial-grade RGB-D sensing device which allows to
capture a succession of color-coded point clouds at a high frequency. These
experimental measurements are compared with 2D shallow water simulations
carried out with an extensively tested finite volume solver. Results asses the
suitability of this dataset to perform as benchmark tests, identifying potential
limitations of current and future models.
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1. Introduction

Shallow water solvers have received wide attention in the past decade, re-
sulting in a new generation of robust and efficient models [1, 2] in the search
for large scale and long term computations of complex transients on both nat-
ural and man-made environments. Shallow water models have been exten-5

sively benchmarked against test cases, which are widespread in the literature.
The solvers have been systematically verified against analytical solutions for
simplified problems [3–6]. In addition, they have also been validated against
laboratory experiments [7–17], as well as some well-documented real-scale
field cases [18–20]. More recently, the experimental literature continues to10

report transient shallow flows, though with an added interest on sediment
transport and moving beds [21–26]

Despite the two-dimensional nature of some of the aforementioned bench-
mark tests, none of them reports 2D transient water surface elevations. At
best, transient data along a few profiles are reported and, more often, tran-15

sient data are only reported at a few points. Moreover, in field cases, fully
transient data are seldom available. Well-established instruments such as
pressure gauges [9, 13], ultrasonic gauges [17, 22, 24, 27] and electrically re-
sistive rods [28] have been often used to measure water depth evolution at
discrete points. However, in order to capture a 2D transient field, too many20

of these instruments would be required, making the experimental setup cum-
bersome, impractical and expensive, without still really achieving high spatial
resolution. In 1D flumes, this problem has been solved by using longitudi-
nal imaging [14, 16, 22, 29, 30]. In some cases PIV/PLIF techniques have
been used to obtain velocity fields [13, 31, 32]. Additionally, in experimental25

fluid mechanics, measuring the evolution of a free surface has received little
attention, as it has been mainly understood as a problem for shallow water
flows and more recently for free surface granular flows [33–35].

As numerical models have become more sophisticated, more complex flow
phenomena can be, in principle, accurately simulated. Perhaps some of the30

most challenging are fast transcritical transients over complex topography
and obstacles. These are flows of great interest in Civil Engineering, urban
flooding, and risk management in general [36]. It is therefore highly relevant
to formally verify that numerical models can indeed reproduce such flow
phenomena. The lack of 2D transient experimental measurements generates35

a gap in model validation.
The unavailability of 2D transient datasets comes from the inherent dif-
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ficulty of measuring a fast moving water attempting to fully cover the flow
field. This is a task for which optical methods are best suited. Refraction-
based reconstructions [37–39], stereophotography-based measurements [37,40

38, 40, 41], photogrammetry-based methods [42, 43] (although restricted
to steady flows), light absorption methods [44, 45], stereo-correlation [46],
stereo-refraction [47] and twin-camera refraction analysis of reflected laser
light and PIV [48] have all been tested in attempts to capture moving water
surfaces, each with their inherent drawbacks on requiring projected refer-45

enced grids, specific lighting, sophisticated and expensive equipment, and
technical challenges in their setup and processing.

Recently, a wide range of low-cost 3D sensors have appeared as a conse-
quence of the videogame industry development, which are henceforth termed
RGB-D (red-green-blue-depth) sensors. The original devices – Carmine (re-50

leased by Primesense) and Kinect (released by Microsoft in 2010) – were de-
signed to capture human body movements for interaction with video games.
The massive size of the videogame market enabled these sensors to be devel-
oped and mass produced at a per-unit cost far below that of time-of-flight
(ToF) cameras with comparable aquisition frequencies. These low-cost sen-55

sors were quickly adapted to new applications such as interactive 3D mod-
elling of indoor environments [49], autonomous flight [50], fluid dynamics
measurements [51] or simultaneous location and mapping [52]. The early
RGB-D devices were based on the structured-light principle. This approach
is an active stereo-vision technique. A set of known patterns, sequentially60

projected onto an object, gets deformed by the geometric shape. The ob-
ject is then observed with a camera from a different direction. By analysing
the distortion of the observed pattern, i.e. the disparity from the original
projected pattern, depth information can be extracted.

Metrological studies have extensively documented the accuracy and us-65

ability ranges for such devices [53–55], showing that the depth-accuracy of
RGB-D sensors strongly depends on the distance to the measured objects,
decreasing quadratically at a short range (4-6 m) [53]. On the other hand,
low-cost ToF based sensors such as Kinect2 perform better for the conditions
[54]. [56] compared the Kinect device to several ToF devices in a robotic-70

vision context concluding that they all deliver similar framerates and that
both the Kinect and some ToFs achieve lower depth-accuracy than high-
grade industrial instruments, although the Kinect outperformed some ToF
systems in the short ranges. [57] tested several ToF devices, reporting their
maximum framerates, which range between 30-60 fps, putting the Kinect75
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sensor in the lower end of acquistion rates of ToF cameras. When capturing
complex objects, [58] showed that low-cost RGB-D sensors are below the ac-
curacy of standard photogrammetry tools, together with other limitations in
terms of field-of-view. [59] compared a Kinect sensor to a LiDAR device when
capturing 3D cave features, noting again that the Kinect underperforms com-80

pared to LiDAR, though still highlighting its ease-of-use and very low cost
compared to the high-end instruments. Altogether, the literature suggests
that the main limitations of RGB-D devices are depth-accuracy (as com-
pared to ToF, or laser-ranging devices) and their relatively short operational
range of distances. Additional practical limitations have been identified, such85

as limited capability to measure on surfaces with low reflectivity [60, 61] –
although this has also been reported to be an issue for some industry-grade
ToF sensors [62]–, or infrared-absorbing surfaces [63], excessive background
illumination [61], high ambient infrared [63] and the inability to capture data
from surfaces nearly parallel to the optical-axis [60, 61]. Moreover, because90

of their extended use and their low-cost manufacturing, these devices suffer
from technical issues such as low thermal stability [63, 64] although, arguably,
the errors introduced may be acceptable for many applications. In contrast,
it has been argued that ToF devices may suffer from motion artifacts (if
there is indeed movement in the images), relatively low resolution, they are95

more expensive and require somewhat more power, setup and equipment to
operate [56, 60, 62].

The obvious advantage of RGB-D sensors, compared to conventional
stereo vision cameras and time-of-flight sensors, is clearly their very afford-
able cost, which makes them an attractive tool for many researchers despite100

the aforementioned limitations. Researchers have obtained results of enough
accuracy using these sensors in fields such as coastal mapping [65], soil and
sediment characterisation [66–68], indoor ambient reconstruction [69], plant
phenotyping and sizing [70–72] and to obtain dynamic measurements [73, 74].

A few pioneering studies using RGB-D sensors have been reported in105

Hydraulic or Fluid Mechanics applications. [75] showed the feasibility of
capturing moving opaque water surfaces with a Kinect device. [35] measured
the transient dynamics of a fast-moving granular surface with a Carmine
device. [76] measured surface water gravity waves in clear water in a flume, as
a proof-of-concept that refraction can be used for such purposes. In the same110

line, [77] measured submerged bathymetry with a Kinect device and [78] used
a Kinect device to measure the movement of sediment surfaces submerged
in clear water, by introducing a refraction correction and to measure the
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breach morphologic evolution of a failed earth dam [79]. Tests have also
been performed with submerged devices [80]. The trend in the literature115

suggests that it is in fact possible and convenient to measure dynamic water
surfaces with RGB-D devices by capturing a seeded flow motion of the water
surface or by creating an opaque flow [40].

In the light of this, we present a novel set of transient free-surface water
flow experiments with complex geometries, with flow conditions ranging from120

steady transcritical flows to dam-break cases. In all cases we report the 2D
temporal evolution of the water surface captured by means of a commercial-
grade RGB-D device measuring opaque water. The aim of the study is to
provide a novel and accessible experimental transient water surface dataset.
It can serve as benchmark test for current and future generations of 2D shal-125

low water models, both to validate their capabilities and help identify the
next set of challenges to be solved. We also point out that this is the first ap-
plication –to the authors knowledge– of RGB-D sensors for the measurement
of complex transient shallow water dynamics.

The paper is organised as follows. The description of the experimental130

setup and methods, hydraulic setups and postprocessing procedures are pre-
sented in Section 2. Section 3 is devoted to the mathematical model used in
this paper to provide a quantitative characterization of the data set capabil-
ity to work as benchmarking tool, as well as the model calibration. Section
4 reports the experimental results. The main features observed in the mea-135

sured 2D water depth fields for each test are described and compared with
the numerical predictions. Finally, in Section 5 some conclusions are drawn.

2. Experimental tests program

2.1. Experimental setup and methods

The experiments were performed on a 6m long rectangular cross-section140

(240× 150mm) plexiglass flume, connected to an upstream reservoir. In the
channel reach of interest, the slope was designed to be zero, although mea-
surements reveal a slope of 0.00092m/m in the first 326 cm. Downstream,
a bed kink leads to a flume slope of 0.0404m/m, so as to force supercritical
flow downstream the measurement region (Fig. 3). A closed circuit allows to145

establish steady state flow in the flume, and a pneumatically-actuated gate
in the upstream boundary allows to generate dam-break conditions with dif-
ferent water elevations in the upstream reservoir. The downstream boundary
was always a free outfall into a recirculation tank.
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A number of obstacle configurations were placed in the flume which, com-150

bined with different steady inflows or dam-break conditions, generated com-
plex 2D water surfaces. The water surfaces were recorded using a consumer-
grade RGB-D sensor. The device was suspended 0.7m above the flume, a
good compromise between field-of-view, 2D resolution (millimeters-per-pixel)
and depth-accuracy [35, 53, 69]. A generic setup is shown in Figure 1.155

Figure 1: Experimental setup

The different experiments were measured using two different sensors (Prime-
sense Carmine 1.09 and Microsoft Kinect for Windows SDK 1.8). Both de-
vices provide a sequence of 640 × 480 px RGB + depth-coded images. In
short, the devices project standard structured light (SL) into an infrared
pattern (by means of NIR laser diode at 850nm wavelength) onto the ob-160

jects. The apparent pattern deformation due to the position and shape of the
objects is recorded by a monochrome NIR camera observing from a slightly
different angle. The apparent deformation allows the devices to produce –in
hardware– a depth map for the VGA image. The device streams both the
RGB and depth-coded VGA images. They were recorded with Skanect on a165

laptop computer with a frame-rate of 30 fps approximately. However, actual
acquisition frequency depends on additional processes which are computer-
dependent, ranging from hardware limitations (mainly regarding sufficient
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memory to buffer the streams and disk-dumping speed) to OS-prioritised pro-
cesses. It should be noted that for our rather short experiments the memory170

buffer was sufficient (32GB) and data were dumped onto a solid-state drive
to maintain the highest speed possible. Nonetheless, in practice, the streams
were captured with frame-rates from 10 to 30 fps. Captured images were
timestamped with millisecond resolution, from which it was possible to study
acquisition frequency, and lost frames therefore did not affect the timeline175

reconstruction. For transient cases, it is of particular interest to register the
gate actuation time. This was done by placing a LED on the flume structure
within the field of view of the RGB-D sensor. The LED was switched-on
when the gate was actuated, allowing to register the time of gate actuation
and the duration of gate-opening or gate-closing. The LED lighting was de-180

tected in the image by a Matlab script which then time-stamped the image
sequence accordingly. In order to easily georeference the flume section and
the location of the obstacles, six spatial reference points were placed on the
flume structure within the field-of-view of the sensors (three points at each
side of the flume).185

The devices used project a SL pattern which, in order to observe the water
surface, needs to be reflected by it. The transparent nature of water does
not allow for this. A simple solution is to tint water until it is opaque and
reflects the pattern at the surface. A proof-of-concept of this was reported
by [75] and used with stereophotography by [40]. In the present work, water190

was tinted with titanium oxide (TiO2) at a concentration of 1.2% in mass.
This allows to reflect the pattern off the water surface, thus not requiring
reflection corrections as proposed by [76, 78]. It also has the advantage that
the white color of the water allows for visual color contrast with the obstacles
and channel bed. In addition to the transient flow surfaces, the flume bed195

and obstacles were also captured with the RGB-D in a dry condition, to
completely characterise the channel bed within the field of view.

2.2. Tested cases

Four different geometrical configurations were set using a floor bump
(20.1 cm radius, 31× 24 cm footprint, 7.3 cm maximum height), lateral Ven-200

turi constriction elements (20.1 cm radius, 31 cm long, 15 cm height and
7.3 cm maximum width), a rectangular obstacle (16.3x8.0x7.0 cm) and a
bridge structure. All elements, except the bridge structure were constructed
out of PVC. The bridge structure was constructed from Styrene sheets.

The four configurations are next presented:205
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1. G1: Rectangular obstacle placed at the center line of the flume, as
shown in Figure 2.

Figure 2: G1 configuration: centered obstacle

2. G2: Floor bump across the entire flume width followed by a rectangular
obstacle placed at the center line of the flume, as shown in Figure 3.

Figure 3: G2 configuration: bed bump and centered obstacle.

3. G3: Venturi narrowing and a rectangular obstacle downstream, as210

shown in Figure 4.
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Figure 4: G3 configuration: Venturi narrowing and centered obstacle.

4. G4: Bridge structure with two arches. The arches were 8 cm wide and
5 cm high at the center. Downstream the bridge two slender rectangu-
lar obstacles were placed, one of them following the flume center line
(19.2x1.0x3.5 cm) and the other obliquely to the flume wall (9.5x1.5x5.0215

cm and 21o respect to the flume wall), as shown in Figure 5.

Figure 5: G4 configuration: two-arch bridge with downstream obstacles.

The aforementioned geometry configurations were used for various steady
and unsteady flow conditions which are summarised in Table 1, totalizing
eleven experimental tests. Steady cases were performed setting a constant
discharge in the flume. For dam-break cases the reservoir was filled to a220

height h0 above the flume floor. Then the gate was suddenly open and the
water free-surface was captured with the variable frequency provided by the
RGB-D sensor. The gate opening time was determined from the indicator
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LED light placed in the sensor view area and it was set as the initial time
for measurements.225

Geometry Regime Name Discharge [m3/h] Gate depth [cm] Device

G1
Steady

G1-S.1 5.05 - Kinect
G1-S.2 9.01 - Kinect
G1-S.3 12.05 - Kinect

Dam-break G1-D.1 - 5.5 Kinect

G2
Steady

G2-S.1 5.05 - Kinect
G2-S.2 9.01 - Kinect

Dam-break G2-D.1 - 13.0 Kinect

G3
Steady

G3-S.1 5.05 - Kinect
G3-S.2 9.01 - Kinect

Dam-break G3-D.1 - 5.5 Kinect
G4 Steady G4-S.1 5.75 - Carmine

Table 1: Summary of experimental cases

2.3. Post-processing

The raw data recorded with Skanect were treated with an ad-hoc C code
based on the open-sourced PCL library together with an ad-hoc Matlab
script. The raw depth-maps were processed into 3D point clouds and then
projected into a constant 2D structured grid (a raster, essentially) in order230

to obtain operable data sets for the free-surface elevation. For steady cases,
the discharge in the channel was controlled and the obtained 2D water depth
fields were averaged in time. In unsteady cases, a dam-break wave moves
through the initially dry measurement area. The temporal evolution of the
water free-surface field showed the formation and development of complex235

two-dimensional transient structures.
For steady flow cases, the reported water surfaces were determined from

averaging 60 images of the sequence. Water depths were determined for all
cases by substracting the topography surface – containing the flume bed and
obstacles – from the water surface (averaged, in steady cases; instantaneous,240

in transient cases).
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3. Mathematical model and numerical simulations

In this paper, surface flow is modelled using the 2D shallow-water equa-
tions [81, 82], which can be written as:

∂U

∂t
+

∂F(U)

∂x
+

∂G(U)

∂y
= S + H (1)

where245

U = (h, qx, qy)
T (2)

are the conserved variables, being h [L] the water depth and qx = hu and
qy = hv the unit discharges [L/T ] along the x and y coordinates respectively,
with u and v the depth averaged components of the velocity vector u [L/T ].
The fluxes associated to these conserved variables are

F =

(
qx,

q2x
h

+
1

2
gh2,

qxqy
h

)T

, G =

(
qy,

qxqy
h

,
q2y
h

+
1

2
gh2

)T

(3)

where g [L/T 2] is the gravity acceleration. The source terms on the right-250

hand-side of the system are split into two kind of terms depending on the
nature of the source. The term S represents the friction and it is defined as

S = (0, −ghSfx, −ghSfy)
T (4)

where Sfx, Sfy are the friction slopes in the x and y direction respectively,
here expressed in terms of the Manning’s roughness coefficient n [T/L1/3]:

Sfx =
n2u
√
u2 + v2

h4/3
, Sfy =

n2v
√
u2 + v2

h4/3
(5)

The term H accounts for the variation of the pressure force along the bottom255

in both x and y directions. It is formulated in terms of the bed slopes of the
bottom level z [L]:

H =

(
0, −gh∂z

∂x
, −gh∂z

∂y

)T

(6)

Equations (1) are a depth-averaged model that is only valid under the
assumption of negligible vertical accelerations and, therefore, is associated
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to a hydrostatic pressure distribution. However, it represents a widespread260

formulation in Hydraulic Engineering. System (1) is non linear, time depen-
dent and contains several source terms. It can be included into the family
of hyperbolic systems under the hypothesis of dominant advection. Among
the mathematical properties of (1) is the existence of a Jacobian matrix,
Jn, of the flux in the outward normal direction given by the unit vector n,265

E · n = Fnx + Gny, [83] defined as

Jn =
∂E · n
∂U

=
∂F

∂U
nx +

∂G

∂U
ny (7)

The equations presented in this section are solved by a first-order explicit
finite volume scheme described in detail by [83]. The numerical model is
designed to solve the flow variables only in the wet cells, in order to reduce
the computational time. The method is able to work on both structured and270

unstructured meshes. In the present work examples, unstructured triangular
meshes were used in order to be able to fit them to the shape of the obstacles
and also to benefit from the possibility of local refinement.

The numerical scheme had been previously proved well-balanced and able
to deal with situations of wet/dry fronts, providing stable solutions with a275

mass error comparable to the machine accuracy [84]. The details of the
numerical scheme used are out of the scope of the present work.

3.1. Manning roughness calibration

In order to properly predict the friction term influence in the flow be-
havior, the Manning roughness coefficients n for the plexiglass flume and280

the PVC bed bump were calibrated in a first step. Five different steady
inlet discharges (Q1 = 1.17m3/h, Q2 = 4.01m3/h, Q3 = 7.41m3/h, Q4 =
10.76m3/h, Q5 = 14.06m3/h) were set and the water depth was directly
measured with a rule at different points along the flume center axis. A first
set of measurements was performed with a clear flume bed (without any ob-285

stacles) in order to estimate the plexiglass roughness coefficient. Then, a
second set of measurements was performed placing the bed bump 1.845 m
downstream the gate (see Figure 3) and setting the same steady inflows.

Experimental water depth values measured along the longitudinal flume
center axis were compared with simulations carried out setting identical290

steady inflows to that of the experiments and varying the Manning’s rough-
ness coefficient n for plexiglass and PVC material between 0.008 sm−1/3 and
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0.012 sm−1/3. Numerical results showed the best agreement with experi-
mental water depth in the reach of the flume for a Manning coefficient of
0.01 sm−1/3, for both plexiglass floor and PVC bed bump. Figure 6 shows the295

longitudinal water depth profiles with n = 0.01 sm−1/3 and n = 0.008 sm−1/3

for the clean plexiglass flume, in order to justify the selection.

Figure 6: Experimental (points) and numerical (lines) water depth along the longitudinal
flume axis with (left) n = 0.01 sm−1/3 and (right) n = 0.008 sm−1/3 for the clean plexiglass
flume.

4. Experimental results

4.1. RGB-D sensor validation with direct measurements

As initial test case for the RGB-D sensor measurements, a steady dis-300

charge Q = 11.66m3/h was set in the flume with the Venturi narrowing
placed at 214.5 cm downstream the pneumatic gate. Upstream the narrowing
the flow was subcritical, changing to supercritical at the throat. Downstream
the narrowing a supercritical diamond-shape structure appeared, with small
water depth values at the flume center. The water depth profile along the lon-305

gitudinal flume center axis was direct measured each 5 cm (from X = 205 cm
to X = 275 cm) using a rule. Moreover, the water free-surface was captured
with the Primesense Carmine 1.09 device and it was processed to obtain the
steady 2D water depth field. Figure 7-left shows the reconstructed water
free-surface at the narrowing region.310

Figure 7-right depicts the water depth profile along the longitudinal flume
center axis (Y = 12 cm) for the direct measurements and the RGB-D sensor
results. Relative differences in absolute value between both set of experimen-
tal data (normalized by the mean flow depth upstream the narrowing) are
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also shown in the same figure. The higher differences were found downstream315

the Venturi, where the flow was supercritical and the water depth values were
more limited. Nevertheless, relative differences remained below 10% (of the
mean flow depth) along the longitudinal profile.

Figure 7: Initial test case. (left) Reconstructed water free-surface; (right) Comparison of
RGB-D and direct water depth measurements along the longitudinal flume center axis.

4.2. Centered obstacle (G1)

4.2.1. Steady flow - Cases G1-S.1, G1-S.2 and G1-S.3320

Three different steady discharges were used (Q1 = 5.05m3/h, Q2 =
9.01m3/h and Q3 = 12.05m3/h) with this geometrical configuration. Time-
averaged water-depth fields are depicted in Figure 8. Experimental results
showed a steady rarefaction wave generated at the upstream face of the ob-
stacle. This wave increased its height as discharge increased. Downstream325

the obstacle upstream face a complex wave structure was observed with dif-
ferent diagonal shock waves. A symmetric wake appeared downstream the
obstacle tail. The position of the different waves did not show significant
changes as the discharge increased.

Numerical simulations (Figure 8-right) predicted accurately the flow struc-330

ture observed in the experiments, especially the upstream frontal rarefaction
wave and the diamond wake configuration. Some differences were found at
both sides of the centered obstacle, where the numerical model predicted a
slightly different flow configuration since the transverse shock wave at both
sides of the obstacle appeared slightly upstream in the numerical prediction335

than in the experimental measurements. Also it can be observed that the
water flow surface at the final section is not well reproduced by the numerical
model.
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Figure 8: Experimental (left) and numerical (right) water depth 2D-fields for cases (top
row) G1-S.1, (center row) G1-S.2 and (bottom row) G1-S.3.

A comparison of measured and simulated water depth profiles along the
two longitudinal axis (Y = 0.12m and Y = 0.20m) of the flume and two340

cross-sections (X = 2.10m and X = 2.30m) is depicted in Figure 9. Larger
differences are observed in the obstacle wake close to the field-of-view limit
region, and in the immediate neighbourhood of the obstacle. It should be
stressed that in the field-of-view ending region the numerical model was able
to predict reasonably well the hydraulic jump locations but the water depth345

was underestimated, especially along the longitudinal Y = 0.20m. The
possibility to obtain any water depth profile (depending on the modeller
requirements) is one of the main advantages of the reported experimental
data set, compared with other existing benchmarking tests.
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Figure 9: Experimental (dotted lines) and numerical (solid lines) water depth for steady
cases with geometry G1. Top row: Longitudinal profiles at Y = 0.12 m (left) and Y =
0.20 m (right). Bottom row: cross-section profiles at X = 2.10 m (left) and X = 2.30 m
(right).

The relative differences between experimental and simulated water depth350

(normalized by the mean flow depth upstream the obstacle region) along the
longitudinal profile Y = 0.12m and cross-section X = 2.10m are also shown
in Figure 10. The relative depth difference was higher at the wake center
and close to the obstacle’s lateral faces. This difference always remained
below 20% in the wake region but it increased close to the downstream end355

of the field-of-view where the measurements may be affected by an excessive
optical angle and the reduced flow depth [55]. The cross-section profile at X
= 2.10 m showed relative differences below 10% far from the obstacle’s sides
but it increased close to them (35%). This increment was mainly caused by
the disagreement in the oblique shock wave position between experimental360

measurement and numerical prediction, as it was commented above. Experi-
mental errors exist around the obstacle sides due to shading and high-sloping
water surfaces. This is due to having a single sensor with a vertical optical
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axis meaning that certain regions around obstacles and vertical surfaces are
occluded. This can of course be alleviated by placing more sensors, with365

different fields-of-view and perhaps different optical axis. Simulated results
may also be inaccurate due to shallow-water model assumptions breaking in
the immediate neighborhood of the obstacle. Moreover, the lack of symme-
try in the numerical profiles is due to the use of an unstructured triangular
mesh. In summary, high errors in such close range of the obstacle are to370

be expected, and are difficult to attribute solely to either experimental or
numerical issues.

Figure 10: Relative differences between experimental and numerical water depth for steady
cases with geometry G1: (left) longitudinal profile at Y = 0.12 m and (right) cross-section
at X = 2.10 m.

4.2.2. Dam-break flow - Case G1-D.1

A dam-break case was performed in the flume by setting an initial water
depth upstream the boundary gate of h0 = 5.5 cm above the flume bed.375

The gate was suddenly opened and the actuation time t0 was captured by
the indicator LED light. The time necessary to open the gate was 500ms
approximately. Figure 11 shows a time sequence of the 2D water depth field
for the Kinect data (left column) and the numerical results (right column).
The dam-break wave propagated downstream through the flume reach of380

interest until it reached the centered obstacle at t ≈ 2.6 s. A shock wave
developed upstream the obstacle, initially increasing its depth with time.
The shock wave bended symmetrically around the obstacle, taking a slightly
curved shape, concave in the downstream direction (t = 3.051 s) which later
developed into a downstream-oriented diagonal front. Upstream the obstacle385

the shock wave developed into a hydraulic jump fully perpendicular to the
main flow direction (t = 3.863 s) which propagated upstream until it was
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dissipated at the boundary reservoir. Downstream the obstacle a narrow
diamond wake was formed, similar to the steady cases (t = 3.301 s).

Figure 11: Experimental (left column) and numerical (right column) water depth 2D-fields
for case G1-D.1 at different times.
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The numerical model accurately predicted the dam-break wave arrival390

time and the development of the shock wave upstream the obstacle. Fur-
thermore, the temporal evolution of the computed free surface showed a
suitable agreement with what was observed in the laboratory, especially for
the frontal hydraulic jump appearance and evolution. Differences between
the measured and simulated free surface structure appeared, in particular395

for the upstream shock wave generation process (t ≤ 3 s). Flow around and
downstream the obstacle was well predicted by the numerical model. Wake
structures and their opening angles were well captured.

Figure 12 depicts the temporal evolution of water depth along the flume
longitudinal axis (Y = 12 cm) and a longitudinal profile located equidistant400

from the left flume wall and the obstacle left face (Y = 20 cm). The numerical
water depth profiles show a good agreement with the experimental data,
although the hydraulic jump position is not well captured.

These line snapshots are examples of the kind of information that can
be extracted from the dataset straightforwardly. On the other hand, it is405

worth noting that the representation of time evolution at a probe is more
complicated as it requires an ad-hoc post-processing of the data.

Figure 12: Experimental (coloured line) and numerical (black line) free-surface longitudi-
nal profiles for case G1-D.1 at different times: (left column) Y = 12 cm and (right column)
Y = 20 cm. Grey color line represent the bed bump.
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4.3. Floor bump and centered obstacle (G2)

4.3.1. Steady flow - Cases G2-S.1 and G2-S.2

For this geometry, two different steady inflow discharges were set (Q1 =410

5.05m3/h and Q2 = 9.01m3/h). Experimental time-averaged water depth
fields are depicted in Figure 13-left. The flow was subcritical upstream the
bump for both tested discharges and it became supercritical downstream the
bump. The flow velocity increased in the transcritical region over the PVC
floor bump, resulting in a very low water depth difficult to measure with415

traditional experimental techniques. A slightly marked and curved shock
wave appeared upstream the obstacle for a discharge of 5.05m3/h and it
evolved to a hydraulic jump perpendicular to the flow direction when the
discharge increased to 9.01m3/h. Downstream this hydraulic jump, a com-
plex wave structure was observed with different transverse shock waves, as in420

the previous geometry G1. A symmetrical wake appeared again downstream
the obstacle tail but the observed oblique shock waves on both sides of the
centered obstacle were weaker for this configuration.

The numerical results (Figure 13-right) showed an acceptable agreement
with the observed flow structure for both discharges. Although the com-425

putational model was able to capture the transverse waves downstream the
obstacle front face, important differences were found in the flow configuration
upstream the obstacle. Actually the numerical discontinuities were somehow
exaggerated when compared to those observed experimentally. With a dis-
charge of 5.05m3/h the numerical model predicted a oblique hydraulic jump430

upstream the obstacle but when discharge was increased to 9.01m3/h the nu-
merical result did not show its evolution to a perpendicular hydraulic jump
as it was observed in the Kinect measurement.
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Figure 13: Experimental (left) and numerical (right) water depth 2D-fields for (top row)
G2-S.1 and (bottom row) G2-S.2 cases.

The comparison of measured and computed water depth along the longi-
tudinal flume center axis (Y = 0.12m) and the cross-section at X = 2.40m435

is depicted in Figure 14 for both flow cases S.1 and S.2. Longitudinal water
depth profiles at the flume center axis show a good agreement for experimen-
tal and simulated data except near the obstacle, whereas more significant
differences appeared in the cross-section profile. These differences can be
produced by the combination of shading areas and high slope water surfaces,440

as it was stated for the previous steady cases. It is interesting to note that the
experimental cross-sectional profile for Q1 = 5.05m3/h shows an exponential
behaviour, whereas the numerical solution exhibits a logarithmic behaviour,
suggesting wall-effects which are not captured in the model. However, the
relative differences between numerical and experimental water depth (nor-445

malized by the mean flow depth upstream the floor bump) remained always
below 20% far from the obstacle faces (Figure 15). Close to the obstacle’s up-
stream face, the relative difference was more marked due to the disagreement
in the hydraulic jump shape and height.

21



Figure 14: Experimental (dotted lines) and numerical (solid lines) water depth for steady
cases with geometry G2: (left) longitudinal profile at Y = 0.12 m and (right) cross-section
at X = 2.40 m.

Figure 15: Relative differences between experimental and numerical water depth for steady
cases with geometry G2: (left) longitudinal profile at Y = 0.12 m and (right) cross-section
at X = 2.40 m.

4.3.2. Dam-break flow - Case G2-D.2450

A dam-break with initial water depth upstream the gate of h0 = 13.0 cm
above the flume bed was tested with this geometry. Figure 16 shows a time
sequence of the measured two-dimensional water depth field (left column)
and the corresponding numerical results (right column). The supercritical
dam-break wave overcame the bed bump with a high velocity and reached455

the centered obstacle at t ≈ 1.6 − 1.8 s. A strong shock wave appeared
immediately at the front of the obstacle, exceeding its height and running
over it (t = 2.153 − 2.755 s). Then, this shock wave reduced its height
and evolved to a hydraulic jump perpendicular to the main flow direction
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upstream the centered obstacle (t = 3.527−5.512 s). Simultaneously, a clear460

wake appeared downstream the obstacle.
The numerical model was able to correctly predict the arrival time of the

dam-break wave and the main flow structure created around the centered
obstacle, but some differences appeared in terms of the wave time progress.
Although in general the computed and experimental results showed a good465

agreement, the numerical model demonstrated to suffer difficulties to accu-
rately reproduce the flow over the obstacle as observed in the experiment,
underestimating the frontal shock wave height. This is justified by the possi-
ble loss of validity of the shallow water approximation in this case. It neither
predicted the position of the hydraulic jump properly. This may be due to the470

high velocity of water upon impact and the consequent three-dimensionality
of flow during the impact. The wave arrival process in this case was more
kinetic and violent than in previous cases.
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Figure 16: Experimental (left column) and numerical (right column) water depth 2D-fields
for case G2-D.1 at different times.

Figure 17 shows the water depth temporal evolution along both the longi-
tudinal flume center axis (Y = 12 cm) and the longitudinal profile equidistant475
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from the left flume wall and the left face of the obstacle (Y = 20 cm). Differ-
ences in water depth can be found between numerical and observed values,
especially for the frontal shock wave height and the hydraulic jump position.
The profiles confirm that the shock develops into a vertical column which
cannot be reproduced by the 2D simulations. This column later collapses480

into a standing wave. As the process evolves, and the initial violent impact
effects disappear, the model performs increasingly better.

Figure 17: Experimental (colored line) and numerical (black line) free-surface longitudinal
profiles for case G2-D.1 at different times: (left column) Y = 12 cm and (right column) Y
= 20 cm. Grey color line represent the bed bump.

4.4. Venturi narrowing and centered obstacle (G3)

4.4.1. Steady flow - Cases G3-S.1 and G3-S.2

For the geometry G3, two different constant discharges were again set485

in the flume (Q1 = 5.05m3/h and Q2 = 9.01m3/h). Experimental time-
averaged water depth fields are depicted in Figure 18-left. The flow was
subcritical upstream the Venturi narrowing for both tested discharges and it
became supercritical downstream the throat. A steady hydraulic jump with
an upstream-concave shape appeared downstream the narrowing, changing490

again to subcritical regime before the flow reached the obstacle. Downstream
the obstacle, the free surface developed a complex wave structure as with the
previously reported geometries. The experimental flow field width reduction
observed upstream the Venturi region was caused by visual shadowing zones
created by the narrowing-pieces. The numerical model (Figure 18-right)495

25



was able to predict the observed flow structure including the position of the
hydraulic jump in the narrow region (although some differences were found
in the jump through) and the complex downstream wave structure.

Figure 18: Experimental (left column) and numerical (right column) water depth 2D-fields
for (top row) G3-S.1 and (bottom row) G3-S.2 cases.

A comparison of measured and computed water depth along the longi-
tudinal flume center axis (Y = 0.12m) and cross-section at X = 2.40m is500

depicted in Figure 19. The experimental and computed water depth values
agree well for the longitudinal flume center profile, including the hydraulic
jump height and position, as well as the diamond wake depth. The relative
differences between observed and computed water depth (normalized by the
mean flow depth upstream of the Venturi) remained always below 20% (Fig-505

ure 15), except for the hydraulic jump through where the mismatch in the
jump position between numerical and experimental results lead to very local
higher differences. Finally, the measured and computed water depth along
the cross-section at X = 2.40m also showed an acceptable agreement with
relative water depth differences below 20%. Once again, the overestimation510

of water depth by the numerical simulation in the cross-sectional profiles near
the obstacle, suggests that significant wall-effects near the obstacle are not
represented properly in the model.
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Figure 19: Experimental (dotted lines) and numerical (solid lines) water depth for steady
cases with geometry G3: (left) longitudinal profile at Y = 0.12 m and (right) cross-section
at X = 2.40 m.

Figure 20: Relative differences between experimental and numerical water depth for steady
cases with geometry G3: (left) longitudinal profile at Y = 0.12 m and (right) cross-section
at X = 2.40 m.

4.4.2. Dam-break flow - Case G3-D.1

A dam-break case with an initial water depth upstream the boundary515

gate of h0 = 5.5 cm was performed in the flume. Figure 21 shows a time
sequence of the 2D water depth field for the Kinect data (left column). The
supercritical dam-break wave reached the centered obstacle at approximately
t ≈ 2.3 s. A shock wave appeared upstream the obstacle as in the previous
cases, increasing with time and taking a curved shape (t = 2.729− 2.995 s),520

concave in the downstream direction. The free surface elevation increased
upstream the central point of the Venturi narrowing. The downstream part
of the shock wave resulted in a diagonal pattern, whereas the upstream part
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of the shock wave evolved upstream and developed an upstream concave
curvature as time increased (t = 3.416− 3.853 s) forming a curved hydraulic525

jump downstream the central point of the narrowing (t = 5.756 s). At this
point the flow field acquired a similar structure as in the steady cases.
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Figure 21: Experimental (left column) and numerical (right column) water depth 2D-fields
for case G3-D.1 at different times.

Figure 21 (right column) shows the computed results for that transient
flow. The numerical model was able to predict accurately all the free surface
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structures and the flow evolution, although the exact position of the struc-530

tures was not perfectly reproduced. Nevertheless, a delay of 200-300 ms for
the numerically computed flow evolution respect to that measured by the
RGB-D sensor was observed for this case. Such delay could be caused by
the difficulty to match the actual gate-opening instant and the initial time
extracted from the Kinect images (even a delay of around ∼ 200ms could535

be possible). This must be taken into account when comparing experimental
and numerical plots in Figure 21.

The water depth temporal evolution along both the longitudinal flume
center axis (Y = 12 cm) and the longitudinal profile at Y = 20 cm are
shown in Figure 22. The numerical water depth profiles showed again a540

good agreement with the RGB-D sensor data, including the position of the
hydraulic jump upstream the centered obstacle.

Figure 22: Experimental (colored line) and numerical (black line) free-surface longitudinal
profiles for case G3-D.1 at different times: (left column) Y = 12 cm and (right column) Y
= 20 cm. Initial time from the experimental measurements.

4.5. Two-arch bridge with downstream obstacles (G4-S.1)

Finally, a case with more complex geometry was carried out by placing
a two-arch bridge linked to a centered longitudinal element which separated545

the flow out of each bride arch. In addition, a second obstacle was placed
oblique to the flow direction and adjacent to the flume wall in order to per-
turb the flow out of the left arch. The inflow was set to 5.75 m3/h, ensuring
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that the water level remained below the arch top point. This fact was im-
portant to ensure that the hypothesis of flow under hydrostatic pressure was550

still acceptable and hence the shallow water mathematical model remained
applicable. Flow upstream the bridge was subcritical and became supercrit-
ical downstream. Moreover, the obstacles position and orientation caused a
complex, non-symmetrical flow structure downstream the bridge, with a high
degree of interaction between shock and rarefaction waves. Figure 23 shows555

the 2D water depth field obtained by the RGB-D sensor (left) and computed
(right) for this steady case. Note that experimental data were not acquired
in the arch due to the presence of the bridge top board.

Figure 23: Experimental (left column) and numerical (right column) water depth 2D-fields
for case G4-S.1.

The numerical model was able to predict the measured flow structure
in both regions separated by the centered longitudinal piece, including both560

the backwater effect in the left arch and the complex wave interaction down-
stream the right arch. The right arch region is numerically challenging due
to the elevated number of involved waves and the low flow depth. In order to
perform a 2D spatial comparison of the flow structure, the Froude number
field was computed from numerical results (note that this is not possible to565

do from experimental results, since the velocity field was not measured) and
is shown in 24 (left panel). The gradient of the Froude field was computed
and the regions with highest local gradient were identified –which correspond
to shock wave regions– and are superimposed on the experimental depth field
reported in figure 24 (right panel). The figure shows that the simulated shock570

wave structure agrees well with the experimental flow field, although some
differences were found. Shock wave angles and curvatures are well repro-
duced. A small mismatch is observed downstream the oblique and longitu-
dinal obstacles, in the low-depth region (2.5 ≤ X ≤ 2.7, 0.12 ≤ Y ≤ 0.24).
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Figure 24: Computational Froude number (left) and experimental water depth (right) for
case G4-S.1.

Furthermore, Figure 25-left shows measured and computed water depth575

along the longitudinal profile at Y = 0.07m (centerline of right arch) and
Y = 0.165m (centerline of left arch). The experimental and computed water
depth values along these longitudinal profiles agree well. The longitudinal
profile at Y = 0.165m allows to clarify the slight differences in the shock-
wave structure, as simulated results show a sharper shock at X ∼ 2.65m580

than experimental results. The relative water depth difference (normalized
by the mean water depth upstream the bridge) along these two longitudinal
sections is also displayed in Figure 25-right, remaining always below 20%.

Figure 25: Longitudinal section location (top row), experimental and numerical water
depth along the longitudinal sections (bottom left) and relative water depth differences
(bottom right) for case G4-S.1.
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5. Conclusions

The results of a laboratory-scale experimental campaign including steady585

and unsteady 2D water surfaces ranging from steady transcritical flow to
dam-break flows around obstacles in a plexiglas flume have been presented.
This work constitutes a new benchmarking dataset in which 2D transient
water surfaces are available for shallow water model developers and users
to further test and challenge these models. This dataset has been acquired590

by a novel use of commercial-grade RGB-D sensing devices which allows to
capture a succession of 3D color-coded point clouds and construct the 2D free-
surface elevation field for each measurement. The result is a novel collection
of 2D benchmark shallow flow cases, with transient water depth and water
elevation data for the entire visible flow field, allowing for qualitative and595

quantitative spatio-temporal comparisons with numerical simulations. We
show that this technology is cost-effective and accurate for the purposes it was
intended in this work, opening the way for further more complex applications
for capturing experimental benchmarks for models and other applications of
flume measurements. The main limitations of the experimental approach600

are technical, in terms of a limited field-of-view, thus requiring more sensors
accurately positioned to cover a larger flume or basin with no shading areas,
perhaps even with non-parallel optical axises, and the need to create an
opaque water volume. Because of the low cost of the sensors –arguably their
main advantage– together with their off-the-shelf operation makes a multi-605

sensor setup quite feasible.
This new 2D transient data can help identify limitations in the current

generation of solvers, thus laying the ground for improvements in the near
future. In consequence, simulations performed with an extensively-tested,
state-of-the-art 2D shallow-water numerical model were performed and com-610

pared against the experimental data. The results show the suitability of
this dataset for benchmarking purposes. Furthermore, the tested solver per-
formed well even for complex transient flows. Spatial comparisons of flow
structures were performed, and the high spatio-temporal resolution of the
experimental and numerical data set allows to identify potential shortcom-615

ings in the numerical model. Such shortcoming is perhaps local friction effects
around obstacles, suggesting a need for further mesh refinement and/or bet-
ter friction calibration or representation. The comparisons also show that
numerical results are much sharper at shock waves and much smoother else-
where than the experimental results. This behaviour is a mix of the turbulent,620
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chaotic behaviour in the experiment which is not represented in the model
together with experimental uncertainty.

The methods and results here presented should be useful for the shallow-
water community to further validate numerical solvers under more strenu-
ous tests. Since the technology and methods are inexpensive and relatively625

straightforward, this work paves the way to performing more complex flow
cases, for example in 2D basins with complex terrain, or including further
processes such as moving beds and sediment transport.
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