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ABSTRACT: The heating ability upon application of an alternating magnetic field of a system of monodisperse and non-interacting 
superparamagnetic nanoparticles is described by the linear response theory. But in real applications, nanoparticle systems are rarely 
monodisperse or non-interacting, and predicting their heating ability is challenging, since it requires considering single-particle, inter-
particle and collective effects. Herein we give experimental evidence of a collective effect that originates a deviation from the linear 
response theory in self-assembled anisotropic arrangements. This effect allows tuning Néel relaxation times and, in turn, blocking 
temperatures, just varying the alternating magnetic field amplitude. The analysis of the source magnetic and magnetothermal data 
leads to the development of an empirical model describing the modified Néel relaxation times in term of characteristic parameters, 
whose physical interpretation is discussed. As a result, the dependency of Néel relaxation time on the magnetic field amplitude is 
assigned to a strong interaction energy contribution created locally by the ordered anisotropic assemblies. The reduction of this energy 
upon application of higher magnetic fields is related to the loss of preferred orientation of the magnetic moment of nanoparticles 
within assemblies. Remarkably, this energy contribution does not depend on particle volume, so it does not contribute to widen the 
energy barrier distribution of the assemblies, avoiding this detrimental effect of magnetic interactions, and contributing to an excellent 
heating ability. This work thus provides an analytical framework to analyze or predict the magnetic behavior and heating ability of 
superparamagnetic nanoparticles displaying collective effects. 

Magnetic nanoparticles (MNPs) are multifunctional materials 
used in many fields of science and technology.1 An interesting 

functionality of MNPs is their ability to convert electromagnetic 
energy (from an alternating magnetic field, AMF) into heat. 
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This conversion happens because the applied field, H(t), in-
duces a delayed reversal of the MNP magnetization, M(t). The 
M(H) evolution under an AMF describes thus a hysteresis loop 
whose area accounts for the heat dissipated per field cycle. This 
functionality is being mainly exploited in hyperthermia cancer 
treatment2 and in heat-assisted drug release3 although it can be 
also applied to other biomedical issues (e.g. fungus eradication4 
or Alzheimer’s disease5) as well as to the development of smart 
materials (e.g. shape-memory materials6  or catalysts7). 

For in vivo applications, the composition of magnetic nano-
materials is restricted to iron oxides (maghemite and magnetite) 
due to their reduced toxicity compared to the alternatives.8 Ad-
ditionally, the AMF parameters are limited to certain values of 
amplitude, H0, and frequency, f, to avoid heating of unwanted 
areas and interference with biological electromagnetic signals.9 

This limitation depends on the body area. For example, for a 
typical frequency of 100 kHz, clinical trials conclude that H0 
values are limited to 3 - 5 kA/m in the pelvic region or 8.5 kA/m 
in the upper thorax.10 Obviously, the higher heating ability of 
MNPs for these field ranges, the lower dose must be used, and 
the lower toxicity is induced. For this reason, MNPs with sizes 
next to the limit between the superparamagnetic (SPM) and the 
ferro/ferromagnetic (FM) behavior are best candidates, since 
they show optimum dissipation ability at these low fields.11 
Rosensweig’s model of superparamagnetism12 predicts that, 
when H0 is small enough to fulfill the requirements of the linear 
response theory (LRT), the out-of-phase ac susceptibility (χ’’) 
and the heat power released per mass unit of MNPs (specific 
absorption rate, SAR) are proportional. Accordingly, both mag-
nitudes share the same dependence with temperature. The LRT 
implies that the MNP magnetization is linear with the applied 
field. Thus χ’’ is independent of H0, although dependent on f 
and also on T. χ’’(T) is a function with a maximum (χ’’max) that 
takes place at the so-called blocking temperature (Tb), which 
delimits the FM (T < Tb) and the SPM (T > Tb) behavior. When 
Tb matches the operation temperature (37-45ºC) in magnetic hy-
perthermia, the heating efficiency of the MNPs is maximum. 
According to Rosensweig’s model, Tb is reached at 2πfτ = 1, 
where τ is the relaxation time for magnetization reversal, which 
is equal to Néel relaxation time (τN) for immobilized MNPs 
(case of MNPs in a tissue). τN depends on the energy barrier for 
magnetization reversal (Eb) and on the temperature. Eb in turn 
depends on the MNP size (and magnetic anisotropy). This 
means that, for a given f, and MNP composition, the matching 
of Tb with operation temperature will take place for a particular 
MNP size. 
The abovementioned Rosensweig’s model is strictly valid ei-
ther for a single MNP or for monodisperse MNP arrangements 
without interparticle magnetic interactions. However, real MNP 
self-assemblies are rarely monodisperse or non-interacting, and 
predicting their heating ability is currently a challenging issue. 
Size polydispersity generates a distribution of τN values, which 
in turn widen the χ’’(T) function, decrease χ’’max and shift Tb.13 
Interparticle magnetic interactions also affect the energy land-
scape of the system, causing similar and further effects on 

χ’’(T).14-15 As a consequence, χ’’(T) and SAR(T) functions be-
come unknown, as well as the value of Tb, with direct implica-
tions in applications. 
The above implies that, either when modeling SAR, or when 
analyzing experimental SAR data of MNP self-assemblies, in-
dividual-particle and inter-particle characteristics must be con-
sidered. In addition, in contrast with continuous ferromagnetic 
materials, exchange coupling does no longer limit the creation 
of magnetic configurations and long domains in MNPs self-as-
semblies, and dipolar interactions can induce collective mag-
netic properties in close-packed structures (case of MNPs in cell 
vesicles) dependent on the particular MNPs arrangement.16-20 
This arrangement depends on, among other properties, MNP 
shape. Cubic or faceted MNPs tend to self-organize face-to-
face, leading preferably to chains or columns with ferromag-
netic order.19-21 This is contrary to spherical MNPs that usually 
self-assemble in hexagonal packing. Eventually, these trends 
are tuned by MNP size dispersity. In sum, the assumption of a 
randomly oriented system with dipolar interactions22 is not ap-
plicable to all arrangements, and usually-neglected collective 
effects must be appraised.19,23-24 
Herein, we provide experimental evidence of how collective be-
havior may also bring about deviations from the linear response 
theory: the blocking temperature can vary with H0 even at very 
low H0 values, providing another variable to control Tb. Com-
bining magnetic measurements with SAR(T) data25 from our 
unique characterization setup,26 we are able to cover a wide 
range of f and H0 values, and also to sweep in Eb just changing 
H0. The analysis of these data provides an empirical model for 
τN with several characteristic parameters, whose physical mean-
ing is interpreted through reported theoretical outputs. This 
model includes collective effects and explains the excellent 
heating ability observed in anisotropic MNPs self-assemblies. 
The present work provides a framework to consider the arrange-
ment of the MNPs when comparing their heating ability and 
magnetic properties with theoretical predictions. 
Framework for data analysis. Returning to Rosensweig’s 
model (see SI for a more detailed description) χ’’(T) and 
SAR(T) in the LRT are proportional as, 
𝑆𝑆𝐴𝐴𝐴𝐴 = 𝜋𝜋𝜇𝜇0

𝜌𝜌𝑀𝑀𝑀𝑀𝑀𝑀
𝑓𝑓𝐻𝐻02𝜒𝜒′′                             (1) 

where µ0 = 4πx10-7 T·m/A is the permeability of free space and 
ρMNP is the density of the magnetic material. In the LRT χ’’ is 
independent of H0, although dependent on f, 

𝜒𝜒′′ = 𝜒𝜒0 ∙
2𝜋𝜋𝜋𝜋𝜋𝜋

1+(2𝜋𝜋𝜋𝜋𝜋𝜋)2
                                (2) 

and also on T through both the static susceptibility (χ0) and τ (≡ 
τN on immobilized MNPs). The simplified expression for τN fol-
lows the Arrhenius law, 

𝜏𝜏 ≡ 𝜏𝜏𝑁𝑁 = 𝜏𝜏0𝑒𝑒𝑒𝑒𝑒𝑒 �
𝐸𝐸𝑏𝑏≡𝐸𝐸𝑏𝑏0
𝑘𝑘𝐵𝐵𝑇𝑇

�                        (3) 

where τ0 is the attempt time, τ0 = 10-8 – 10-10 s, and Eb0 is the 
barrier energy for magnetization reversal in absence of interac-
tions (i.e., Eb0 is only created by the anisotropy energy of the 
MNP). These dependencies are enclosed in the scaling variable 
-T·ln(2πfτ0).27 Accordingly, the χ’’(T) vs. - T·ln(2πfτ0) curves 
for different AMF frequencies should collapse if the χ’’  
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Figure1. TEM images of faceted (A) and spherical (B) magnetic nanoparticles, obtained by drop casting the starting organic MNP 
suspensions onto TEM grids. C: MNP size distributions fitted to normal functions. 
height is normalized to account for different χ0 values (χ’’max = 
χ0/2). Given that χ’’ and SAR are proportional, -T·ln(2πfτ0) 
should also act as scaling variable for SAR(T) curves with dif-
ferent AMF frequencies. Eventually, this variable should be 
able to make SAR(T) collapse with χ’’(T) functions after the 
adequate height normalization. 
Moreover, Eb0 = Keff·V, where Keff is the effective magnetic an-
isotropy constant and V is the MNP volume. Accordingly, the 
most evident origin of Eb distribution in a MNP assembly is the 
MNP size polydispersity. Keff stands for the sum of several con-
tributions, such as magnetocrystalline, surface or shape aniso-
tropies. Surface anisotropy, relevant for small-sized MNPs, de-
pends in turn on V. The shape anisotropy term points that shape 
may be another source of Eb distribution. In addition, interpar-
ticle interactions can modify the magnetic landscape experi-
enced by individual MNPs. Often in these cases Eb is described 
with an apparent anisotropy constant (Kapp) as Eb = Kapp·V. Kapp 
can take values very different from those of Keff. It has been 
shown that interparticle dipolar interactions in disperse MNP 
systems can either generate small perturbations to Eb0 or fully 
govern Eb, depending on the Keff of individual MNPs and/or the 
interaction strength.28,29 If the system involves some MNP ag-
glomeration, then it can display a new distribution of Kapp val-
ues related to the size of the aggregates.13 Nevertheless, it is still 
possible to describe the relaxation time of such assemblies us-
ing equation 3 with modified attempt times and/or energy bar-
riers. Therefore, even in the case of magnetic interactions, 
χ’’(T) and SAR(T) should collapse when plotted against 
T·ln(2πfτ0).13,30 Based on these findings, the experimental data 
herein were analyzed in the framework of this data collapse. 
Faceted and spherical magnetic nanoparticles. Arrange-
ments were prepared using magnetite MNPs with two different 
morphologies, spherical (SPH, which are the SOR-18 from 
Ocean Nanotech) and faceted (FAC, lab-synthetized31). SPH 
MNPs display a very homogeneous shape (see Figure 1), and 
are highly monodisperse in size, with a mean diameter of 16.4 
nm and standard deviation of 0.9 nm (5%). FAC MNPs are pol-
yhedral and more heterogeneous in shape than SPH MNPs, as 
revealed by TEM in Figure 1. Also, they are more polydisperse, 
with a mean diameter of 13.9 nm and standard deviation of 2.2 
nm (16%). Note that the biggest FAC MNPs are the same size 
of the average SPH MNPs, but the presence of smaller MNPs 
(down to 9 nm) reduces the mean diameter of FAC MNPs. The 

saturation magnetization (see Figure S2) of SPH MNPs is Ms = 
330.0 kA/m (63.7 emu/g), appreciably smaller than that of bulk 
magnetite (∼446 kA/m). In contrast, FAC MNPs have a MS of 
420.6 kA/m (81.2 emu/g), only slightly lower than that of bulk 
magnetite. A reduced Ms is ascribed to the presence of several 
defects in the crystalline structure of MNPs, leading to a diver-
gence between geometric and magnetic sizes.32 This divergence 
would be stronger in spherical than in faceted MNPs, due to a 
presumably faster MNP growth leading to more defects. With 
the data above, it is already possible to estimate the maximum 
H0 value for which the LRT is valid11 (according to equation 
S3). This value depends on T, and it is H0 < 14.41·T A/m and 
H0 < 18.17·T A/m for SPH and FAC, respectively. Therefore, 
in the temperature range of 200 – 300 K, H0 values would be 
below 2.9 – 4.3 kA/m and 3.6 – 5.4 kA/m for SPH and FAC, 
respectively.  
Randomly arranged big clusters. The first selected arrange-
ment was obtained embedding SPH and FAC MNPs into epoxy 
resin to produce samples SPH-E and FAC-E (see SI and 
scheme I in Figure 2). SPH-E and FAC-E have an average con-
centration of 1.60·10-1 g/g and 8.16·10-2 g/g respectively (g of 
MNPs per gram of sample). However, TEM images (Figure 2) 
of cross-sections perpendicular to the cylinder axis reveal that 
the MNP distribution is inhomogeneous. Figure 2 also shows 
Fast Fourier Transforms (FFTs) of the corresponding TEM im-
ages to help evaluate the arrangement of MNPs upon embed-
ding in epoxy resin. SPH-E is mostly formed by disordered big 
clusters (Figure 2A-B). A few ordered areas displaying three 
dimensional hexagonal arrangements (Figure 2C) can be dis-
cerned. The presence of bright spots in the reciprocal space 
(Figure 2D) indicates that both the spacing and the orientation 
of these arrangement are quite homogeneous due to the mono-
dispersity of these MNPs. But given that these areas are scarce, 
SPH-E can be considered to contain randomly arranged big 
clusters. FAC-E is also constituted by big clusters that, accord-
ing to Figure 2F, do not show an overall order. However, the 
faceted shape of these MNPs promotes the local formation of 
small chains and 2D structures in the clusters. 
In order to detect a possible anisotropy in SPH-E and FAC-E 
from the magnetic point of view, M(H) measurements were per-
formed on these samples with the applied dc field both parallel 
and perpendicular to the cylinder axis (Figure S2). In 
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Figure2. Arrangements of FAC and SPH MNPs. I) Top-left: scheme illustrating sample preparation and later ultramicrotomy sectioning for 
TEM observation of samples FAC-E and SPH-E (randomly arranged big clusters of FAC and SPH MNPs). Bottom-left: TEM image (E) and 
FFT (F) of FAC-E. Right: TEM images (A, C) and FFTs (B, D) of disordered and ordered areas of SPH-E, respectively. II) Top: scheme 
illustrating sample preparation (see experimental section for more details), and afterward ultramicrotomy sectioning for TEM observation, 
of sample FAC-C24 (self-assembly upon matrix solidification of FAC MNPs). Bottom: cross-section TEM images of FAC-C24, revealing 
random orientation of arrangements (G), chains (H), two-dimensional elongated arrangements with hexagonal order (I, together with FFT, 
J) and clusters surrounded of these and also square arrangements (K). III) Top: scheme illustrating sample preparation (see experimental 
section for more details), and afterward ultramicrotomy sectioning for TEM observation, of sample SPH-EO (magnetic field-assisted ar-
rangement of SPH MNPs). Bottom: cross-section TEM images of SPH-EO, revealing highly-ordered areas (darker zones in L-N) surrounded 
by more disperse and disordered zones (lighter areas). Highly-ordered areas present domains with different arrangement orientation, accord-
ing to FFTs (O and P). 

both samples there is a slight anisotropy. The perpendicular 
M(H) is higher than the parallel at low field, up to ca. 1500 Oe 
(119 kA/m). This increment is of 41 % at 50 Oe (4 kA/m) and 
25% at 40 Oe (3.2 kA/m), for SPH-E and FAC-E, respectively. 
Figure S2 also shows zero-field-cooled and field-cooled mag-

netization curves (ZFC/FC M(T)), which display several fea-
tures related to strong interactions among MNPs in both sam-
ples. 
Dynamic measurements (ac susceptibility and SAR) were per-
formed on SPH-E and FAC-E to verify the scaling with - 
T·ln(2πfτ0) predicted by theory. χ’’(T) curves, recorded at the 



5 

 

same H0 value and several frequencies (Figure 3A,D), present 
broad peaks. This reflects a wide distribution of Eb values due 
to size distribution (magnetic volume) and/or the magnetic in-
teractions arising from the MNP arrangement in the samples. 
Another feature indicative of magnetic interactions is the in-
creasing χ’’max values as frequency increases.13 For the scaling 
(Figure 3C,F), all magnitudes were normalized dividing by their 
maximum value, i.e., χ’’max or SARmax. The τ0 values of the scal-
ing variables were obtained from Arrhenius plot of χ’’(T) data 
(see Figure S3). In the case of SPH-E, the scaling produces very 
good data collapse of χ’’(T) and SAR(T) curves. Note that 
SAR(T) was measured with different H0 and f values (Figure 
3B,C). This good collapse is in accordance with the assumption 
that, even in presence of strong interactions, relaxation times 
can be described using equation 3 with modified attempt times 
and/or energy barriers. However, the scaling fails to make 
χ’’(T) and SAR(T) data collapse for FAC-E. χ’’(T) curves, rec-
orded at the same H0 value and several frequencies, do collapse, 
but SAR(T) curves, this time obtained with the same frequency 
and different H0 values, do not collapse either among them, or 
with χ’’(T) curves. The origin of this discrepancy is found in 
raw SAR(T) data (Figure 3E). The blocking temperature shifts 
to lower values as H0 increases. This fact points to an effect of 
H0 in relaxation times that is not reflected in the abovemen-
tioned theoretical expressions, and has, to the best of the au-
thors’ knowledge, never been described theoretically or experi-
mentally. This deviation from LRT occurs even though the H0 
values lie within the limits of the LRT validity. Sample FAC-E 
is then the first experimental evidence of this deviation. 
Self-assembly upon matrix solidification of faceted nano-
particles. In order to shed light on the detected SAR depend-
ence on H0, another sample prepared with FAC MNPs was se-
lected for study, FAC-C24. To prepare it, MNPs were first dis-
persed in melted n-tetracosane and the liquid was then rapidly 
solidified inside a small cylindrical container (see SI and 
scheme II in Figure 2). It has an average concentration of 
8.97·10-3 g/g. TEM images of FAC-C24 (Figure 2G-K) reveal 
a distinct arrangement from that of FAC-E. While in FAC-E big 
disordered clusters were predominant, in FAC-C24 other struc-
tures appear, which seems the result of MNPs segregation to 
solidification fronts during n-tetracosane solidification. These 
are chains and elongated two-dimensional arrangements, 
mainly with hexagonal, but also with square symmetry, typical 
of cubic MNPs.33 Due to the lack of homogeneity in shape and 
size of these MNPs, the orientation inside an arrangement is not 
constant. This produces more ill-defined spots within the recip-
rocal space than those in SPH-E ordered areas (Figure 2D). But 
despite their heterogeneity, FAC MNPs are able to get closely 
packed and keep similar interparticle distances. Eventually, 
these closely packed structures are randomly oriented within the 
sample and appear isolated or surrounding disordered clusters 
smaller than those in FAC-E. 
Due to the container dimensions, M(H) measurements of FAC-
C24 with the cylinder axis perpendicular to the applied dc field 
were impossible. Thus, in this case, only M(H) data with the 
applied dc field parallel to the cylinder axis were obtained. Nev-
ertheless, they reveal that the susceptibility of FAC-C24 at low 
H is more than the double than that of FAC-E (Figure S2). This 
result points to a change related either to magnetic interactions 

and/or to the presence of a preferential alignment of the MNPs. 
This magnetization increase is also reflected in ZFC/FC M(T) 
curves (Figure S2), which display the same features related to 
strong interactions than those of FAC-E. 
χ’’(T) data at the same H0 but different f (Figure 3G) present 
much narrower peaks than those of FAC-E, revealing a more 
limited distribution of Eb. SAR(T) measurements were per-
formed both parallel and perpendicular to the cylinder axis (Fig-
ure 3H). A small difference is found, both in SARmax and in Tb, 
highlighting a certain global anisotropy in the sample. How-
ever, SARmax of FAC-24 in both orientations is more than 16 
times that of FAC-E. A potential preferential orientation of 
chains and two-dimensional arrangements inside FAC-C24 
plays thus a minor role when compared to FAC-E. Further con-
firmation comes from TEM observations, which show random 
orientation of the aggregates and clusters inside the sample 
(Figure 2G). Nevertheless, the great differences observed be-
tween both samples may lie in the preferential orientation inside 
each arrangement. 
It has been shown that spontaneous self-assembly of MNPs dur-
ing a non-equilibrium process such as solvent evaporation (or, 
as in FAC-C24, upon segregation at solvent solidification 
fronts) may lead, under certain conditions, to organization of 
the particles into structures with long-range order (note that the 
MNP assembly in Figures 1A and 2I seems alike).34,35 Dipolar 
interactions become increasingly important as MNPs get closer, 
and their anisotropic character leads to collective magnetic or-
dered structures, including magnetic ordering of the MNPs mo-
ments upon assembly formation.16,35-38 In addition, elongated ar-
rangements of MNPs (predominant in FAC-C24) have been re-
ported to have domain walls along the length of the assembly, 
with ferromagnetically ordered chains along the length direc-
tion. In closed-packed lattices nearest neighbor chains couple 
FM, and consequently FM ordering is favored locally (in the 
particular assembly).40 Moreover, upon magnetic field reversal, 
domain wall sweep proceeds in the transversal direction of the 
elongated assembly, i.e. keeping the longitudinal alignment.38 
In addition, Monte Carlo simulations of anisotropic clusters 
have shown that the magnetic moments of chain and cylinders 
tend to be aligned with the axis of morphology anisotropy39 and 
also that the alignment may improve the heating ability of 
chains and cylinder clusters at most of the angles between the 
AMF and cluster axis.40 All these findings support a local pref-
erential orientation in FAC-C24. The SAR/f values (energy dis-
sipated per AMF cycle) of FAC-C24 are comparable (see Fig-
ure S4) with high SAR values reported in the literature,26,41-45 
obtained with similar H0 values. Due to these high SAR values, 
the arrangements in FAC-C24 are highly interesting for heat 
dissipation applications, like magnetic hyperthermia. 
Figure 3I shows that the -T·ln(2πfτ0) scaling fails resoundingly 
due to a more marked Tb(H0) dependency. In addition in FAC-
C24 (and also in FAC-E), the SARmax data follow a power law 
SARmax ∝ H0

m with m = 1.9 (see Figure S4), close to the ex-
pected dependency for SPM MNPs (equation 1). However, if m 
is evaluated in FAC-24 at a fix T, a gradual m variation is found, 
from 3 at 200 K to 1.4 at 300K. This is a direct effect of the 
Tb(H0) dependency, which in turn may be another consequence 
of the acquired MNP arrangements in FAC-C24. 
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Figure3. For the four MNP assemblies considered (SPH-E, FAC-E, FAC-C24 and SPH-EO), left: out-of-phase component of the ac suscep-
tibility, χ’’(T) at several H0 and f values, measured with the sample axis parallel to the AMF direction; middle: SAR(T) at several H0 and f 
values, recorded with the sample axis parallel (circles) and perpendicular (crosses) to the AMF direction; right: scaling with -T·ln(2πfτ0) to 
verify the collapse among χ’’(T) and SAR(T) curves, using left and middle (just parallel) data and normalizing each curve dividing by its 
maximum value (χ’’max or SARmax). The τ0 value used for the scaling variable (obtained from Arrhenius plots) is given for each sample. 
Note that these values are well below the expected values (10-27 -·10-22 s << 10-8 – 10-10 s), as it usually occurs in highly interacting systems. 

Magnetic field-assisted arrangement of spherical nanopar-
ticles. The fail in the data collapse in samples FAC-E and FAC-
C24 could be attributed to the preferential orientation within the 
aggregates of FAC MNPs upon self-organization. Sample SPH-
E, which fulfilled the LRT theory, does not display such prefer-
ential orientation. To test the behavior of oriented SPH MNPs, 
a fourth sample was prepared embedding SPH MNPs into 
epoxy resin, in presence of a strong static magnetic field parallel 
to the cylindrical mold axis (see SI and scheme III in Figure 2). 
This field-oriented sample was named SPH-EO. It has an aver-
age concentration of 7.69·10-3 g/g and presents a macroscopic 

MNP arrangement in form of spikes oriented parallel to the tube 
axis and visible to the naked eye (Figure S6). TEM images re-
vealed that the cross-section of the macroscopic spike structure 
is formed by highly-packed ordered areas surrounded by more 
disperse and disordered zones (Figure 2L-N), in contrast to 
sample SPH-E, in which ordered areas are rare. Each highly-
packed ordered area displays several domains, corresponding to 
different orientations of the MNP packing. TEM images of sec-
tions parallel to the sample  
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Figure 4. Analysis of Tb(H0) data for FAC-C24. A: Tb values (circles) extracted from Figure 3H (parallel) and Figure S2 fitted to a linear 
dependence with H0, together with Tb values (crosses) extracted from Figure 3G. B: Arrhenius plot of Tb(H=0) (see equation 4). C: frequency 
dependence of -φ(f) (see equation 4). D: Arrhenius plot of Tb values (circles) extracted from Figure 3G and S2, fitted to one linear trend 
per H0 value; Tb values (crosses) extracted from Figure 3H are also plotted. E: relationship between the τ0

*(H0) and Eb(H0) values (see 
equation 8) obtained from the linear fitting in D. F: H0 dependence of τ0

*(H0) and Eb(H0) in E, fitted to a power and a logarithmic dependence, 
respectively . 

axis were also acquired, revealing similar arrangements (Figure 
S6). 
An overall anisotropy in this sample was detected through M(H) 
data (Figure S2). While the susceptibility of SPH-EO with the 
applied dc field perpendicular to the sample axis is similar to 
that of SPH-E with the dc field in parallel direction, that of 
SPH-EO with the applied dc field parallel to the sample axis is 
about the double at 100 Oe (8 kA/m). This fact points to a pref-
erential orientation of the MNPs in SPH-EO, as expected due to 
the field-assisted preparation process. Accordingly, ZFC/FC 
M(T) curves of SPH-EO display similar features related to 
strong interactions than the other samples, with higher M values 
than those of SPH-E, but still lower than those of FAC-C24. 
Figure 3K shows SAR(T) data for SPH-EO measured with the 
ac field both parallel and perpendicular to the sample axis. Sim-
ilarly to FAC-E and FAC-C24, SPH-EO displays a Tb(H0) de-
pendence, which supports the conclusion that it is the MNP ori-
entation that gives rise to deviations from the LRT. However, 
differences are observed between the SAR(T) behavior of FAC-
C24 and SPH-EO (Figures 3H and 3K, respectively). In the for-
mer, parallel and perpendicular SAR(T) show similar values but 
different Tb(H0) values, while in the later, perpendicular SAR(T) 
data are visibly lower than parallel, although Tb(H0) values are 
very similar. These differences between parallel and perpendic-
ular SAR(T) data are most probably due to the fact that MNPs 
in SPH-EO present an overall orientation along the sample axis, 
while MNPs in FAC-C24 display local orientation within elon-
gated arrangements, but these arrangements do only mildly pre-
sent a preferred orientation with the sample axis. Also, SAR(T) 
of FAC-C24 remains higher (more than three times) than that 
of SPH-EO, which is attributed to the particular arrangement 
acquired by faceted irregular FAC MNPs. Eventually, Figure 
3L shows how the data scaling of χ’’(T) and SAR(T) data fails 
again due to the Tb(H0) dependence. 
Empirical model for the Tb dependence on H0 and f at low 
ac fields. In sum, FAC-E, FAC-C24 and SPH-EO display a Tb 
dependence on H0 at low ac fields. We have investigated further 

sample FAC-C24, with a more marked effect, to explore in 
greater depth this dependency. For this purpose, additional 
χ’’(T) data sets at a fix f but with different H0 (Figure S7) have 
been recorded. The Tb(H0) dependency is present at values as 
low as 2 Oe (0.16 kA/m), well within the LRT validity range 
for these MNPs. Figure 4A summarizes all Tb values obtained 
from sample FAC-C24 parallel to the ac field, from Figures 3G, 
3H and S7, plotted against H0. Blocking temperatures deter-
mined at the same f exhibit an exceptionally good linear de-
pendence with H0 that can be described as 
Tb = Tb(H=0)·(1-φ(f)·H0)                            (4) 
where Tb(H=0) is the Tb value at zero H0 (Tb(H=0) depends on f), 
and –Tb(H=0)·φ(f) is the slope of the Tb(H0) curve at each f. Note 
that a similar linear dependency can be found also in FAC-E 
and SPH-EO (see Figure S8). Figure 4B demonstrates that 
Tb(H=0) values do fit well to an Arrhenius dependence, as ex-
pected from theory, but with a very low attempt time (2.70·10-

25 s) and a quite high energy barrier (Eb/kB = 12501 K). Note that 
Eb0/kB for FAC MNPs ranges between 2343 and 4177 K consid-
ering only the magnetocrystalline12 contribution for Keff. φ(f) 
shows a decreasing logarithmic dependence with f (Figure 4C). 
Based on the above, one could assume as first approach that the 
observed Tb behavior is a consequence of the ac magnetic field 
perturbing the energy barrier of the assemblies in absence of 
field, Eb(H=0). According to this,  

𝜏𝜏𝑁𝑁 = 𝜏𝜏0𝑒𝑒𝑒𝑒𝑒𝑒 �
𝐸𝐸𝑏𝑏(𝐻𝐻=0)(1−𝜙𝜙(𝜋𝜋)∙𝐻𝐻0)

𝑘𝑘𝐵𝐵𝑇𝑇
�                     (5) 

with φ(f)·H0 << 1. Within this assumption, τ0 is considered in-
dependent of H0, and Eb depends on H0 and f.  
However, Arrhenius plots of −𝑙𝑙𝑙𝑙(2𝜋𝜋𝑓𝑓) versus 1/Tb for Tb(H0) 
show that τ0 actually depends on H0 (Figure 4D): instead of hav-
ing a single linear dependence, each H0 value gives a different 
slope and intercept in the Arrhenius plot. From this plot, two 
main results are derived: i) the attempt time depends on H0; ii) 
a single Eb value can be obtained for each H0 at any frequency. 
Then, a new expression is proposed for τN, 
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𝜏𝜏𝑁𝑁 = 𝜏𝜏0∗(𝐻𝐻0) ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �𝐸𝐸𝑏𝑏(𝐻𝐻0)
𝑘𝑘𝐵𝐵𝑇𝑇

�                          (8 to 6) 

which accounts for the H0 dependence both in the attempt time 
and the barrier energy, and eliminates the Eb dependence on f. 
Figure 4E shows that lnτ0

* and Eb display a linear relationship, 
which allows τ0

* to be defined as, 

𝜏𝜏0∗(𝐻𝐻0) = 𝜏𝜏0 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝐸𝐸𝑏𝑏(𝐻𝐻0)
𝑘𝑘𝐵𝐵𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

�                           (9 to 7) 

where τ0 = 6.47·10-8 s (of the order of expected values of the 
attempt time of a single MNP) and Tref  is an empirical parame-
ter with a value of 305 K for FAC-C24. 
Equation 7 is certainly a remarkable result: we have been able 
to probe different Eb values in sample FAC-C24, and found an 
unheard-of relationship between τ0

* and Eb. This sweeping has 
been possible, due to the particular arrangement of the sample, 
just changing H0, without the necessity of modifying any char-
acteristic of the sample (concentration, arrangement…) or of 
applying dc magnetic fields.  
It is experimentally observed that τ0

* shows a power depend-
ence on H0 (Figure 5F) that can be expressed as, 

𝜏𝜏0∗(𝐻𝐻0) = 𝜏𝜏0 ∙ �
𝐻𝐻0
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟

�
𝑛𝑛
                               (10 to 8) 

where n = 9.9 and Href = 12.01 kA/m (n and Href are also empir-
ical parameters). τ0

* is initially very small and gets longer with 
increasing H0. Combining equations 7 and 8, 

𝐸𝐸𝑏𝑏(𝐻𝐻0) = −𝑙𝑙 ∙ 𝑇𝑇𝑟𝑟𝑟𝑟𝜋𝜋 ∙ 𝑘𝑘𝐵𝐵 ∙ 𝑙𝑙𝑙𝑙 �
𝐻𝐻0
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟

�                     (11 to 9) 

According to equation 9, Eb(H0) follows a decreasing logarith-
mic trend with H0 (in agreement with Figure 4C). As a conse-
quence, τN (equation 7) decreases as H0 increases. At Tb, 

𝑇𝑇𝑏𝑏(𝐻𝐻0, 𝑓𝑓) = 𝑇𝑇𝑟𝑟𝑟𝑟𝜋𝜋 ∙
𝑛𝑛∙𝑙𝑙𝑛𝑛� 𝐻𝐻0

𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟
�

𝑛𝑛∙𝑙𝑙𝑛𝑛� 𝐻𝐻0
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟

�+𝑙𝑙𝑛𝑛(2𝜋𝜋𝜋𝜋𝜋𝜋0)
                     (12 to 10) 

expression that approximately yields a linear dependence with 
H0 for the experimental range in the present work. 
Modeling χ’’(T) and SAR(T) using Tb and the size distribu-
tion. It has been widely demonstrated13,46 that analyzing the 
whole χ’’(T) and/or SAR(T) curves of a MNP system allows to 
extract more information than just studying Tb data. However, 
the interpretation of these curves is not straightforward, since 
they are often a convolution of several χ’’(T) and/or SAR(T) 
curves due to an Eb distribution,. The comparison between Fig-
ures 3D and 3G or between Figures 3E and 3H (same FAC 
MNPs, different arrangement) reflects the above. Tb values for 
FAC-E and FAC-C24 are slightly different, but the main strik-
ing difference between the samples are the shape and absolute 
values of their χ’’(T) and SAR(T) curves. Thus, continuing with 
the focus on sample FAC-C24, we modeled χ’’(T) and SAR(T) 
data including the effect of size distribution. At first sight, these 
data display a main sharp peak at high T and a tail towards low 
T that suggests a convolution of several Eb distributions. But 
given that Tb has been estimated from the main peak, the mod-
eling was restricted to reproduce the data for the temperatures 
near and above Tb. 

The modeling was made using the Eb distribution related to the 
MNP size derived by TEM and also the previously obtained re-
sults from the empirical model of Tb, in particular Tb(H0,f), 
τ0

*(H0) and Eb(H0) values. Given that for SAR(T) no experi-
mental τ0

*(H0) and Eb(H0) data could be obtained (i.e., at H0 and 
f values of SAR measurements), the modeling of SAR(T) data 
was made using: i) τ0

*(H0) data calculated according to equation 
8; ii) Eb(H0) data using equation 6 at T = Tb. A detailed descrip-
tion and an example of this modeling are given in the SI (section 
10 and Figure S9). The first conclusion derived while trying to 
model the χ’’(T) and SAR(T) curves including the size distri-
bution is that Eb cannot be defined just as Kapp·V, (even increas-
ing the magnitude of Kapp assuming that it contains interaction 
effects) since the obtained χ’’(T) and SAR(T) curves are wider 
than the experimental data. Due to this, Eb was redefined as, 
𝐸𝐸𝑏𝑏 = 𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟 + 𝐾𝐾𝑎𝑎𝑎𝑎𝑎𝑎 ∙ 𝑉𝑉                                  (13 to 11) 
where Earr stands for a contribution to the energy barrier of the 
dipolar interactions established by the specific MNP arrange-
ment in FAC-C24. Figure 5 collects the values of the Earr and 
Kapp parameters derived from the modeling. Earr decreases with 
H0, with an identical logarithmic trend for all f values. The trend 
of Kapp is more unclear. It seems to slightly decrease with H0 
and also to present some dependency on f. But the values at 111 
kHz, which show the highest decrease, are those obtained with 
calculated τ0*(H0) values, and therefore the most uncertain. The 
rest of Kapp values range between 13-17 kJ/m3, below the mag-
netocrystalline anisotropy constant of bulk Fe3O4, but in accord-
ance with experimental results obtained for MNPs.47  
At this point, two different definitions of Eb have been given, 
namely equations 9 and 11: the former obtained from the anal-
ysis of Tb, and the later, from the modeling of χ’’(T) and 
SAR(T). However, they are compatible descriptions. As shown 
in Figure 5A, Earr data can be fitted with the function described 
by equation 9. Fixing n = 9.9 and Tref = 305 K (fitting parameters 
of Eb in Figure 4F), an acceptable fit is obtained with Href = 6.26 
kA/m. Then, we can approximate, 

𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟(𝐻𝐻0) ≅ −𝑙𝑙 ∙ 𝑇𝑇𝑟𝑟𝑟𝑟𝜋𝜋 ∙ 𝑘𝑘𝐵𝐵 ∙ 𝑙𝑙𝑙𝑙 �
𝐻𝐻0
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟
∗ �                   (14 to 12) 

with a new empirical parameter, Href
* = 6.26 kA/m. Combining 

equations 9, 11 at Tb, (i.e. Eb = Earr + Kapp·Vmax) and 12, 

𝐸𝐸𝑏𝑏 − 𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟 = 𝐾𝐾𝑎𝑎𝑎𝑎𝑎𝑎∙𝑉𝑉𝑚𝑚𝑎𝑎𝑚𝑚 ≅ 𝑙𝑙 ∙ 𝑇𝑇𝑟𝑟𝑟𝑟𝜋𝜋 ∙ 𝑘𝑘𝐵𝐵 ∙ 𝑙𝑙𝑙𝑙 �
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟
𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟
∗ �    (15 to 13) 

where Vmax is the MNP volume whose Tb is that of the maximum 
of χ’’(T) or SAR(T). As obtained from the modeling (see Table 
S3) Vmax is 1.95·10-24 m3, so Kapp = 13.92 kJ/m3. This value is 
comparable to the results in Figure 5B. This analysis allows cor-
relating equations 11 and 13 if the uncertain dependence of Kapp 
on H0 and f are neglected (hence the approximation symbol in 
equations 12 and 13). The energy barrier of FAC-C24 is then 
successfully described with a typical anisotropy term (Kapp·V) 
and an additional contribution due to the sample arrangement 
(Earr) that decreases logarithmically as H0 increases. According 
to this, equation 7 can be rewritten as, 

𝜏𝜏0∗(𝐻𝐻0) ≅ 𝜏𝜏0 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟(𝐻𝐻0)
𝑘𝑘𝐵𝐵𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

�                        (16 to 14) 
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Fig-
ure 5. Field amplitude dependency of Earr/kB (A) and Kapp (B) obtained for FAC-C24 from the modeling of data in Figure 3H (parallel) 
and Figure S2, according to equation 13. Earr/kB data are fitted to equation 11, and are plotted together with Eb/kB values (Figure 5) 
fitted to the same equation. C: collapse of χ’’(T) data in Figure S2 (FAC-C24) using -T·ln(2πfτ0

*(H0)) as scaling variable and the 
τ0

*(H0) values in Figure 5F. 
where τ0 = 1.02·10-10 s (in the order of magnitude of expected 
values). Accordingly τN (equation 6) turns into, 

𝜏𝜏𝑁𝑁 = 𝜏𝜏0 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟(𝐻𝐻0)
𝑘𝑘𝐵𝐵𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

� ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �𝐸𝐸𝑎𝑎𝑟𝑟𝑟𝑟
(𝐻𝐻0)+𝐾𝐾𝑎𝑎𝑎𝑎𝑎𝑎∙𝑉𝑉

𝑘𝑘𝐵𝐵𝑇𝑇
�     (17 to 15) 

which is the final output of our empirical model. Within this 
approximation, it can be concluded that the experimental obser-
vation of the variation of Tb with H0 is indicative of the exist-
ence of Earr and thus a sign of particular magnetic interactions 
related to MNP preferential orientation. Moreover, Figure 5C 
shows the data collapse of χ’’(T) data from Figure S7 using -
T·ln(2πfτ0

*(H0)) as scaling variable and the τ0
*(H0) values in 

Figure 4F. The curves recorded with the same frequency show 
a very good collapse, which supports the τN dependency pro-
posed in equations 6 and 15. Accordingly, Figure 5C reflects 
that Eb(H0) is independent of f and gets shifted to lower energies 
as H0 increases. In conclusion, equations 6 to 15 succeed in de-
scribing the behaviour of FAC-C24. 
The same modeling was performed for the sample with opposite 
behavior, SPH-E. Note that, given that all χ’’(T) and SAR(T) 
data show a good collapse (Figure 3C), the parameters resulting 
from the modeling are common for all curves. Using the Eb/kB 
(9714 K) and τ0

* (3.62·10-23 s) values derived from the Arrhe-
nius plot, as well as the TEM size distribution, an excellent re-
production of the curves (Figure S10) was obtained with Earr = 
0 and Kapp = 56.99 kJ/m3. Contrarily to FAC-C24, this sample 
does not display an additional contribution to the energy barrier 
due to the arrangement. However, dipolar interactions are most 
probably affecting its Kapp value. Modeling of FAC-E was also 
attempted, but it failed because of the complex convolution pre-
sented by the main peaks, most probably due to sample arrange-
ment heterogeneity. 
Lastly, modeling of χ’’(T) data of SPH-EO using the τ0

* 
(2.83·10-27 s) and Eb/kB (13873 K) values obtained from the Ar-
rhenius plot (Figure S3) gives good reproduction of the curves 
(Figure S10) with Earr/kB = 3676 K and Kapp = 59.83 kJ/m3.  The 
MNP orientation provides SPH-EO with a Earr ≠ 0, as opposed 
to SPH-E. This finding supports the existence of a contribution 
to the energy barrier (independent from MNP volume distribu-
tion) established by anisotropic MNP arrangements with local 
orientation of MNPs. Note, however, that the Earr of FAC-C24 

is more than double for the same H0. This difference is in ac-
cordance with other differences (arrangement, magnetic and 
magnetothermal properties) between samples FAC-C24 and 
SPH-EO. 
Physical interpretation of the empirical model parameters. 
The empirical model described above is supported on several 
empirical parameters, namely Tref, Href

*, n and Earr (Href is deter-
mined by the other parameters and Kapp·Vmax, see equation 13). 
In order to find a physical interpretation for these parameters, 
we have explored different analytical models that include dipo-
lar magnetic interactions.13,48-51 Among them, we have focused 
on the Dormann-Bessais-Fiorani51 (DBF) model that is in best 
accordance with equation 15 in the sense that it reflects a de-
pendency of τ0

* on Eb. The DBF model provides analytical ex-
pressions for the τN of an arrangement of non-identical (i.e., 
with a certain volume distribution) MNPs with dipolar interac-
tions of different strength. 
For the case of strong dipolar interactions, this model derives 
an expression for a modified Eb, valid if β = 
(µ0/4π)·(MS

2·𝑽𝑽�·a1/kBT) ≥ 2. Considering only interactions with 
first neighbors, SI units, and rearranging Eb (see SI section 7, 
for details) τN can be expressed as, 

𝜏𝜏𝑁𝑁 = 𝜏𝜏0 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒(−𝐸𝐸𝑑𝑑 𝐸𝐸𝑑𝑑𝑑𝑑⁄ ) ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �𝐾𝐾𝑟𝑟𝑟𝑟𝑟𝑟·𝑉𝑉+𝐸𝐸𝑑𝑑
𝑘𝑘𝐵𝐵𝑇𝑇

�               (18 to 16) 

where, 
𝐸𝐸𝑑𝑑 = 𝜇𝜇0

4𝜋𝜋
∙ 𝑀𝑀𝑆𝑆

2𝑉𝑉�𝑙𝑙1𝑏𝑏1      and     𝐸𝐸𝑑𝑑𝑑𝑑 = 𝜇𝜇0
4𝜋𝜋
∙ 𝑀𝑀𝑆𝑆

2𝑉𝑉�𝑎𝑎1        (19 to 17) 

𝑉𝑉�  is the mean particle volume, n1 is the number of MNPs that 
are first neighbors of a given MNP, a1 = 𝑉𝑉�·(3·cos2α1 - 1)/d1

3, α1 
is a mean angular parameter related to the MNP arrangement, 
d1 is the distance between the center of a given MNP and those 
of its first neighbors, and b1 is a parameter similar to a1 that 
accounts for slight differences between MNPs (V and d1). Equa-
tion 16 is qualitatively in accordance with the described empir-
ical model provided that Ed ≡ Earr and Edi ≡ kB·Tref. Therefore, 
Ed/Edi = Earr/(kB·Tref) = n1·b1/a1. This indicates that both Earr and 
kB·Tref are correctly related to dipolar interaction energies re-
lated to the MNP arrangement of closely packed MNPs. 
As stated above, equation 16 is valid if β ≥ 2. To estimate the 
maximum β values possible for FAC and SPH MNPs, the max-
imum a1 must be calculated. From TEM images of samples 
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FAC-C24 and SPH-EO, where MNPs are closely packed, d1 has 
been roughly estimated as 16.5 nm and 18 nm, respectively. In 
the extreme case cos2α1 = 1, the maximum a1 and β values at 
250 K are, respectively, 0.62 and 4.5 for FAC MNPs, and 0.79 
and 5.75 for SPH MNPs. Then these MNPs can fulfill equation 
16 provided that cos2α1 is high enough. In more detail, α1 is a 
parameter that represents, in average, the angle between the line 
joining two MNP centers (a reference MNP and a first neigh-
bor) and the direction of the magnetic moment of the first neigh-
bor. Then, cos2α1 is maximal in the case of a chain of MNPs 
whose magnetic moments are oriented in the chain axis direc-
tion, is lower in the case of other oriented MNP arrangements, 
and even lower in the case of MNP arrangements of random 
orientation. 
However, if β is calculated from the empirical values obtained 
for FAC-C24, then β = Tref/T = 1.22 < 2 at 250 K. Also, from 
the Arrhenius plot of SPH-EO (Figure S3) assuming τ0 = 10-10 
s in equation 14, Tref = 96 K and β = Tref/T = 0.39 << 2 for 250 
K. Then, a discrepancy arises, since both FAC-C24 and SPH-
EO have been experimentally found to have established an Earr, 
but their β values are not high enough to create Earr according 
to the DBF model. This apparent conflict can be explained as 
the DBF model is based on a unique MNP regular arrangement, 
but the arrangement of FAC-C24 and SPH-EO is irregular, pre-
senting diverse MNP ordering and even randomly ordered areas 
(SPH-EO). Then, the average a1 is probably lower than certain 
a1 values of ordered areas that fulfill β ≥ 2 locally. In addition, 
estimation of the DBF factor n1·b1/a1 from the empirical values 
derives values of 29.4 and 38.3 for FAC-C24 and SPH-EO, re-
spectively, at H0 = 0.32 kA/m. 2D arrangements are predomi-
nant in FAC-C24, so that n1 ≅ 6, and thus b1/a1 ≅ 4.9. For the 
3D arrangements in SPH-EO one can assume n1 ≅ 12, and b1/a1 
≅ 3.2. These values seem quite high, considering that b1 ac-
counts for slight differences in V/d1

3 between MNPs.  
Eventually, the DBF model does not predict any explicit de-
pendency of Earr with H0. However, according to equation 16 
and our analysis, the only parameter that could be subject to 
variation with H0 is n1 (n1·(b1/a1) = Earr/(kB·Tref) ≅ -
n·ln(H0/Href

*)). This dependency could be explained on the ba-
sis of the preferential alignment of the MNP easy axes in the 
arrangement. At zero temperature, one may picture the mag-
netic moments preferentially aligned, leading to a strong aniso-
tropic interaction. As temperature increases, some of the MNPs 
become close to their Tb. The H0 field component along the pref-
erential orientation helps the MNPs to overcome Eb and become 
SPM, with their magnetic moments not in a fixed direction an-
ymore. As H0 increases, the population of MNPs that stays on 
the blocked state (contributing to Earr) decreases, thereby reduc-
ing the effective n1 value and the strength of dipolar interac-
tions. Within this picture, larger H0 would promote MNPs to 
become SPM at lower blocking temperatures, as our results in-
dicate. Then the DBF model is consistent also with Earr(H0). In 
accordance with empirical parameters n and Href

*, the popula-
tion of MNPs quitting a preferred orientation in the arrangement 
shows a potential dependence with H0, and the preferred orien-
tation should disappear at Href

*. 
For the sake of comparison, the observed effect of H0 on Earr 
would be equivalent to the application of a static magnetic field, 

Hdc, to a non-interacting system. For example, the Stoner-Wohl-
farth model52  provides an expression very similar to that of Eb 
in equation 5 (see SI for further discussion and more experi-
mental data about this equivalence), although this model does 
not comprise thermally-induced relaxations. Similar results are 
obtained by Monte Carlo simulations.53 In absence of interac-
tions (i.e. in absence of Earr) and in randomly oriented MNPs, it 
is shown that increasing Hdc progressively reduces Eb and nar-
rows the width of the peaks. Consequently, the scaling variable 
for data collapse also depends on H0. In our samples, H0 reduces 
the additional term to Eb (Earr) created by interactions. 
In conclusion, a novel effect has been discovered by combining 
magnetic susceptibility measurements and SAR(T) characteri-
zation over carefully selected arrangements of superparamag-
netic spherical and faceted magnetite nanoparticles: in closely-
packed ordered anisotropic assemblies, Néel relaxation time 
(τN) depends on the amplitude of the applied alternating mag-
netic field (H0) at sufficiently low H0 values to lie within the 
linear response theory range. As a consequence, the blocking 
temperature (Tb) varies linearly with H0 and there is one Ahrre-
nius plot for each H0 value. In addition, the scaling variable -
T·ln(2πfτ0) fails in making collapse χ’’(T) and SAR(T) data for 
different frequencies. Also, SAR does not increase as H0

2, but 
follows a power law whose exponent changes with temperature. 
Both the attempt time (τ0

*) and the barrier energy (Eb) depend 
on H0 through Earr, a strong interaction energy contribution cre-
ated by the ordered anisotropic assemblies. In turn, Eb = Earr + 
Kapp·V, i.e., Earr does not depend on the particle volume, thus 
not contributing to the increase in Kapp. Then Earr does not orig-
inate a widening of the Eb distribution, avoiding a highly detri-
mental effect of magnetic interactions that strongly decrease ab-
solute SAR values. The decrease of Earr with H0 is related to an 
increase in the number of nanoparticles whose magnetic mo-
ment is leaving (near Tb) the preferred orientation induced by 
the anisotropic arrangement morphology. All these effects are 
stronger in faceted nanoparticles that have self-assembled in 
relatively small anisotropic arrangements upon matrix solidifi-
cation, than in spherical particles that have been ordered in vis-
ible spikes under a static magnetic field. Accordingly, the origin 
of Earr is assigned to the local preferential orientation of nano-
particles inside anisotropic assemblies. In sum, this work high-
lights the essential role of arrangement in obtaining high SAR 
values at low H0, and provides a further step towards the under-
standing and prediction of the magnetic properties and heating 
ability of closely-packed self-assemblies of superparamagnetic 
nanoparticles displaying collective effects. 
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