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A B S T R A C T   

The integration of devices based on renewable energies and power electronics makes it necessary to rethink some 
of the methods used for protection and control in distribution and transmission grids. The difference between 
short circuit current contributions from renewable and conventional generators may affect protection system 
operation. Fault phase selection is one of the elements to be analyzed under renewable generation scenarios due 
to its importance in protection functions such as distance protection. 

The digitization of substations presents new opportunities in control and protection systems, such as func
tionality increase, reliability improvement, cost reduction of the installation and capacity for remote mainte
nance. This paper proposes a multi-criteria fault phase selection algorithm developed to be implemented in 
digital substations. The proposed faulted phase algorithm combines the results provided by four independent 
protection algorithms and has been designed to be applied in transmission power systems. Depending on the 
electrical variables measured in each event, quality criteria are defined to consider the strengths and weaknesses 
of each independent algorithm. The proposed algorithm has been implemented and tested on the centralized 
protection and control platform called EPICS, obtaining very satisfactory results.   

1. Introduction 

The main function of protection devices in electrical power systems 
is to detect disturbances and isolate them as quickly as possible to ensure 
safety and system stability and maintain the quality and security of the 
supply. Different protection devices are installed in the electrical 
network to protect it against faults, and one of the most used is distance 
protection [1]. This protection function requires to calculate correctly 
the apparent impedance and to identify the direction of the fault and the 
phases involved to operate appropriately. 

Different algorithms have been proposed in the literature to deter
mine the phases involved during a fault [2–15]. These algorithms aim to 
provide new solutions that overcome the issues found by faulted phase 
selectors during their operation in the electric power system. In [16] an 
algorithm to select the ground fault phase under weak infeed conditions 
is proposed. The presented algorithm combines the frequency 

components and superimposed values to carry out this selection. The 
solution from [3] is based on the correlation of transient voltage to 
perform the phase selection. This approach is valid for the protection 
relays of wind power plants. The phase selection in [4] is based on 
impedance measurement and uses the residual current compensation 
development. The approach described in [5] is based on the adaptive 
cumulative sum method (ACUSUM) to detect faults and discriminate 
faulted phases in transmission lines. Two faulted phase selection logics 
are exposed in [6], one based on superimposed currents and the other on 
sequence voltage. The algorithm based on sequence-current shown in 
[7] considers the fault resistance and the element with the lowest 
calculated reach to select single line-to-ground and line-to-line faults. In 
[8], a solution based on the initial current travelling wave is developed. 
The phase selector proposed in [9] uses superimposed sequence com
ponents and correlation analysis to carry out the phase selection. The 
faulted phase selector in [10] improves the behavior, and is based on 
sequence components during power swing. The phase selector described 
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in [11] uses artificial neural networks. The algorithm from [12] de
termines the fault type using superimposed and steady-state components 
of fault voltage. The solution described in [13] is based on sequence 
components to identify the faulted phase of high-resistance ground 
faults. The faulted phase algorithm described in [14] is focused on 
phasors to select the faulted phase in ultra-high voltage transmission 
lines. The faulted phase selector described in [15] uses a method based 
on transient components to carry out the faulted phase selection in 
double-circuit transmission lines. 

However, the solutions listed above are valid for the specific cases 
presented in each paper but not for the rest of the possible scenarios. For 
example, [16] proposes an algorithm to select ground faulted phase 
under weak infeed conditions and [5] develops a faulted phase algo
rithm that can be applied in double circuit transmission lines and allow 
discriminating faulted phases within 1 ms after fault detection. Never
theless, these algorithms are not tested in other possible scenarios. 
Therefore, it is relevant to implement, debug, and check these different 
algorithms using a platform that allows simulating power system oper
ation scenarios to study the behavior in such scenarios. 

The EPICS Platform (Edge Protection and Intelligent Control System) 
[17] was developed to create a flexible, scalable, replicable, manage
able, and cyber secure hardware and software platform to be used in 
very different application environments (transmission, distribution, in
dustry, …). EPICS allow implementing architectures based on contain
erized microservices, such as differential and distance protection, that 
can be executed on generic hardware making software independent 
from hardware. EPICS can be used as a centralized protection system in 
digital substations. Besides, it enables the development of new pro
tections, controls, and monitoring algorithms in generic hardware to be 
tested in the laboratory. 

Consequently, this study proposes a novel Multicriteria Faulted 
Phase Selection Algorithm (M-FPSA) applicable to transmission power 
systems that improves the results obtained by algorithms usually 
implemented in commercial protection relays for a wide range of elec
tric power system operating conditions. This paper initially assesses the 
performance of four faulted phase selection algorithms. Two of these 
algorithms are proposed and developed during this study. These two 
algorithms are based on the superimposed components theory; the first 

Nomenclature 

EPICS Edge Protection and Intelligent Control System 
FP Faulted Phase 
FPS Faulted Phase selection 
FPSA Faulted Phase selection algorithm 
GTNET Giga-transceiver network communication 
HiL Hardware in the Loop 
IA1 Positive sequence current 
IA2 Negative sequence current 
IA0 Zero-sequence current 
ki and βMi Design parameters 
M-FPSA Multicriteria Faulted Phase selection algorithm 

MU Merging Unit 
Qi Quality Factor 
PV Photovoltaic power plant 
RTDS Real time digital simulator 
SIR Source impedance ratio 
SV-APM Sampled Values based Analog Processing Module 
VA1 Positive sequence voltage 
VA2 Negative sequence voltage 
VA0K Zero-sequence voltage 
ΔIA, ΔIB, ΔIC Sampled single line current variations 
ΔIAB, ΔIBC, ΔICA Sampled line to line current variations 
ΔVAN, ΔVBN, ΔVCN Sampled single line-to-ground voltage variations 
ΔVAB, ΔVBC, ΔVCA Sampled line-to-line voltage variations  

Fig. 1. General Flowchart of the methodology used during the study.  
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employs superimposed sequence currents, and the second uses super
imposed sequence voltages to perform the faulted phase selection. The 
rest of the algorithms are selected and adapted from the literature re
view. These algorithms are based on frequency domain components and 
select the faulted phase using sequence voltages [6] and sequence cur
rents [7]. 

Once the algorithms are defined, they are implemented, container
ized and added to the EPICS platform as microservices [17]. The 
behavior of these algorithms is tested in different scenarios based on real 
electric grids, considering conventional and unconventional sources, 
and strong and weak grids. After the evaluation, a multicriteria faulted 
phase selector is proposed and tested using the same scenarios. 

A Hardware-in-the-Loop (HiL) configuration with a Real-Time Dig
ital Simulator (RTDS) [18] is used to carry out the tests. In HiL, RTDS 
reproduces events that can appear in an electric power system modelled 
in RSCAD software, generating currents and voltages seen by the relay 
during a fault and recording the relay behavior. Examples of RTDS test 
applications can be found in [19–22]. In this study, RTDS publishes and 
subscribes sampled values using IEC 61850-9-2 LE profile [23] and 
GOOSE messages using IEC 61850-8-1. The multicriteria faulted phase 
selector implemented in the EPICS platform uses this information to 
provide a final faulted phase selection. 

To describe the developed work, the paper is structured as follows. 
Section 2 describes the general methodology used during the faulted 
phase selection study. The four faulted phase selection algorithms used 
to assess faulted phase selection are described in Section 3. After that, 
Section 4 describes the quality criteria proposed in this study to provide 
reliability to the faulted phase selection. The criterion used to obtain a 
final faulted phase selection is also described. The laboratory test bench 
and the test network used to evaluate the Multicriteria Faulted Phase 
Selector is described in Section 5 and Section 6. Finally, the main results 
and conclusions are included in Sections 7 and 8. 

2. General methodology description 

The methodology flowchart used during the faulted phase selection 
is described in Fig. 1. 

In the electric grid from the top of the figure, instrument trans
formers (current and voltage transformers) measure the primary cur
rents and voltages analog signals, and the Merging unit (MU) converts 
and merges these signals into digital messages, which are published 
according to IEC 61850-9 LE standard [23] and via Ethernet multicast. 

EPICS platform subscribes and processes these data through the 
“Sampled Values based Analog Processing Module” (SV-APM) imple
mented in a platform of generic hardware, and, after that, the signals can 
be used by the protection functions implemented in the platform, among 
which is the novel multicriteria faulted phase selection algorithm (M- 
FPSA) developed in this research. 

The M-FPSA proposed is described within the dashed line box in 
Fig. 1, which is based on the combination of different faulted phase 
selection algorithms (FPSA1, FPSA2, …, FPSAn) to obtain the final 
result. In this work, four algorithms have been implemented: two based 
on the literature, and the other two proposed and developed during this 

study. Each algorithm obtains a result for the faulted phase (FP1, FP2, …, 
FPn), and the M-FPSA applies to them a quality factor (Q1, Q2, …, Qn) 
whose definition has been determined in this work based on extensive 
simulations in multiple power system conditions. These factors repre
sent the strength and reliability of the faulted phase selection made by 
each algorithm; the higher the quality factor, the more reliable the 
faulted phase selection provided by the algorithm is. 

Once phase selections (FPi) and quality factors (Qi) are obtained, they 
are combined by the M-FPSA to get the final faulted phase selection 
result. 

All in all, to implement and test this methodology, three steps must 
be followed:  

• Step 1. Select the faulted phase selection algorithms whose outputs 
will be combined later by the M-FPSA.  

• Step 2. Definition of the weight criteria used for calculating the 
quality to be considered by the M-FPSA.  

• Step 3. Use the M-FPSA for the optimal combination of the outputs of 
the faulted phase selection algorithms, which will result in a final 
faulted phase selection. 

3. Faulted phase selection algorithms 

As indicated in the previous Section 2, the proposed M-FPSA is based 
on combining several FPS algorithms. This section describes the FPSA1 
and FPSA2, proposed and developed during this study, and FPSA3 and 
FPSA4, which are based on the literature review. 

3.1. Faulted phase selectors proposed during this study 

3.1.1. FPSA1: Faulted phase selector based on superimposed sequence 
currents 

The principle of this technique is based on the variation between 
current (or voltage) signal before and during a disturbance. To obtain 
these variations, the phasor current (or voltage) measured one or two 
cycles before the disturbance is subtracted from the transient signal after 
a disturbance or fault inception [24,25]. The resulting signal obtained 
from applying this technique is known as superimposed sequence 
quantity. After a complete cycle, when steady fault conditions are 
reached, the superimposed sequence quantities value disappears. 

The superimposed sequence quantities technique has several ad
vantages, such as not needing any settings, allowing the phases involved 
during a fault to be selected very quickly and increasing the sensitivity 
due to pre-fault conditions are removed from the signal [12,26]. By 
contrast, in scenarios where fault conditions are similar to pre-fault 
values or slow evolving faults, this technique can provide wrong re
sults [6]. 

Fig. 2 shows the scheme of FPSA1, which uses the module both the 
sampled single line current variations (ΔIA, ΔIB, ΔIC) and sampled line to 
line current variations (ΔIAB, ΔIBC, ΔICA) for the operation of the pro
posed FPSA. 

As it is shown in Fig. 2, when the fault detector signal (FD) is acti
vated, the proposed algorithm calculates the current variations (ΔIi(n)) 

Fig. 2. Scheme of Faulted phase selection algorithm based on Superimposed Sequence Currents.  
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using the sampled phase currents phasor measured in the present 
timestamp (Ii(n)) and the measured in a previous complete cycle (Ii(n −
1)). The prefault current phasors measured one full cycle before the fault 
detector activation are stored and used by FPSA1 during the faulted 
phase selection. Once these current variations are calculated, the 
maximum variation is identified and used as the base to obtain the per 
unit current variations (ΔIi (p.u.)). The faulted phase selection criteria 
compare the module of ΔIi (p.u.) with several thresholds experimentally 
obtained (design parameters from k1 to k6) to decide the phases involved 
during a fault, as is depicted in Fig. 3. 

Although the implemented algorithm has several advantages, such as 
the quick selection of the phases involved during the fault, high sensi
tivity during algorithm operation or the ability to detect evolving faults 
and open pole scenarios, it has some limitations. For example, in the case 
of detection of current transformer saturation, the current measure
ments used by the algorithm are not reliable and therefore, the algo
rithm operation must be blocked. Furthermore, when a switch-on-to- 
fault (SOTF) happens, due to the lack of current measurements in the 
previous complete cycle, the reliability of the faulted phase provided by 

the algorithm must be penalized. These limitations highlight the need to 
combine the algorithm with others to provide a reliable faulted phase 
selection in most parts of grid operation. 

3.1.2. FPSA2: Faulted phase selector based on superimposed sequence 
voltages 

FPSA2 uses both the sampled single line-to-ground voltage variations 
(ΔVAN, ΔVBN, ΔVCN) and sampled line-to-line voltage variations (ΔVAB, 
ΔVBC, ΔVCA) for its operation. Fig. 4 shows the scheme of this FPSA: 

As it is shown in Fig. 4, when the fault detector signal (FD) is acti
vated, the proposed algorithm calculates the voltage variations (ΔVi(n)) 
using the sampled phase-to-ground and line-to-line voltage phasors 
measured in the present timestamp (Vi(n)) and the ones measured in a 
previous full cycle (Vi(n − 1)). Once these voltage variations are calcu
lated, the maximum variation is identified and used as the base to obtain 
the per unit voltage variations (ΔVi (p.u.)). The faulted phase selection 
criteria compare the module of ΔVi (p.u.) with several thresholds 
experimentally obtained (design parameters from k1 to k6) to decide the 
phases involved during a fault, as it is depicted in Fig. 5 are used. 

Fig. 3. FPSA1 criteria based on Superimposed Sequence Currents.  

Fig. 4. Scheme of Faulted phase selection algorithm based on Superimposed Sequence Voltages.  
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Although the implemented algorithm has several advantages, such as 
the quick selection of the phases involved during the fault, high sensi
tivity during algorithm operation or the ability to detect open pole 
scenarios, it has some limitations. For example, in case of detection of 
fuse failure, voltage measurements are unreliable; consequently, the 
algorithm operation must be blocked. voltage measurements are taken 
from the line side, due to the lack of voltage measurements in the pre
vious complete cycle, the reliability Furthermore, in the case of SOTF, 
when the of the faulted phase provided by the algorithm must be 
penalized. These limitations highlight the need to combine the algo
rithm with others to provide a reliable faulted phase selection in near all 
cases of grid operation. 

3.2. Faulted phase selection algorithms based on literature review 

3.2.1. FPSA3: Faulted phase selector based on sequence currents and 
impedance measurement 

FPSA3 is based on the fault identification selection logic (FID) 
described in [7]. It considers the phase angle difference between nega
tive sequence current (IA2) and zero-sequence current (IA0) and the reach 
of the element to select the faulted loop. Following figure shows a 
graphical representation of the faulted phase selector algorithm 
operation: 

Fig. 6(a) represents the phase shift between IA2 and IA0 for the 
different fault types. The fault type can be AG or BCG if phase shift is 0◦, 
with a phase margin of ±30◦ (yellow sector). The final fault type se
lection between AG or BCG will be based on the lowest calculated reach 
for these elements. The fault type can be either BG or CAG if IA2 lags IA0 
by 120◦, with a phase margin of ±30◦ (red sector), finally selecting the 

Fig. 5. FPSA2 criteria based on Superimposed Sequence Voltages.  

Fig. 6. Graphical representation of FID operation [7] (a) Sector angle when resistive faults that IA2 angle fall inside the sectors (b) Sector angle when the resistive 
cause that IA2 angle falls outside the sectors showed in (a). 
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loop with the lowest calculated reach. Finally, if IA2 leads IA0 by 120◦, 
with a phase margin of ±30◦ (green sector), the fault type can be either 
CG or ABG, selecting the loop with the lowest calculated reach. 

In resistive grounded faults, the phase shift between IA2 and IA0 

increases and can cause it to fall outside the angular sectors described in 
Fig. 6(a). In this scenario, Fig. 6(b) is used to identify the fault type. If IA2 
fall inside the angular sector [30◦− 60◦] or [300◦− 330◦] (yellow sector), 
the AG fault resistance (RAG) is calculated and compared with the fault 

Fig. 7. FPSA4 flowchart.  

Fig. 8. Details of the conditions to be used in the flowchart described in Fig. 7.  
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resistance of the phase-to-phase loop (RF) with the lowest calculated 
reach, selecting AG loop in case of RAG is lower than RF, or the loop with 
minimum reach in case of RAG is higher than RF. By contrast, when IA2 
fall inside the angular sector [60◦–90◦] or [150◦–180◦] (green sector), 
the BG fault resistance (RBG) is calculated and compared with the RF, 
selecting the BG loop in case of RBG is lower than RF, or the loop with 
minimum reach in case of RBG is higher than RF. Finally, when IA2 fall 
inside the angular sector [180◦–210◦] or [270◦–300◦] (red sector), the 
CG fault resistance (RCG) is calculated and compared with the RF, 
selecting the CG loop in case of RCG is lower than RF, or the loop with 
minimum reach in case of RCG is higher than RF. 

It should be noticed that the described algorithm has a significant 
limitation. It focuses only on fault scenarios involving ground connec
tion, so double-line or three-phase faults cannot be identified. Further
more, as in FPSA1, the algorithm operation must be blocked in case of 
current transformer saturation. Consequently, the algorithm must be 
combined with others to identify the phases involved for all fault types. 

3.2.2. FPSA4: Faulted phase selector based on sequence voltages 
FPSA4 is based on voltage phasors and is described in [6]. This al

gorithm performs the faulted phase identification by evaluating the 
angle relationship between negative sequence voltage (VA2) and positive 
sequence voltages (VA1), and between zero-sequence voltage (VA0) and 
zero-sequence current (IA0). The following figure summarizes the flow
chart used by the algorithm. 

As described in Fig. 7, the algorithm initially checks if the fault can 
be classified as an “Earth fault” by comparing the negative and zero- 
sequence voltages and currents with their respective thresholds. If 
thresholds are exceeded, a single line-to-ground or double line-to- 
ground fault will be selected (see Fig. 8). 

The following steps allow for distinguishing the phase or phases 
involved during the fault. First, the algorithm needs to identify the fault 
direction. Considering the phase shift between IA0 and VA0 and taking 
VA0 as reference, the fault will be classified as a “Forward fault” (IA0 angle 
varies in the range from 20◦ to 200◦) or “Reverse fault” (IA0 angle ranges 
from 200◦ to 20◦). Depending on the fault direction, the angle sectors 
used to check “Condition 1”, differs 180◦. In “Condition 1”, the phase shift 
between VA2 and IA0 is calculated, and an initial faulted phase identifi
cation is carried out. For example, if a forward fault is identified in the 
previous step and VA2 is in phase with IA0 (β = 0◦), “Condition 1” es
tablishes that the fault can be classified as CG or ABG. 

The evaluation of “Condition 2” is also needed to perform a final 
identification. “Condition 2” selects the fault type based on the phase 
displacement between VA2 and VA1, and depending on this phase shift, 
an AG, BG or CG fault is identified. A final faulted phase selection is 
performed using faulted phase selections provided by “Condition 1” and 
“Condition 2”. If both conditions give the same faulted phase identifi
cation, a single line-to-ground fault occurs in the phase provided by 
“Condition 1”. For example, suppose a CG and ABG fault is identified 
from “Condition 1”, and a CG fault is selected from “Condition 2”. In that 
case, algorithm provides a CG fault in the faulted phase identification. 
By contrast, if both conditions differ from the faulted phase identifica
tion point of view, a double line to ground fault in the phases provided 
by “Condition 1” is identified. Thus, if “Condition 1” classifies the fault as 
CG or ABG fault, and “Condition 2” classifies it as AG fault, the final 
faulted phase identification provided by the algorithm will be the ABG 
fault. 

If the fault cannot be classified as an “Earth fault”, the next step is to 
check if the fault is a “Line-to-Line fault” by comparing the voltages 
measured by the relay in positive and negative sequence with a 
threshold setting. A “Line-to-Line fault” is expected if this threshold is 
exceeded. The result will be “AB fault” if the phase shift between VA2 and 
VA1 is in the range from 180◦ to 300◦, “BC fault” if the phase ranging 
from 300◦ to 60◦, or “CA fault” when the phase shift goes from 60◦ to 
180◦. 

If the thresholds for declaring a fault as “Earth fault” or “Line to Line 
fault” are not exceeded, the fault is classified as a “Three-phase fault”. 

It must be considered that the implemented FPSA4 is an adaptation 
of the described in [6]. During the algorithm operation analysis, some 
limitations were found. For example, it does not detect open pole sce
narios, and in case of resistive faults, when the angle falls close to the 
angle limits, the selection fails. Furthermore, like FPSA2, the algorithm 
operation must be blocked in case of fuse failure. Consequently, the 
algorithm must be combined with others to provide a reliable faulted 
phase selection. 

4. Proposed multicriteria FPS algorithm (M-FPSA) 

The FPS algorithms described previously have advantages, but they 
are not valid for all the scenarios that can occur in the electrical power 
system. This section describes the different criteria (known as quality 
criteria) used to provide reliability to the selection supplied by each 

Fig. 9. Faulted Phase Selection Quality depending on the algorithm: (a) FPSA1 quality criterion; (b) FPSA2 quality criterion; (c) FPSA3 quality criterion; (d) FPSA4 
quality criterion. 
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algorithm in each event and obtain the final faulted phase selection by 
the M-FPSA. For each event, the algorithms with higher quality value 
will have more weight and therefore have more reliability. 

4.1. Quality criteria used for each of the faulted phase selection 
algorithms 

Quality criteria give more importance to algorithms with higher 
reliability according to different parameters during each event. The 
higher the quality value associated, the greater the reliability of the 
selection and greater influence in the final faulted phase selection. 

The quality criteria selection is based on the performance of elec
trical magnitudes measured during the fault. The selection of these 
electrical parameters and the evaluation of how their performance af
fects the faulted phase selection quality is empirically determined by 
analyzing the FPS algorithm’s performance in laboratory tests. 

The first step in the quality criteria definition is to evaluate how the 
different generation scenarios, fault types, fault location and fault re
sistances affect the electrical magnitudes performance used to determine 
the faulted phase in each algorithm. With this information, the design 
parameter values (βMi,j) in which the quality criteria change can be 
obtained. 

Once this information is known, the next step consists of analyzing 
how the different quality values (0, 25, 50, 75 and 100 %) assigned to 
each βMi,j interval affect the success of the FP selection provided by each 
algorithm. From the analysis of the FPS performance in the different 
scenarios, the quality values are assigned to maximize their success 
index. 

Fig. 9 summarizes the selected quality criteria, where βMi,j are design 
parameters defined during the analysis stage of electrical magnitudes 
performance. 

As explained in Section 3.1.1, FPSA1 is based on superimposed 
sequence currents. The quality criterion in this algorithm (Q1) depends 
on the zero-sequence current (I0) magnitude measured during the fault. 
As shown in Fig. 9 (a), the Q1 value is obtained by comparing the I0 
measured value with the design parameters (βM1,1, βM1,2) defined during 
the analysis stage of FPSA1. For example, if I0 is less than βM1,1 or higher 

than βM1,2, Q1 will be 50. By contrast, if I0 is in the range of (βM1,1, βM1,2), 
Q1 will be 75. 

FPSA2 is based on the superimposed sequence voltages, as described 
in Section 3.1.2. As shown in Fig. 9 (b), the quality criterion value 
(QAlg_2) depends on incremental voltage variations during the fault: the 
more significant the incremental voltage, the better reliability of the FP 
provided by this algorithm is. 

FPSA3 considers the phase angle difference between negative 
sequence current (IA2) and zero-sequence current (IA0), as summarized 
in Section 3.2.1. In this case, the quality criterion (Q3) depends on the 
minimum value between the zero-sequence current (I0) and the 
negative-sequence current (I2) magnitude measured during the fault, as 
indicated in Fig. 9 (c). This value is compared with four design param
eters (βM3,1, βM3,2, βM3,3 and βM3,4). Fig. 9 (c) shows that QAlg_3 increases 
with the minimum between I0 and I2. 

Finally, FPSA4 is based on voltage phasors, as described in Section 
3.2.2. In this case, the quality criterion (Q4) depends on the ratio be
tween the negative and the positive sequence voltage (V2/V1) and the 
relationship between the negative-sequence current (I2) and positive- 
sequence current (I1) magnitude, as it is shown in Fig. 9 (d). The value 
of I2 defines two different curves. The blue line defines the quality cri
terion (Q4) if I2 is higher than 10 % of I1. By contrast, the orange line is 
used if I2 is less than this threshold. For both cases, the same design 
parameters (βM4,1, βM4,2, βM4,3 and βM4,4) are used to obtain Q4. 

Once the quality values (Q1, Q2, Q3 and Q4) are obtained and before 
their evaluation in the M-FPSA, an additional factor is applied to each 
algorithm. This new factor represents the effect of the strength of the 
source behind the relay location in the faulted phase selection quality. 
For example, it is known that algorithms based on current values do not 
behave correctly when fault current comes from unconventional sources 
such as PV plants or type-IV wind turbines or when weak infeed con
ditions are present. In these scenarios, algorithms based on voltages are 
prioritized before algorithms based on currents to increase the reliability 
of the final faulted phase selection because they are more reliable before 
weak sources. 

Fig. 10. Example of operation of the Proposed M-FPSA.  
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4.2. Proposed multicriteria FPS algorithm description used for the final 
faulted phase selection 

Once faulted phase and quality values are obtained from the different 
FPS algorithms under study (FPi and Qi, respectively), a final step is 
needed to carry out the final faulted phase selection. It consists of 
making a final weighting calculation to obtain the faulted phase. This 
task is illustrated in Fig. 10 through two examples. 

In the first step, the four FPS algorithms explained in Section 3 

provide four results for the faulted phase (FP1, FP2, FP3 and FP4) and four 
quality values (Q1, Q2, Q3 and Q4). In the second step, all the qualities 
obtained from the algorithms in Step 1 that give the same FP are added, 
resulting in several possible faulted phase selections with different total 
quality values (QTOT_i). For example, as shown in Case (a) from Fig. 10, 
the algorithms FPSA1 and FPSA2 are providing the same faulted phase 
selection (FP1 = FP2 = AG), then their qualities (Q1 = 50, Q2 = 100) are 
added obtaining the total quality QTOT_AG of 150. Furthermore in this 
step, the FPs obtained are sorted in descending order of their quality 

Fig. 11. General diagram of laboratory test bench.  

Fig. 12. Test network used to analyze the M-FPSA.  

Table 1 
Circuit breaker status for each scenario.  

Grid configuration CB1 CB2 CB3 CB4 CB5 CB6 CB7 

Scenario 1 (SIR = 0.5 and SIR = 5) Closed Opened Closed Closed Opened Closed Closed 
Scenario 2 (SIR = 0.5) Closed Opened Closed Closed Closed Opened Closed 
Scenario 3 (SIR = 0.5) Opened Closed Closed Closed Opened Closed Closed  

Fig. 13. Transient signal during a resistive fault.  
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Fig. 14. Faulted phase selection-Scenario 1: Short line (a) Forward direction (b) Reverse direction.  

Fig. 15. Faulted phase selection-Scenario 1: Long line (a) Forward direction (b) Reverse direction.  

Fig. 16. Faulted phase selection-Scenario 2 (a) Forward direction (b) Reverse direction.  

Fig. 17. Faulted phase selection-Scenario 3 (a) Forward direction (b) Reverse direction.  
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values (QTOT_AG > QTOT_ABG > QTOT_CAG) and the maximum quality value 
is obtained (QTOT,MAX = Max(QTOT_AG, QTOT_ABG, QTOT_CAG)). In the third 
step, the quantities QTOT_i are normalized using as a base the maximum 
value of the qualities obtained in Step 2 (QTOT,MAX). In the last step (Step 
4), the normalized values (Wi) from Step 3 are compared with a 
threshold experimentally defined (0.9p.u.). This threshold makes iden
tifying faulted phase selections with non-significant quality differences 
possible. If only one FP has a normalized value higher than the 
threshold, it would be selected as the final faulted phase, as shown in 
Case (a) from Fig. 10. By contrast, if there are several faulted phases 
whose normalized value is higher than the threshold, the final faulted 
phase will be identified as Unknown because several faulted phase se
lections with similar total quality are available and cannot be 

distinguished. Therefore, all impedance loops are released after a pre-set 
time, as in the example from Fig. 10 (b). 

5. Laboratory test bench 

This section describes the laboratory test bench used to check the 
proposed M-FPSA. The laboratory includes an EPICS platform imple
mented over a server Lenovo SE350 with Rocky Linux 8.5 operating 
system with 16 cores (2.2 GHz each one) and 64 GB of RAM, a com
munications switch (Hirschmann Greyhound GRS1042), and an RTDS 
simulator including four giga-transceiver network communication 
version 2 (GTNETx2) cards and one giga-transceiver network commu
nication (GTNET) card able to work with IEC61850 Sampled Values and 
IEC 61850 GOOSE. All these elements are integrated into an infra
structure able to emulate and test any scenario in the grid. 

Fig. 11 displays a diagram of the laboratory test bench. In this setup, 
it is possible to use RTDS to model electrical power systems that interact 
through hardware in the loop simulations, using real equipment, control 
systems, and electrical protection schemes. Therefore, it is a very 
convenient setup to test EPICS platform services and algorithms before 
their implementation in the field. 

The RTDS allows the simulation of electrical power systems in real- 
time. The GTNETx2 card can be programmed with the IEC61850 SV 
firmware (GTNETx2_SV) or with the IEC61850 GOOSE firmware 
(GTNETx2_GSE). 

Using GTNETx2_SV firmware, it is possible to convert signals, as 
voltages and currents generated in real-time, into IEC61850 SV signals 
that the EPICS platform can subscribe. In this study, the standard 
IEC61850-9-2 LE [27] was used for SV publications made by the RTDS. 
Moreover, using the GTNETx2_SV firmware, it is possible to subscribe to 
IEC61850 SV signals published by the EPICS platform, which can send 
some feedback signals useful for analyzing the behavior of the service or 
algorithm under test. 

Using the GTNETx2_GSE firmware, it is possible to publish GOOSE 
messages with the information needed by the service under test pro
cessed by EPICS and with that firmware, it is also possible to subscribe to 
GOOSE messages published by the EPICS to complete the hardware in 
the loop (HIL) platform. 

The EPICS works as a generic platform where different algorithms 
can be developed and implemented using any programing language. In 
this study C++ [28] has been selected. The resulting outputs of the al
gorithms are communicated via IEC61850 GOOSE messages or 
IEC61850 SV to the RTDS that execute the remedial actions in real time 
over the simulated electrical power system. 

All the communications inside the laboratory test bench pass through 
the Ethernet switch Hirschmann GRS1042. An additional computer is 
used to program and configure all the elements inside the laboratory. 

6. Test network 

This section describes the test network used to analyze the M-FPSA 

Fig. 18. Faulted phase selection: Global results: (a) Time instant = 20 ms (b) Time instant = 100 ms.  

Table 2 
Generator data.  

Generator data Thevenin equivalent Synchronous generation 

Nominal Voltage (kV) 400 400 
Phase (deg) 10 0 
Frequency (Hz) 50 50 
Resistance Series + (Ohm) 0.05 0.05 
Resistance Parallel + (Ohm) 1E38 1E38 
Inductance 1 Parallel (Henry) 3.18e-2 3.18e-2 
Resistance 0 Series (Ohm) 3 3 
Inductance 0 Series (Ohm) 9.55e-2 9.55e-2  

Table 3 
Transmission line.  

Line 1  

Model Bergeron (RLC) 
Positive Sequence Series Resistance (Ohm/km) 0.0271 
Positive Sequence Series Ind. Reactance (Ohm/km) 0.2785 
Positive Sequence shunt Cap. Reactance (MOhm*km) 0.2429 
Zero Sequence Series Resistance (Ohm/km) 0.1960 
Zero Sequence Series Ind. Reactance (Ohm/km) 0.8239 
Zero Sequence Shunt Cap. Reactance (MOhm*km) 0.4137  

Table 4 
Power transformer.  

Power transformer TR1 TR2 

Transformer rating(3 Phase) (MVA) 225 200 
Winding #1 Connection Wye Delta 
Winding #2 Connection Delta Wye 
Base frequency (Hz) 50 50 
Base primary voltage (L-L RMS) (kV) 400 400 
Base secondary voltage (L-L RMS) (kV) 14.5 220 
Leakage inductance of Tx (p.u.) 0.15 0.104 
No load losses (p.u.) 0.001 0.00048 
Winding 1 Magnetizing current (%) 1 1 
Winding 2 Magnetizing current (%) 1 1  
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and the implemented faulted phase selection algorithms. In the grid 
transmission model described in Fig. 12, the external grid is represented 
by a 400 kV Thevenin equivalent with solid grounded connection. This 
external grid is connected to a 200 MVA load (with a power factor of 
0.85) through an overhead line and a 400/220 kV power transformer 
(TR2). A 200 MW photovoltaic power plant (PV) model with a grid 
following control based on decoupled control strategy has also been 
connected at Bus 1 to evaluate the behavior of the algorithms under 
weak infeed. The PV control model includes the fault-ride-through and 
fast fault current injection requirements defined in the Spanish Grid 
Code for Type D power park modules [29,30]. Furthermore, a current 
injection strategy that prioritizes the positive and negative sequence 
reactive current injection concerning the positive sequence active cur
rent injection has been used during this study, as described in [22]. 
Finally, a synchronous generation (GS) is connected to Bus 2. 

The electrical data from generators, power transformers, and the 
transmission line can be found in Appendix A. 

The study considers the following three scenarios:  

• Scenario 1: Strong grid in the local and remote terminal. Two-line 
lengths (long line (SIR = 0.5) and short line (SIR = 5)) are tested 
in this scenario.  

• Scenario 2: Strong grid in the local terminal and weak grid from the 
load in the remote terminal. Long line is tested in this scenario (SIR 
= 0.5).  

• Scenario 3: Weak grid from the PV power plant in the local terminal 
and strong grid in the remote terminal. Long line is tested in this 
scenario (SIR = 0.5). 

To generate the previous scenarios, the circuit breakers shown in 
Fig. 12 are operated as detailed in Table 1. 

Furthermore, the following fault types are applied at 2 %, 50 % and 
97 % of Line 1 in Forward and reverse directions for each scenario:  

• Single line-to-ground faults: AG, BG and CG  
• Line-to-line faults: AB, BC and CA  
• Line-to-line to ground faults: ABG, BCG and CAG  
• Three-phase fault: ABC  
• Evolving faults (only at 50 % of Line 1): AG → ABG, BG → BCG and 

CG → CAG  
• Switch onto fault (only at 2 % and 97 %): AG, BC, CAG and ABC 

Consequently, the study has carried out 270 tests, also including 
resistive faults. The definition of fault resistance in protection studies is 
not straightforward because it is highly variable and relatively unknown 
[31]. The study described in [32], where the authors process real faults’ 
data on 400 kV lines, concludes that the typical fault resistance is below 
10 Ω in 92 % of the analyzed faults. Furthermore, the IEC 60255-121 
standard [33], where the functional requirements of distance protec
tion are specified, sets a cover resistance of 15 Ω for the line-to-ground 
faults and 10 Ω for the line-to-line faults. According to the values found 
in the literature, the following fault resistance values were considered 
during tests: 0.01 Ω, 10 Ω and 15 Ω. Fault resistances with higher values 
have not been considered for two reasons: first, they are not very 
frequent, and second, they are difficult to detect by many protection 
algorithms. There are specific methods for those cases that have not 
been included in the analysis. 

7. Test results and discussion 

This section compares the faulted phase success achieved by each of 
the four algorithms separately and the M-FPSA proposed in this article 
when tested in the scenarios described in Section 6. 

In the analyzed tests, an unsuccessful selection means that the FPSA 
cannot provide a clear selection (provides NONE), or the result is a 
wrong selection. 

The FPS algorithms used during the study are based on the calcula
tion of phasors. These phasors are provided by Fourier transform (FT) 
applied to the voltage and current signals. The FT usually needs a full 
cycle to provide relevant results. However, the voltage and current 
signals must reach a stable value to obtain proper results. During tests, it 
is observed that there are fault scenarios where transient signals need 
more than a cycle to achieve a steady state. For example, Fig. 13 shows 
the magnitude and angle of negative sequence voltage (V2_mod and 
V2_angle, respectively) measured during a resistive fault. As is shown in 
the figure, the transient signals need around 30 ms to reach a stable 
state. 

Furthermore, grid codes, such as the Spanish Grid Code, allow for a 
renewable resources time response of up to 80 ms [30]. Additionally, 
FPS algorithms are used by protection functions such as distance pro
tection for its operation. Distance protection not only operates instan
taneously (Zone 1). It also works with time delays (such as Zone 2 or 3). 
The time delays reach more than 100 ms. Then, the faulted phase se
lection algorithm must be stable over time to ensure the correct opera
tion of distance protection considering these time delays. 

For all these reasons, FPS algorithms are evaluated in two instants 
regarding the fault inception: at time = 20 ms (Transient state) and at 
time = 100 ms (Steady-State). All in all, it must be indicated that 
although the M-FPSA test results are shown at 100 ms, it does not mean 
that the algorithm needs this time to obtain the successful faulted phase 
selection. The M-FPSA provides the same proper phase selection at a 
time below 30 ms that is considered suitable for instantaneous protec
tion functions operation. 

Next figures summarize test results described in Section 6. They show 
that the success of each algorithm varies with the fault direction (for
ward or reverse) and the grid configuration (grid scenarios). For 
example, FPSA1 behaves correctly when conventional sources supply 
fault current (Figs. 14–16). Still, the success when unconventional 
sources supply the fault current is low because it cannot obtain the 
proper selection (see Fig. 17). Furthermore, this algorithm is less sen
sitive to the grid configuration, providing good results independently of 
the SIR. 

When FPSA2 is used, figures show better behavior when evaluated at 
20 ms than at 100 ms after the fault inception. This method is based on 
incremental values without memory and therefore, after one cycle, the 
incremental value comes to zero. Furthermore, its better performance is 
reached when unconventional sources are connected (success selection 
= 88 %). Moreover, the results obtained when directionality changes are 
very similar. 

FPSA3 is suitable only for faults involving ground connection so that 
the percentage of success is reduced compared with the other methods 
that can select all fault types. Besides, the figures show that it behaves 
better in grid configuration with less SIR value (SIR = 0.5). When un
conventional sources are connected, it cannot select the faulted phase 
selection at 20 ms but provides good results at 100 ms. Moreover, as in 
FPSA2, the results obtained when directionality changes are very 
similar. 

FPSA4 is more sensitive to the directionality, improving the perfor
mance with forward direction. Furthermore, it behaves better in short 
lines and provides outstanding results when unconventional sources are 
connected to the grid. 

Finally, M-FPSA shows very good results in all scenarios. This algo
rithm provides suitable faulted phase selections under conventional and 
unconventional sources and when faults are applied in forward and 
reverse directions. 

Slight differences between the success rate of the algorithms’ per
formance in the transient state (20 ms) vs the steady-state (100 ms) can 
be observed in the figures (Figs. 14–17). These differences (up to 10 % 
for individual algorithms) are introduced during resistive faults, and 
they are caused by the following two factors: a) the fault dynamic during 
a resistive fault is slow and it needs a bit more than 20 ms to reach a 
stable state; this affects all the methods; b) the angle criteria used to 
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select the faulted phase fall close to the limits of the angle section; this 
only affects FPSA3 and FPSA 4 algorithms. 

As shown in the previous figures (Figs. 14–17), the four algorithms 
have strengths and weaknesses, and their behavior worsens in one or 
several analyzed scenarios. However, M-FPSA provides a success per
centage higher than 90 % in steady-state fault for all scenarios. 

Fig. 18 summarizes the success of the faulted phase selection pro
vided by each algorithm considering all scenarios to have a global vision 
of their performance. From Fig. 18, it is concluded that the M-FPSA 
improves the faulted phase selection when it is evaluated in transient 
and in steady-state fault conditions (20 ms and100 ms after the fault 
inception, respectively). 

Considering that the renewable penetration level will increase dur
ing the next years, FPSA1 will reduce its reliability. Still, the M-FPSA will 
work properly during the transient period, as it is demonstrated in 
Fig. 17. 

8. Conclusions 

The substation digitalization provides new tools to improve the 
protection system behavior. With this aim, this article proposes and 
develops a novel Multicriteria Faulted Phase Selection Algorithm (M-FPSA) 
that enhances the faulted phase selection provided by algorithms usually 
used in commercial protection relays. Four FPS algorithms have been 
assessed in this study. Two of these algorithms are proposed and 
developed during this study. They are based on superimposed sequence 
components theory. The other two algorithms are adapted from the 
literature review. All these algorithms are implemented in EPICS plat
form, which is already installed in a real substation. EPICS platform 
allows making software independent from hardware, improving pro
tection and control systems reliability, flexibility, and adaptability. 
From a research point of view, this platform is a tool for testing new 
protection solutions in a real environment of fully digital substations. 

In the novel M-FPSA, quality criteria are defined to provide reli
ability to the faulted phase selection supplied by each FPS algorithm, 
improving the performance of faulted phase selectors in scenarios that 
typically occur in transmission power grids. 

Several tests have been carried out in different grid configurations 
(long line, short line, weak grid and unconventional sources) to identify 
the strengths and weaknesses of the four algorithms, define quality 
criteria and evaluate the performance of M-FPSA. 

The test results conclude that the success of the faulted phase se
lection provided by each algorithm varies with the fault direction (for
ward or reverse) and the grid configuration. However, globally, when all 
the scenarios are considered, the M-FPSA performs better. For example, 
FPSA1 behaves accurately when conventional sources supply fault cur
rent but is not suitable with unconventional sources because it cannot 
correctly select faulted phases. Furthermore, FPSA2 or FPSA3 are 
insensitive to the fault direction, but the success of these algorithms are 
less than in FPSA1. FPSA4 behavior depends on the scenario, providing 
better results when applied in short lines. 

When the M-FPSA is tested under the same scenarios, it shows that 
the success is higher than 90 % in steady state fault for every analysed 
scenario, reaching almost 100  % in most cases. Then, the multicriteria 
approach presents higher reliability, regardless of the grid configuration 
and fault type. This fact makes this approach more accurate than the 
independent algorithms because its success rate is not subjected to as
pects such as the fault direction, the line length or the strength of the 
source that provides the fault current. 

The following steps in the development of M-FPSA will include test 
scenarios with different grounded topologies, such as ungrounded and 
grounded with impedance, to analyze the best combination for distri
bution systems. 
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