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RESUMEN 
 

CAPÍTULO I: Introducción 
El estudio del mecanismo de reacciones orgánicas es hoy una materia 

transversal dentro del campo de la Química, y como tal debe considerarse  

desde un punto de vista multidisciplinar que aborde diversos puntos de vista 

tanto teóricos como experimentales. El proyecto de investigación, en el que 

se enmarca el desarrollo de esta Tesis Doctoral, se centra principalmente en 

el uso de técnicas computacionales para el estudio mecanístico de reacciones 

orgánicas. 

Concretamente, las reacciones que van a servir de objeto de estudio 

presentan, en su mayoría, intermedios inestables o transientes que 

difícilmente pueden ser detectados por técnicas experimentales, y necesitan 

pues, de técnicas computacionales para su estudio.  

 

CAPÍTULO II: Objetivos 
El objetivo principal de este proyecto de investigación es el estudio 

mecanístico de reacciones orgánicas y la justificación por medio de técnicas 

computacionales de los resultados obtenidos experimentalmente.  

Como ejemplos de reacciones orgánicas se han escogido tres tipos: 

1) Reacciones de oxidación de heterociclos 

2) Migración de grupos protectores en carbohidratos 

3) Procesos organocatalíticos  
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CAPÍTULO III: Metodología 
Los estudios mecanísticos se han desarrollado principalmente de manera 

computacional, siendo la optimización mediante cálculos DFT la principal 

herramienta para el estudio de los diversos sistemas. Sin embargo, para la 

caracterización de los puntos de inflexión (reactivos, productos, intermedios 

y estados de transición), se ha hecho uso de las más modernas técnicas 

computacionales como son el estudio de la función de localización 

electrónica (ELF), el análisis de las interacciones no covalentes (NCI) ó 

cálculos de dinámica molecular (MD). 

Por otro lado, en caso de ausencia de resultados experimentales con los que 

contrastar los datos teóricos, dichos resultados se han obtenido de manera 

experimental, principalmente haciendo uso de técnicas espectroscópicas 

(RMN) para estudiar el desarrollo de la reacción. 

 

CAPÍTULO IV: Oxidación de heterociclos de 5 miembros con 

óxidos de metales de transición 
En este capítulo se estudia le sincronicidad de las oxidaciones de diversos 

heterociclos al ser oxidados con tetróxido de rutenio. El mecanismo de esta 

reacción ha sido objeto de debate durante años, y este proyecto arroja algo 

de luz al asunto demostrando que heterociclos donde el heteroátomo es 

capaz de estabilizar por resonancia el intermedio de reacción, se oxidan 

siguiendo un mecanismo por pasos, mientras que aquellos en los que el 

heteroátomo este ausente, o sea incapaz de estabilizar la carga se verán 

oxidados siguiendo una vía concertada (Esquema 1).  
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Esquema 1: Mecanismos de reacción para la oxidación de heterociclos con teróxido de rutenio. 

En el segundo apartado del capítulo, se estudia la misma oxidación, pero 

usando como sustrato una hidroxilamina cíclica. Aparte de la determinación 

del mecanismo de reacción, se estudia la regioselectividad de la reacción 

cuando se lleva a cabo la oxidación de hidroxilaminas cíclicas de 5 miembros 

sustituidas en la posición 3’.  

A diferencia de las pirrolidinas del primer apartado, las hidroxilaminas se 

oxidan siguiendo una ruta concertada, en la que el estado de transición 

coincide con la abstracción del hidrógeno del grupo hidroxilo. Este hecho 

hace que la influencia del sustituyente en la posición 3’ del anillo se vea 

reducida en la mayoría de los casos a efectos estéricos, y no electrónicos 

como se teorizaba en un principio, reduciendo en gran medida la 

regioselectividad de la reacción. Esto es debido a que sólo la abstracción de 

uno de los 4 hidrógenos por los que puede transcurrir la reacción (Ha en el 

Esquema 2) se puede ver dificultada por el impedimento estérico entre el 

sustituyente y el oxidante. 

Dada la ausencia de resultados experimentales en la oxidación de 

hidroxilaminas con RuO4, se han sintetizado y hecho reaccionar varias 

hidroxilaminas con este oxidante observando, de acuerdo con los resultados 

computacionales bajas regioselectividades en todos los casos.  
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Esquema 2: Reacción general entre hidroxilaminas cíclicas de 5 miembros sustituidas sobre la 
posición 3’ y tetróxido de rutenio. 

 

CAPÍTULO V: Estudio cinético y computacional del mecanismo 

de migración de grupos protectores en carbohidratos 
La migración de grupos protectores en carbohidratos en un fenómeno 

conocido que dificulta el aislamiento y la purificación de muchos de estos 

compuestos. En este capítulo, se propone un modelo teórico sobre la 

migración de estos grupos protectores, usando como ejemplo la migración 

de acetilos en diversos mono- y trisacáridos. Los resultados teóricos serán 

contrastados con medidas cinéticas experimentales que auguran diferencias 

de energía muy pequeñas entre los múltiples isómeros de cada carbohidrato. 

Este hecho, unido a la gran variabilidad conformacional de los azúcares, y a 

que la reacción se lleva a cabo en medio acuoso, hacen necesario un análisis 

conformacional en profundidad y el establecimiento de un modelo de 

solvatación adecuado para reducir al mínimo posible los errores derivados 

de contrastar constantes cinéticas experimentales con barreras de energía 

obtenidas mediante cálculos computacionales. 

Para modelizar correctamente la influencia del disolvente, diversos modelos 

de solvatación, tanto intrínsecos como extrínsecos fueron puestos a prueba. 

Dada la influencia del pH en la velocidad de reacción, el modelo teórico tiene 

que ser capaz de explicar también dicha dependencia, por lo que es necesario 

realizar un estudio de la acidez de los diferentes carbohidratos y justificar su 

influencia sobre la migración.  

El modelo finalmente propuesto hace uso del equilibrio ácido-base entre la 

forma protonada y desprotonada del azúcar, done la velocidad de migración 
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se ve incrementada de manera exponencial cuando el carbohidrato presenta 

el hidroxilo vecinal al grupo protector desprotonado, dado el mayor carácter 

nucleófilo del anión.  Sin embargo, dado que el pH del medio es cercano a 

neutro, la forma protonada actúa como resting state, haciendo así que la 

concentración de la especie desprotonada sea baja, reduciendo en 

consecuencia la velocidad de migración. Este modelo permite explicar 

también por qué la velocidad de reacción se incrementa de manera 

exponencial con el pH del medio, pues de la misma manera que se 

incrementa el pH, aumenta en consecuencia la concentración del azúcar 

desprotonado (Esquema 3). 

 

Esquema 3: Mecanismo general, teniendo en cuenta el pH del medio para la migración de 
acetilos en un derivado de glucosa. 

Finalmente, el modelo fue puesto a prueba con trisacáridos, donde la 

migración puede darse también entre las distintas unidades de 

monosacáridos. El modelo, resultó ser adecuado para este nuevo sistema, 

aunque la mayor variabilidad conformacional de los trisacáridos en 

pH

Ácido

Básico
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comparación con los monosacáridos incrementó la desviación del modelo 

teórico de los resultados experimentales.  

 

CAPÍTULO VI: Exploración computacional de mecanismos de 

reacción y selectividad en procesos organocatalíticos 

asimétricos 
El último capítulo se centra en el estudio computacional del mecanismo de 

reacción y el origen de la selectividad en una serie de procesos 

organocatalíticos enantioselectivos que presentan como factor común el uso 

de materiales de partida aquirales o en forma racémica. En la mayoría de los 

casos, la reacción transcurre a través de intermedios transientes o de baja 

estabilidad que dificultan su detección experimental. En total se han 

estudiado 4 sistemas, ilustrados en el Esquema 4.  

El primero se trata de una aminohalogenación transanular de enesultamas. 

Esta reacción se inicia por la inserción del bromo en el doble enlace del anillo, 

seguido por el ataque intramolecular del nitrógeno a la posición 

homobencílica. El estudio se centra en dar explicación a la aparente inversión 

de la regioselectividad a través del análisis del mecanismo de reacción, pues 

en este tipo de sistemas, lo habitual es que la inserción del bromo se 

produzca en la posición contigua al anillo aromático, formando un 

intermedio carbocatiónico bencílico, mucho más estable.  

Un análisis conformacional inicial reveló que la tensión del anillo impide la 

conjugación entre el doble enlace endocíclico y el anillo aromático, 

impidiendo en todas las conformaciones la estabilización del intermedio 

catiónico. A pesar de la falta de estabilización por parte del anillo aromático, 

este intermedio esta estabilizado por una interacción de carácter dador con 

el nitrógeno endocíclico, que es la responsable de la aparente inversión de la 

regioselectividad. En última instancia, esta interacción se intensifica y lleva al 

ataque nucleófilo de este mismo nitrógeno sobre la posición homobencílica, 

a través de un segundo estado de transición casi plano, finalizando la 

reacción.  
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A pesar de que el reactivo de partida es aquiral, la barrera de interconversión 

entre sus imágenes especulares es relativamente alta, lo que genera una 

situación similar a una DKR. La enantioselectividad del proceso es 

consecuencia de la formación de un π-stacking entre uno de los anillos 

aromáticos el organocatalizador con el anillo aromático de la enesultama en 

uno de los enantiómeros del reactivo de partida.   

 

Esquema 4: Sistemas organocatalíticos enantioselectivos estudiados. 

El segundo apartado se centra en el estudio de la selectividad de la expansión 

de anillo iniciada mediante la bromación del grupo vinilo de diferentes 

vinilciclobutanoles, para dar ciclopentenonas. En esta reacción que recuerda, 

en parte, a una transposición semipinacolínica, se podía obtener también un 

epóxido por el ataque intramolecular del alcohol. El mecanismo para la 

formación de ambos productos resulta ser concertado pero altamente 
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asíncrono, con un intermedio transiente cuya vida media excede los 200 fs. 

La mayor proporción del producto carbonílico se debe a las tensiones 

intramoleculares del estado de transición para la formación del epóxido, que 

debido a la disposición del catalizador, obliga a los orbitales no enlazantes 

del alcohol a apuntar en la dirección contraria al grupo vinilo, teniendo que 

producirse su inversión piramidal, y aumentando así su energía. Sin embargo 

grupos electro-dadores sobre el anillo aromático del grupo vinilo estabilizan 

en mayor medida al estado de transición que conduce al epóxido, 

aumentando así la proporción de este último en el producto final. 

El tercer apartado estudia la reacción de contracción de anillo del óxido de 

ciclooctatetraeno mediada por ácidos fosfónicos y aminofosfónicos quirales, 

seguida por una posterior alilación enantioselectiva. Los estudios cinéticos 

demuestran la capacidad de los ácidos aminofosfóricos de catalizar una 

doble contracción de anillo, que da como resultado la formación de 

aldehídos aromáticos. El factor clave que controla la contracción de anillo es 

la acidez del organocatalizador. En el caso de los organocatalizadores más 

ácidos, como los ácidos aminofosfóricos, la etapa limitante es la apertura del 

epóxido en el óxido de ciclooctatetraeno, por lo que una vez se abre el 

epóxido, la reacción continúa hacia la doble contracción con barreras 

siempre más bajas que la inicial. Por otro lado, en el caso de los ácidos 

fosfóricos, más suaves, la etapa limitante es la segunda contracción de anillo, 

por lo que a temperaturas moderadas se puede obtener mayoritariamente 

el producto correspondiente a una única contracción.  

Finalmente, en el último apartado se estudia la expansión de anillo de 

vinilciclopropanos catalizada vía iminio. Esta reacción transcurre de manera 

concertada, formando un intermedio transiente en el que toda la 

información configuracional ha sido transformada en conformacional y 

viceversa.  Esto produce que independientemente del isómero de partida, el 

intermedio sea común, y evolucione siempre a través del estado de 

transición de menor energía hacia la misma distribución de productos, 

pudiendo catalogar al proceso como una DIKAT de tipo II. 
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1.1 Definition of reaction intermediates 

The IUPAC Gold Book defines intermediate as "a molecular entity with a 

lifetime significantly longer than a molecular vibration (corresponding to a 

local potential energy minimum of depth greater than RT) that is formed 

(either directly or indirectly) from the reactants and further reacts to produce 

(either directly or indirectly) the products of a chemical reaction”. [1] 

Note that while the second part of the definition simply establishes that the 

intermediate exists between reactants and products, the first part refers to 

the intermediate's lifetime being "appreciably longer than a molecular 

vibration," which is open to interpretation. 

Commonly, it is said that a reactive intermediate is a short-lived, high-energy, 

and highly reactive molecule that forms during a chemical reaction and 

rapidly evolves into a more stable molecule. [2]  

Characterizing these intermediates plays a major role in the study of reaction 

mechanisms, which has gained significant importance in recent years. This is 

not only because it can explain experimental results but also because it can 

predict and estimate other properties of the different substrates, such as 

atom distances, conformational minima, or various types of spectra. In 

organic chemistry, reactive intermediates typically fall into one of these 

categories: carbocations, carbanions, free radicals and carbenes. 

1.2 Most common types of reactive intermediates 

1.2.1 Carbocations 
A carbocation is defined as an ionic species with a positive charge on a carbon 

atom. They were first postulated more than 100 years ago when Hans 

Meerwein, Sir Christopher Ingold, and Frank Whitmore observed certain 

experimental phenomena related to substituent effects and orientation in 

electrophilic additions and substitutions. [3]  

However, it was not until the 1960s that the modern era of carbocation 

chemistry began with George Olah's discovery. He found that carbocations, 
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such as Me3C+ could be observable at low temperatures using superacids like 

SbF5/SO2. [4] These superacids are strong enough to protonate double bonds 

and generate a sufficient concentration of carbocations that could be 

measured using the NMR spectrometers available at that time (they can be 

up to 1018 times stronger than concentrated sulfuric acid). Using this system, 

Olah and his team were able to measure the 1H-NMR and 13C-NMR spectra, 

which revealed chemical shifts of 13.0 ppm and 320.6 ppm for the hydrogen 

and carbon atoms of the isopropyl cation, respectively. These chemical shifts 

could only be explained by the presence of a pure carbocation. Since then, 

numerous studies have been published on this topic.  [5] 

During that time, around the 1960s, these cations were initially referred to 

as "carbonium ions," a term adopted due to their similarity to other positively 

charged molecules such as ammonium, phosphonium, or sulphonium. [6] 

However, in later years, with the discovery of electron-deficient bonds, 

George Olah reserved the term "carbenium" to describe classical trivalent 

carbocations, while "carbonium" was used for the newer two-electron, 

three-center bond carbocations that exhibited penta- or hexacoordinate 

geometries. [7] 

Carbenium ions are the classical carbocations with which we are all familiar. 

They have a planar geometry, are sp2 hybridized, and exhibit electron 

deficiency. As shown in Figure 1.1, carbenium ions possess an empty p-

orbital perpendicular to the plane of C-H bonds, which corresponds to the 

lowest unoccupied molecular orbital (LUMO). In reactions involving this type 

of carbocations, their natural reactivity is attributed to the interaction 

between this LUMO and the highest occupied molecular orbital (HOMO) of 

another species. 
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Figure 1.1: Structure representation of carbenium and carbonium ions, following Olah's 
nomenclature. 

On the other hand, there is a limited list of examples of sp-type carbocations, 

in which the geometry around the cation is nearly linear. Scheme 1.1 

demonstrates that resonance within an alkynyl carbenium results in a linear 

carbocation. 

 

Scheme 1.1: Alkynyl carbenium, example of a sp carbocation. 

Their stability increases with increasing substitution. The ΔH for heterolytic 

dissociation of alkanes into the corresponding carbocation and a hydride, in 

the gas phase follows the trend: methyl > ethyl > isopropyl > tert-butyl. This 

generalization suggests that more substituted carbocations are more stable. 

The explanation for this phenomenon is based on two factors: induction and 

hyperconjugation. 

Firstly, the stabilization through induction occurs because a sp3-hybridized 

carbon atom has a lower electronegativity by 0.25 units compared to a sp2-

hybridized carbon atom of the same type. As a result, an electron polarization 

occurs through σ bonds. 

However, induction alone cannot fully explain their relative stability, and this 

is where hyperconjugation comes into play. As shown in Figure 1.2, 

hyperconjugation is based on the interaction between the σ C-H bonds 

adjacent to the empty p orbital of the carbocation, whereby they donate 

electron density to the carbocation, thereby increasing its stability. 
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Moreover, as the number of methyl groups increases, there are more C-H 

bonds available to stabilize the positive charge, resulting in a more stable 

carbocation. [8] Additionally, other factors such as resonance or solvent 

effects also contribute to the stabilization of the carbocation. 

Nonclassical carbocations, or carbonium ions following Olah's nomenclature, 
cannot be accurately represented by a single Lewis structure due to the 
presence of a hypervalent carbon atom that contains at least one two-
electron, three-center bond. Unlike classical carbocations, these structures 
have their valence shell completed and therefore do not exhibit any empty p 
orbital that would render them electron deficient. [9] 

 

 

Figure 1.2: (Left) Representation of hyperconjugation in a model scheme. (Right) Effect of the 
hyperconjugation through a MO diagram. 

The most known example of a hypervalent carbocation is the 2-norbornyl 
cation. [10] As mentioned earlier, this carbocation cannot be accurately 
described by a single Lewis structure, and as depicted in Scheme 1.2, 6 
structures are required. While the existence of the non-classical 2-norbornyl 
cation was a subject of debate in the past century, it has now been 
unequivocally confirmed through both experimental and computational 
studies. [11]ww 
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Scheme 1.2: Comparison between classical and non-classical 2-norbornyl cations structures. 

Since then, many non-classical carbocation structures have been described. 
[12] Some of representative examples are depicted in Scheme 1.3. The 

cyclopropyl-carbinyl cation 1-1 was one of the first non-classical carbocations 

proposed, and higher concentrations of the bicyclobutonium ion have been 

demonstrated in superacid solutions. [13] On the other hand, structure 2-1, 

corresponding to the 2-butyl cation, has been under study for many years. 

The structure was thought to exhibit a rapid equilibrium between two forms: 

one with a three-center, two-electron hydrogen bond, and another where 

the hydrogen atom is substituted by a methyl group. [14] More recent 

computational calculations have shown an almost 50:50 ratio between both 

isomers, [15] as well as the potential of these non-classical structures to act as 

C-H hydrogen bond donors with ammonia, which could be involved in 

enzyme-catalyzed terpenoid synthesis. [16] 

Classical carbocations

Non-classical
carbocation
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Scheme 1.3: Examples of non-classical carbocations (carbonium ions). 

The 7-phenyl-7-norbornenyl cation 3-1 serves as an example of a homoallylic 
cation. It adopts a pyramid-like form, where the empty p orbital at C7 
overlaps with the double bond MOs. The crystalline structure of a C2-C3 di-
methylated analogue reveals an elongated double bond of 1.41Å and a 
distance between C2, C3, and C7 of only 1.87 Å. [17] These findings support 
the nonclassical nature of the non-methylated analogue.  
Furthermore, 4-1 exhibits similarities to the 2-norbornyl cation and acts as a 
model for key intermediates in the biosynthesis of diterpenes. It undergoes 
an unexpected "triple shift reaction" that proceeds in a concerted manner. 
Ab initio molecular dynamic simulations of this system result in a highly 
complex mixture of structures interconnected by a remarkably flat potential 
energy surface. [18] This example serves as evidence that even after a century, 
the study of carbocations remains a challenge. While the existence of non-
classical carbocations and their role as reactive intermediates have been 
well-established, there is still a significant amount of ongoing research in the 
field. [19] 
 

1.2.2 Carbanions 
Carbanion chemistry, like its positive counterparts, has a history that dates 

back more than 100 years. Although carbanions were postulated as 

intermediates in organic reactions, it was not until the middle of the 

nineteenth century when the first carbanion metal salt was synthesized. [20] 

This discovery involved the synthesis of an organomagnesium compound, 

with Grignard being responsible for popularizing these compounds. [21] 
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Carbanions have found extensive applications in organic synthesis, playing a 

crucial role in the construction of complex molecular structures. They are 

commonly utilized in nucleophilic addition reactions, allowing for the 

introduction of various functional groups to carbon skeletons. By serving as 

nucleophiles, carbanions facilitate the formation of new carbon-carbon 

bonds and contribute to the synthesis of diverse organic compounds. 

Carbanions are the counterpart concept to carbocations: they consist of a 

negatively charged carbon atom with a completely filled valence shell, and 

they tend to act as nucleophiles or bases depending on the reaction 

conditions. Carbanions can be generated through various methods, with the 

most common one being the deprotonation of carbon-based compounds. [22] 

This methodology serves as the initial step in many well-known organic 

processes, such as the Michael, Darzen, or Knoevenagel reactions. Other 

methods of generating carbanions include decarboxylation, [23] addition of 

nucleophiles to alkenes, [24] or the formation of organometallic compounds. 
[25] 

Since carbanions have a tetrahedral geometry due to their complete valence 

shell, it is possible to generate chiral carbanions with varying degrees of 

stability depending on their substituents. [26] Interestingly, a carbanion can 

undergo a pyramidal inversion, in a similar way to other groups containing 

lone pairs, the energy of which depends on its substituents (Figure 1.3). For 

example, a methyl carbanion exhibits a 19.2 kcal/mol energy barrier for 

pyramidal inversion, while this barrier increases to 53.3 kcal/mol with 

difluoromethyl anion, [27] making its configuration remarkably stable. These 

inversion barriers play a significant role in chiral carbanions, as the inversion 

process leads to racemization. 
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Figure 1.3: Carbanionic inversion mechanism along with the relative energies in kcal/mol of 
different substituted methyl carbocations. 

The stability of these species relies on the same factors as carbocations but 

with the opposite effect. Carbanions are better stabilized with 

electronegative substituents at their α position or groups with empty orbitals 

such as metals or boranes. The inductive effect produces destabilization 

rather than stabilization compared to carbocations, owing to their intrinsic 

electron abundance. Thus, carbanions prefer a lower degree of alkyl 

substitution. 

Carbanions serve as intermediates in many organic reactions, such as aldol 

condensations, Claisen condensations, or Michael additions, making their 

study a valuable tool for understanding organic processes. 

Carbanions represent a fascinating class of reactive intermediates with 

immense synthetic potential. Their nucleophilic nature and reactivity make 

them valuable tools in organic synthesis, enabling chemists to construct 

complex molecules and functionalize carbon skeletons. Understanding the 

formation, properties, and reactivity of carbanions opens avenues for 

developing novel synthetic methodologies and advancing our understanding 

of chemical transformations. Continued research in this field promises to 

uncover new applications and expand the frontiers of organic synthesis. 

1.2.3 Free radicals  
In contrast to cations or anions, organic radicals are characterized by the 

presence of unpaired electrons, which gives these species their characteristic 
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high reactivity and transient nature. [28] These properties have attracted 

significant attention in many fields, including organic chemistry. 

Organic radicals can be formed primarily through two ways: homolytic 

cleavage of covalent bonds and single electron transfer processes. These 

processes can be facilitated through various methods, such as radical 

initiators, metal catalysis, or thermal or photochemical processes. 

Their unpaired electrons allow radicals to act as both electron donors and 

electron acceptors, depending on their electronic nature and substituents. 

Radical stability is influenced by factors similar to other intermediates, such 

as resonance effects, hyperconjugation, and steric hindrance. However, due 

to their highly reactive and transient nature, directly detecting and 

characterizing them can be challenging. Therefore, several techniques have 

been developed for their study, such as electron spin resonance (ESR) or 

radical trapping. 

Organic radicals play a crucial role in various strategies for organic synthesis. 
[29] They are involved in radical chain reactions, including radical 

polymerizations and free radical reactions. Additionally, radicals are 

employed in functional group transformations such as radical additions, 

substitutions, and cyclizations, enabling the synthesis of complex organic 

molecules. Radicals also find applications in natural product synthesis, 

medicinal chemistry, and materials science, contributing to the development 

of new drugs, polymers, and materials. [30] 

The fundamental understanding of radical processes emerged after the first 

useful reaction involving radicals, [31] with the discovery of the trityl radical 

by Gombert. [32] From that point the emergence of radical processes began, 

with notable examples such as Meerwein’s arylation [33] or Birch reduction.  
[34] Noteworthy discoveries were made years later by Barton and Breslow, 

demonstrating the immense power of radical translocation. [35] Other studies, 

such as Mn(III)-mediated oxidative addition to olefins, [36] radical-based 

cross-coupling chemistry, [37] or the Minisci heterocycle C-H alkylation, [38] 

served as starting points for the further development of radical chemistry. 

From this point, many other processes involving radicals have been 

developed. For example, the development of atom-transfer radical 
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polymerization (ATRP) has led to countless applications in material science. 
[39] 

Summarizing, organic radicals offer a rich playground for exploring new 

chemical transformations and synthetic methodologies. Their participation 

in radical reactions and their ability to form new bonds make them valuable 

intermediates in organic synthesis. Understanding the formation, properties, 

and reactivity of organic radicals enables chemists to develop innovative 

strategies for constructing complex organic molecules. Continued research 

in this field will unravel new synthetic opportunities and expand our 

knowledge of radical chemistry, opening doors to exciting advancements in 

organic synthesis and materials science. 

1.2.4 Carbenes  
Once the loss and gain of electron pairs to form cations and anions, 

respectively, has been explored, as well as semi-occupied orbitals, we can 

now turn our attention to a specific type of intermediate that possesses both 

a lone electron pair and an empty p orbital. When this electronic disposition 

is located on a carbon atom, it is referred to as a carbene, whereas if it is on 

a nitrogen atom, it is called a nitrene. These species are renowned for their 

unique electronic structures and reactivity patterns, which have opened up 

new avenues for the development of efficient and diverse synthetic 

methodologies. Both carbenes and nitrenes can be classified into two types: 

singlet and triplet species, and their reactivity strongly depends on this 

electronic state. Singlet species are generally more stable and exhibit greater 

reactivity due to the pairing of their electrons (Figure 1.4). [40] 

 

Figure 1.4: Geometries and electronic dispositions of both singlet and triplet carbenes. 
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Singlet carbenes are characterized by the absence of unpaired electrons, 

having a total spin of zero, a sp2 hybrid structure, and being diamagnetic. Due 

to the presence of both lone pair electrons and an empty orbital, these 

species can act as both nucleophiles and electrophiles in an attempt to 

complete their valence shell. A wide range of reactions, including insertions, 

additions, cycloadditions, or even C-H insertions, can be performed, enabling 

the functionalization of inactivated C-H bonds. [41] 

On the other hand, triplet carbenes present two unpaired electrons, enabling 

both sp2 and sp hybrid structures. In most cases, the linear structure is not 

found, although it can be dominant with less electronegative substituents. 
[42]  Due to their unpaired electrons, these compounds are paramagnetic, and 

thus, they can be observed through ESR. [43] Additionally, triplet carbenes 

have a longer lifetime compared to singlet carbenes, making them easier to 

detect using triplet trapping. [44]  Since they can be defined as diradicals, [45] 

their reactivity differs from singlet carbenes and is closer to radical chemistry. 

For example, like other radicals, triplet carbenes are able to abstract 

hydrogen atoms from organic solvents. [46] Another difference between 

singlet and triplet carbenes is their selectivity in C-C double bond insertions, 

where singlet carbenes react through a concerted pathway with retention of 

the substrate's configuration, while triplets, due to their electronic 

configuration, tend to react via a stepwise mechanism, losing 

stereospecificity (Scheme 1.4). [47] 

Carbenes are often generated as short-lived reaction intermediates through 

various methods, including the thermal or photochemical decomposition of 

different precursors such as diazo-compounds [48] or 3H-diazirines [49] for 

carbenes or azides for nitrenes. [50] Other alternatives include metal-

catalyzed or metal mediated reactions. [51] These species are generated as 

singlet unless a photosensitizer is used since the precursors are also in the 

singlet state. [52] 
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Scheme 1.4: Synchronicity comparison between singlet (top) and triplet (bottom) carbenes in 
C-C double bond insertions.   

Carbenes have found extensive applications in the synthesis of natural 

products, pharmaceuticals, and fine chemicals. [53] Transition metal-catalyzed 

carbene reactions, such as olefin metathesis and cyclopropanation, have 

revolutionized the field of organic synthesis by enabling the construction of 

complex molecular architectures with high efficiency and selectivity. [54] 

Additionally, carbenes have been employed in the synthesis of heterocycles, 

such as pyrroles and indoles, through intramolecular cycloaddition reactions. 
[55] 

On the other hand, nitrenes have also found many applications in the 

synthesis of pharmaceuticals, agrochemicals, and materials. [56] The ability of 

nitrenes to selectively insert into C-H bonds has been harnessed for the late-

stage functionalization of complex molecules, facilitating the rapid 

diversification of drug candidates. [57] Nitrene-based cycloadditions have 
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been employed in the synthesis of nitrogen-containing heterocycles, which 

are prevalent in pharmaceuticals and bioactive compounds. [58] 

1.3 Elusive and transient intermediates 
In recent years, the importance of characterizing intermediates in the 

identification and isolation process has grown significantly, playing a 

fundamental role in understanding reaction mechanisms. Nowadays, there 

are multiple experimental and theoretical methods available to approach the 

characterization of intermediates. 

Due to the inherently transient nature of intermediates, research in this field 

has often been limited. This was particularly evident in the last century, 

where mechanisms and intermediates were primarily inferred through the 

direct analysis of reactants and products. [59] During this time, the situation 

resembled that of transition states, with the distinction that it is possible to 

detect or even isolate intermediates depending on their relative stability. 

This stability is determined by the PES that surrounds them. Intermediates 

with low barriers on the PES exhibit high kinetic constant values, resulting in 

lower concentrations throughout the reaction. Consequently, the 

characterization of such intermediates becomes more challenging.  Figure 

1.5 depicts a comparison between two extreme situations. In the central 

diagrams, where the kinetic constants share values (k1=k2), he concentration 

of the intermediate remains significant throughout the reaction. However, in 

the lower situation, where k1 = 1/8 k2, the abundance of the intermediate is 

nearly zero at all times, significantly reducing the chances of locating the 

intermediate. 

On the other hand, it is well-known that reactions in which no intermediate 

is formed throughout the entire course of the reaction are called concerted 

reactions. While the terms "concerted" and "stepwise" have been familiar 

for decades, there are scenarios in which classification can be challenging. [60] 

Figure 1.6 illustrates a borderline scenario in which it is questionable 

whether a second TS exists, thus making it uncertain whether the reaction is 

concerted or stepwise. Although such situations were uncommon in the 90s, 

there are now several examples in the literature, such as the addition of 
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vinylidene to acetylidene, resulting in methylenecyclopropene, [61] or the 

addition of hydrogen fluoride to ethylene. [62] 

 

 

Figure 1.5: (Up) Kinetic scheme for a two-step reaction. (Center) Energy diagram and 
simulation of the evolution of species concentration over time for k1=k2. (Bottom) Energy 
diagram and simulation of the evolution of species concentration over time for k1= 1/8 k2. 

These transient species, which exist only momentarily during the course of a 

reaction, can play a crucial role in determining the outcome, efficiency, and 

selectivity of chemical transformations. Previous studies have demonstrated 

that transient intermediates have a lifespan during which they can react with 

other species, even they are not a minimum energy state, similar to real 

intermediates. [63] In other cases, the formation of a transient carbocationic 

intermediate allows for the utilization of racemic starting materials, creating 

a DYKAT system. [64] Further examples of these cases will be explored in the 

discussion of this thesis.  

Fr
e

e
 E

n
e

rg
y

Fr
e

e
 E

n
e

rg
y

Reaction
Coordinate

A

B

IN

A’
B’

IN’

Time

C
o

n
ce

n
tr

at
io

n
C

o
n

ce
n

tr
at

io
n



 General introduction   | 

- 30 - 
 

Transient intermediates can be anticipated by a shoulder shape, [65] or a flat 

surface on the IRC. [66] However, the characterization of these intermediates 

requires more advanced techniques, such as ELF or dynamic calculations. [67]  

 

Figure 1.6: Representation of reaction synchronicity for a concerted reaction (orange), 
stepwise reaction (blue) and a borderline scenario (green). 

Given the wide range of intermediate types and their varying stability, as well 

as the influence of factors such as solvent and temperature, it is evident that 

there is a need for a broader range of characterization techniques for 

intermediates. 

1.4 Determination and characterization of reaction 

intermediates 

Historically, experimental characterization methods were the first to be 

developed to identify reaction intermediates. The choice of the most suitable 

technique for studying a particular intermediate depends on several factors, 

including the reaction temperature, solvent, and, most importantly, the 

stability of the species. A higher stability corresponds to a higher 

concentration of the intermediate, making it easier to study. 

Nowadays, computational techniques have advanced to a point where they 

are considered reliable sources of molecular information. One major 
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advantage they have over experimental methods is that they are not affected 

by issues such as low concentration or solvent limitations. In practice, a 

combination of experimental and computational data provides a synergistic 

approach for mechanistic studies. [68] Therefore, in this context, we will 

present some of the most useful techniques for identifying and studying 

reaction intermediates. 

1.4.1 Spectroscopic techniques 
Spectroscopic methods provide valuable information about the structure 

and properties of reaction intermediates. Over the years, numerous 

methodologies have been developed in this field. Among all spectroscopic 

techniques, NMR stands out as the most powerful and widely utilized 

technique for determining molecular structure. Given that various nuclei can 

be measured using NMR, and multiple experiments can be performed, the 

versatility of this technique is one of its key strengths. [69] 

However, NMR need a relatively high concentration of the desired 

intermediate to be detected, and its half-life time must fall within the 

measurement window. In addition, the measure of paramagnetic species 

with NMR proves to be challenging, and alternative techniques must be 

employed. The typical spectroscopic technique for studying paramagnetic 

species is electron spin resonance (ESR), also referred to as electron 

paramagnetic resonance (EPR). This technique, similar to NMR, involves 

subjecting the sample to an oscillating magnetic field, typically in the 

microwave range (GHz). However, in ESR, the magnetic field excites the spins 

of electrons instead of nuclei, and the transitions between different electron 

spin levels provide information about local symmetry, valence state, or local 

internal fields. This information is summarized by the g-value. ESR has played 

a crucial role in the discovery of many paramagnetic reaction intermediates, 

and its compatibility with other methods such as radical trapping has further 

expanded its applications. [70] 

Other classical techniques, such as infrared (IR) spectroscopy or ultraviolet-

visible (UV-Vis) spectroscopy, are also employed in the characterization of 

reaction intermediates. While these techniques may provide less structural 

information compared to others, they are not hindered by the presence of 
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unpaired electrons. Both IR and UV-Vis spectroscopy offer time-resolved 

versions that enable the study of short-lived intermediates within the 

timescale of the reaction, offering valuable insights into their lifetime and 

reactivity (Figure 1.7). [71] 

 

Figure 1.7: Time evolution of the IR spectra (left) and the UV-Vis spectra (right) of two different 
reactions. Source: ref. 71a (left), ref. 71d (right). 

1.4.2 Mass spectrometry 
Mass spectrometry is a powerful technique for the identification of reaction 

intermediates. It provides information about the mass-to-charge ratio (m/z) 

of ions, allowing for the determination of their molecular weight and 

fragmentation patterns. By analyzing the mass spectra of reaction mixtures, 

is possible to detect and characterize intermediate species based on their 

unique mass signatures. Techniques such as Electrospray Ionization (ESI) and 

Matrix-Assisted Laser Desorption/Ionization (MALDI) are commonly used for 

the ionization and analysis of reaction intermediates. [72] 

These techniques offer multiple advantages, including their high sensitivity, 

which enables the detection of intermediates even at very low 

concentrations. [73] Furthermore, once the molecule is transferred to the gas 

phase, the possibility of intermolecular reactions is nearly nonexistent. 

Additionally, similar to the previous examples, this technique can also be 

time-monitored, which can aid in the detection of short-lived species at low 

concentrations. [74] 

However, techniques such as ESI may introduce interference in the reaction 

results by generating undesired products that are not present in the original 
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reaction solution. [75] To distinguish genuine reaction intermediates from 

other species formed during the ESI experiment, isotopically labeled 

reagents can be employed, [76] providing further insights into the chemical 

rearrangements occurring in the reaction. Moreover, in certain situations, 

isotopic labeling can be utilized to predict the enantioselectivity of a given 

reaction. [77] 

Modern techniques such as infrared multiphoton dissociation (IRMPD) 

spectroscopy allow for a more precise determination of atom connectivity, 

especially in complex molecules such as organometallic species or high-

energy reaction intermediates. [73c, 77a] In this technique, ions are trapped in 

the ion cyclotron resonance cell of the mass spectrometer and exposed to 

infrared laser beams, enabling the measurement of vibrational spectra of the 

trapped species, including reaction intermediates. [78] 

All these factors make mass spectrometry a powerful tool in the 

determination and characterization of intermediates. The wide range of 

ionization methods and technical modifications available for mass 

spectrometry increases its versatility in mechanistic studies.  

  

1.4.3 Trapping and isolation techniques 
Chemical trapping of reaction intermediates allows to capture and study 

elusive and short-lived species that play a crucial role in chemical reactions. 

Trapping methods involve the introduction of specific trapping agents or 

reagents that selectively react with the transient species, forming stable 

adducts. These adducts can be isolated, purified, and subjected to various 

spectroscopic or analytical techniques to elucidate their structure and 

properties. 

In the last century, chemical trapping was the only method available for 

studying many chemical reaction mechanisms, [79] and as a result, numerous 

methodologies were developed during that time. [80] It was initially used in 

classical organic chemistry, [81] and its application was later extended to the 

study of mechanisms in homogeneous catalysis [82] and eventually in 

heterogeneous catalysis. [83] 
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The most widely used methods of chemical trapping involve nucleophilic or 

electrophilic additions to trap intermediates. The progress of the reaction 

can be monitored using various spectroscopic and spectrometric techniques, 

or the trapped adducts can be isolated. Nucleophiles, such as amines, 

alcohols, or thiols, can be employed to trap electrophilic intermediates. [84] 

Conversely, electrophiles like diazo or carbonyl compounds can be used to 

trap nucleophilic intermediates, such as carbanions. [85] These trapping 

strategies can be further enhanced by using specific trapping agents that 

selectively react with a particular functional group. [86] Additionally, radical 

intermediates can also be trapped using radical-trapping agents such as 

phenols, diarylamines, or other hindered amines like TEMPO. These agents 

are capable of forming stable radicals that can interact with the radical 

intermediates. [87]  

Labelled compounds can also be utilized. It is possible to introduce a labelled 

amount of the postulated intermediate and study its incorporation into the 

desired product ( 

Scheme 1.5, 1). [88] If the labelled intermediate is not commercially 

available, another option is to generate it in situ ( 

Scheme 1.5, 2). [89] Alternatively, the reaction can be conducted directly 

from the presumed intermediate, and the obtained results can be 

compared to those obtained using the original reactants ( 

Scheme 1.5, 3). [90] 
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Scheme 1.5: Typical procedures of the use of labelled compounds in the determination of the 
reaction intermediates. X* refers to the labelled version of compound X (X = A-F). 

All this different trapping strategies, coupled with various spectroscopic 

techniques for characterization, has maintained chemical trapping into an 

indispensable tool in modern organic chemistry research, providing insights 

into reaction mechanisms and facilitating the development of new synthetic 

strategies. 

 

1.5 Computational methods for the study of elusive 

intermediates 
The traditional experimental techniques often struggle to directly observe 

and characterize elusive reaction intermediates due to their transient nature. 

To solve this problem, computational techniques have evolved to provide 

valuable insights into reaction mechanisms and aid in the identification of 

reaction intermediates. 

Computational approaches allow for the establishment of the relative 

energies of starting materials, intermediates and other stationary points on 

the potential energy surface, allowing for the determination of many 

chemical properties such as preferred pathways for a given reaction, 

estimation of kinetic constants, diastereo- and enantioselectivities 

determinations, or the study of relatives stabilities among different 

structures. [60a] IRC calculations offers further insights in the characterization 

of a given TS by connecting reactant(s) and product(s). 
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Different computational approaches can be applied in the study of a given 

system, being the most commonly used:  

(1) Classical study of stationary points located on the PES, including minima 

and saddle-points corresponding to TS, through their optimization and 

analysis of their frequencies. This approach provides information about 

the energetics of the reaction and offers insights into the mechanism. 

Intrinsic Reaction Coordinate (IRC) calculations must be performed to 

fully characterize a given TS. [91]  

(2) Quantum dynamics calculations, a useful computational technique that 

predicts the time-evolution of a given system.  During the MD simulation 

the molecule will spend more time in the most stable conformations, and 

so, this technique becomes very useful in conformational analysis. Since 

this is usually performed in big systems like proteins, MM theory is 

applied to reduce the computational costs. However, with smaller 

systems, QM theory could be also applied, and then, bonds can be created 

or destroyed during the course of the dynamic. These QM-Molecular 

dynamics also allows us to predict the reaction’s speed, or the 

intermediate stability in time. [92]  

(3) Topological approaches such as the study of the electron localization 

function (ELF), which contains information about the electronic 

distribution in a given system and can distinguish the exact moment when 

a bond is formed or broken, or other types of electronic redistributions. 

The success of this technique relies in the concept of basins which are the 

domains in which the probability of finding an electron pair is maximal. 
[67a, 67b, 93] The basins are classified as core and valence basins. The latter 

are characterised by the synaptic order, i.e. the number of atomic valence 

shells in which they participate. [94] Thus, there are monosynaptic, 

disynaptic, basins and so on. Monosynaptic basins, labelled V(A), 

correspond to lone pairs or non-bonding regions, while disynaptic basins, 

labelled V(A,B), connect the core of two nuclei A and B and, thus, 

correspond to a bonding region between A and B. This description 

recovers the Lewis bonding model, and the representation of the 

evolution of electron population of basins along the reaction coordinate 

(IRC) provides a very intuitive graphical representation of how the 
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molecular system and their electron density evolves during the reaction. 

During these representations, basins could merge, disappear or appear 

again. As these basins truly represent a maxima in electron density, the 

disappearance of a disynaptic basin between two atoms corresponds to a 

bond breaking process, and a bond formation for the basin appearance. 

This make possible to stablish the exact moment when a particular bond 

is created or destroyed during an IRC. 

Other alternatives include the study of the non-covalent-interactions 

(NCI), [95] that provides a complete representation of the van der Waals 

interactions, hydrogen bonds, and steric repulsions. The type of 

interaction is defined by the sign of the second Hessian eigenvalue, and 

its strength can be derived from the density on the noncovalent 

interaction surface. Different interactions are defined by different colours, 

providing a rapid identification and a rich representation of this 

interactions. Together with the electronic information obtained by ELF 

calculations, allows for a full characterization of a given system.  

On the other hand, the Atom in Molecules (AIM) theory forms a parallel 

conceptual framework, that is used to analyse the distribution of electron 

density within a molecule. AIM provides insights into the nature of 

chemical bonding and the topology of the electron density in a molecular 

system by the partition of the molecular system into individual atoms and 

study the electron density near each nucleus. This technique is able to 

identify different types of interactions such as covalent bonds, hydrogen 

bonds, van der Waals interactions, and more. [96] 

By employing a mixture of these techniques, it is possible to explore potential 

energy surfaces, evaluate reaction energetics, and predict the stability and 

reactivity of intermediates. These methods enable the exploration of 

reaction pathways that may not be easily accessible experimentally and 

provide a deeper understanding of complex chemical transformations. [64, 97] 

Therefore, the study of the mechanism of organic reactions is now a cross-

cutting subject within the field of chemistry, and it is common to approach it 

from a multidisciplinary perspective that considers various theoretical and 

experimental viewpoints. [98] 
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2. Objectives 
The main aim of this work is to use of these last computational methods to 

study the reaction pathways and determine the synchronicity of different 

types of organic reactions, from redox processes to organocatalytic reactions. 

For this purpose, the following general objectives are defined: 

1. To use quantum mechanical calculations, (mainly  DFT methods) for 

determining molecular structures, calculate energy profiles, and predict 

reaction barriers providing additional insights into the electronic properties, 

bonding, and charge distributions of intermediates. 

2.  To apply modern topological techniques such as the study of the electron 

localization function (ELF) and non-covalent interaction (NCI). 

3. To study the processes in a dynamic way by using restricted QM/MD 

calculations. 

4. By using additional experimental data including kinetic studies to 

complement or extract new fundamental information for the 

characterization of the mechanism. 

To achieve these objectives a series of specific objectives based on the 

mechanistic study of a series of representative processes are defined to 

study: 

1) Redox reactions:  

The oxidation with RuO4 of various 5-membered ring heterocycles will be 

explored, paying special attention on the influence of the heteroatom in the 

synchronicity of the reaction. Once the mechanism is clarified, the 

heterocycle will be substituted by 5-membered ring hydroxylamines. With 

these new substrates, apart from the synchronicity, it will be also studied the 

influence of the ring substituents on the regioselectivity of the reaction 

(Scheme 2.1). 
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Scheme 2.1: Main substrates for the study of oxidation mechanism of heterocycles. 

 

2) Acetyl migrations:  

The second chapter consist of the study of the acetyl migration mechanism 

in mono- and tri-saccharides (Scheme 2.2). The obtained mechanism and 

barriers will be compared with kinetic experiments. Since the 

interconversion of kinetic constants and energy barriers involves an 

exponential relationship, very exact calculations must be performed to 

reduce errors. For this purpose, all the possible equilibria must be considered. 

Since the reaction presents a pH-dependence acid-base equilibriums must be 

also taken into account, which are not easy to recreate computationally. 

 

Scheme 2.2: General reaction pathway for the acetyl migration in mono- (n=1) and 
trisaccharides (n=3). 
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3) Organocatalytic processes:  

Finally, the last chapter involves the mechanism study of a series of 

organocatalytic reactions. Most of these reactions involves achiral or racemic 

starting materials that are converted into enantio-enriched products via   

unstable or transient intermediates that cannot be detected experimentally 

in most of the cases. The study will be focused on the use of the newest 

computational techniques to investigate the structure and stability of these 

intermediates as well as giving explanation about the observed selectivities 

in each study case.  All systems investigated are displayed in Scheme 2.3. 

 

Scheme 2.3: General reaction pathway of the studied organocatalytic reactions. 
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In many cases, the experimental data crucial to this project has been 

acquired through collaborative efforts involving multiple investigation 

groups.  By pooling together the expertise and resources of multiple teams, 

it was possible to amass more comprehensive and diverse results yielding 

deeper insights and more robust conclusions. This collaborative effort 

showcases once again the power of experimental and computational chemist 

cooperation in advancing chemical knowledge.
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3.1 Experimental methods 
Miscellaneous: Analytical grade solvents and commercially available 

reagents were used without further purification. Anhydrous solvents were 

purified and dried with activated molecular sieves prior to use. For reactions 

carried out under inert conditions, the argon was previously dried through a 

column of P2O5 and a column of KOH and CaCl2. All the glassware was dried 

for at least 12 hours prior to use in an oven at 140ºC, and allowed to cool 

under a dehumidified atmosphere. Reactions were monitored using 

analytical thin layer chromatography (TLC), in pre-coated silica-backed plates 

(Merk Kieselgel 60 F254). These were visualized by ultraviolet irradiation, 

permanganate potassium or p-anisaldehyde dips. For chromatography 60, 

0.06-0.2 mm (70-230 mesh ASTM) silica gel was used. For the removal of 

solvents under reduced pressure Büchi R-210 rotary evaporators were used. 

NMR: 1H NMR, 13C NMR, 19F NMR were acquired at 25ºC on Bruker AC-300 

spectrometer 300 MHz, Bruker Avance 400 MHz or AVANCE II 300 MHz 

instruments in the stated solvent. Chemical shifts (δ) are reported in ppm 

relative to residual solvent signals and coupling constants (J) in hertz (Hz). 

The following abbreviations are used to indicate the multiplicity in NMR 

spectra: s, singlet; d, doublet; t, triplet; q, quartet; p, pentuplet; app, 

apparent; m, multiplet; bs, broad signal.  NMR assignments were performed 

using standard 2D experiments. 

HRMS: High-resolution mass spectra (HRMS) were recorded on a QToF 

Spectrometer equipped with an ESI (electrospray ionization) source 

(microToF-Q, Bruker Daltonik) using sodium formate as external reference. 

Optical Rotatory Power: Optical rotatory powers were measured in a 

polarimeter Jasco DIP-370 at stated temperature, in 1dm cells, with different 

diameters, and using HPLC-quality solvents and milli-Q water. 

3.2 Computational methods 
General methods: All the calculations were performed using the Gaussian09 

program. [1] A benchmark of different levels of theory was done in most of 

the cases. M06-2X, [2] ωB97X-D, [3] TPPSh, [4] and B3LYP [5] were used as hybrid 

functionals. When working with TPPSh and B3LYP functionals, gd3bj 
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Grimme’s correction was applied. [6] In conjunction with them, another list of 

basis set was employed, being def2-bases [7] the most used. Pople’s [8] and 

Dunning’s [9]  basis sets were also utilized in other cases. Geometry full 

optimizations were performed with the 2-ζ version of these basis sets. To 

obtain the energy values, 3-ζ single point calculations were performed over 

the optimized 2-ζ geometries. In bigger systems, ONIOM [10] calculations were 

done using the same QM methods as before for the high layer and PM6 (MM 

method) [11] for the low one.  

Solvent effects were considered using SMD, [12] PCM, [13] and CPCM, [14] this 

last one for the most polar solvents like water. The level-of-theory selection 

for each calculation was made by results comparison with experimental data 

(if available), synergy between functionals, basis sets and solvents models; 

and depending on the key interactions the system presents. If needed, 

diffuse functions were added to simulate long-range interactions between 

molecular species, like hydrogen bonds. Polarization functions were added 

as well in other cases to model more accurately the orbital’s shape of light 

and hypervalent elements, and so improve the results of equilibrium 

geometries and normal-mode vibrational frequencies. [15]  

The nature of stationary points was defined on the basis of calculations of 

normal vibrational frequencies (force constant Hessian matrix). The 

optimizations were carried out using the Berny analytical gradient 

optimization method. [16] Minimum energy pathways for the reactions 

studied were found by gradient descent of transition states in the forward 

and backward direction of the transition vector (IRC analysis). [17] Analytical 

second derivatives of the energy were calculated to classify the nature of 

every stationary point, to determine the harmonic vibrational frequencies, 

and to provide zero-point vibrational energy corrections. The thermal and 

entropic contributions to the free energies were also obtained from the 

vibrational frequency calculations, using the unscaled frequencies.  

Structural representations were generated using CYLView. [18] 

Molecular dynamics: MD simulations were carried out with AMBER20 suite 

of programs. [19] Parameters were generated with the antechamber module 

using the general Amber force field (GAFF2), [20] with partial charges 

calculated using AM1-BCC method and GLYCAM06 force field for mono- and 
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trisaccharides. If the reaction took place in water, a 12 Å buffer TIP3P water 

molecules box was used to simulate solvent effects. [21] Other solvents were 

parametrised, and GAFF2 was used as force field.   

A two-stage geometry optimization approach was carried out: (i) 

minimization of only the positions of solvent molecules executed by 500 

cycles of steepest descent minimization followed by 500 cycles of conjugate 

gradient minimization, and (ii) unrestrained minimization of all the atoms in 

the simulation cell executed by 2500 cycles of steepest descent minimization 

followed by 2500 cycles of conjugate gradient minimization. After system 

optimization, running of MD simulations was started on the systems by 

gradually heating each system in the NVT ensemble from 0 to 300 K for 

100 ps using a Langevin thermostat with a coupling coefficient of 1.0/ps. 

Harmonic restraints of 10 kcal/mol were applied to the solute, and the 

Langevin temperature coupling scheme [22] was used to control and equalize 

the temperature. The time step was kept at 2 fs during the heating stages, 

allowing potential inhomogeneities to self-adjust.  

Water molecules are treated with the SHAKE algorithm such that the angle 

between the hydrogen atoms is kept fixed. Long-range electrostatic effects 

are modelled using the particle-mesh-Ewald method. [23] Then 5 ns of density 

equilibration with a force constant of 2.0 kcal/mol·Å was performed by 

releasing all the restraints. Finally, production trajectories were then run for 

100 ns under the same simulation conditions with an integration time step 

of 2 fs, recording geometry every 0.05 ps and with snapshots written each 2 

ps, producing 50,000 frames per simulation. All MD simulations were 

replicated three times to ensure feasibility. The conformation analysis was 

carried out using cpptraj module with average linkage as the clustering 

algorithm. 

Macromodel conformational searches: The software Macromodel as 

implemented in Schrödinger package [24] was also used as a tool for analysing 

molecular conformations. This technique creates different conformers by 

rotating all bonds separately by a given angle. The smaller is the angle, the 

higher the number of conformations becomes. Then, the software estimates 

the energy difference between these geometries and discard every geometry 

whose energy is above the limit you state. Is important to know that all these 
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geometries do not necessary correspond to an exact energy minima, and 

they have to be further optimised with other software to obtain the real 

minimal energy geometries and estimate more exactly the energy difference 

and between them. 

The conformational searches were carried out using the Monte Carlo 

algorithm with OPLS-2005 force field, [25] GB/SA solvation model for water, 

intermediate torsion sampling with 50 000 Monte Carlo steps and an RMSD 

cut-off set to 2.0 Å. A Molecular Mechanics energy minimization was 

performed at each Monte Carlo step, as implemented in Macromodel. Each 

conformation was energy minimized using Polak-Ribière type conjugate 

gradient (PRCG) with a maximum of 5000 steps. All conformations within 5 

kcal/mol from the global minimum were saved. All ensembles generated by 

the conformational searches were combined and elimination of redundant 

conformations was performed by comparison of heavy atom coordinates 

applying an RMSD cutoff set to 2.0 Å to give the final set of conformations. 

NCI: NCIs were computed using the methodology previously described. [26] 

Data were obtained with the NCIPLOT program. [27] A density cutoff of ρ=0.1 

a.u. was applied and the pictures were created for an isosurface value of 

s=0.35 and colored in the [-0.03,0.03] a.u. sign(λ2)ρ range using VMD 

software. [28] 

ELF: The ELF studies has been performed with the TopMod program [29] using 

the corresponding monodeterminantal wavefunctions of all the structures of 

the IRC. Structural representations were generated using CYLView. [18] 
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4.1 Introduction 
 

4.1.1 The role of transition metal oxides in organic synthesis 
Transition metal oxides are an important class of inorganic compounds. They 

have diverse applications in various fields such as materials science, [1] 

catalysis, [2] and organic synthesis. In the last century, transition metal oxides 

have emerged as efficient oxidants for the synthesis of various organic 

compounds. Some of these oxides possess unique electronic and structural 

properties, which make them ideal for selective oxidation reactions. Due to 

their high redox potentials, transition metal oxides act as powerful oxidants, 

promoting the transformation of various organic compounds into valuable 

intermediates or final products. Therefore, there is a growing interest in 

using transition metal oxides like TiO2, ZnO, CrO3 or V2O5 in synthetic 

chemistry. [3]  

However, the same properties that make metal oxides a nice oxidant choice 

also make them difficult to study theoretically. Most metal oxides are not 

molecular species but instead form a three-dimensional network of oxygen 

and metal atoms. [4] In addition, the presence of multiple oxidation states can 

lead to situations where the oxidation occurs via single-electron transfers 

(SETs), involving radical intermediates. In such cases, open-shell calculations 

must be performed. Furthermore, defects in the crystalline structure can, in 

some cases, be responsible of their electronic properties. [5] Given the large 

size and complexity of this systems, the high number of electrons on second 

and third-period transition metals, and the possibility of radical 

intermediates, computational studies involving metal oxides often rely on 

small basis sets or model simplifications. [6] 

 

 

 

4.1.2 Ruthenium tetroxide as a promising oxidation agent 
In modern times, other metal oxides have been explored for their oxidizing 

or catalytic properties, and among them, ruthenium tetroxide has occupied 
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a privileged position due to their versatility in functionalizing a wide range of 

functional groups. [7] RuO4 is not just capable of functionalizing alkanes, 

which remains a challenging task to date, [8] but also leads to the formation 

of esters [9] or amides, [10] if oxygen or nitrogen atoms are present, 

respectively. Typically, the reaction is performed by oxidizing catalytic lower 

oxidation state ruthenium species such as RuCl3 or RuO2 with oxidants like 

NaIO4 or NaOCl in a biphasic system. However, slow and incomplete reactions 

may occur due to the formation of low-valent ruthenium carboxylate 

complexes. This problem can be solved by adding acetonitrile to the reaction 

mixture. [9a] 

Another advantage of RuO4 is its molecular structure, which makes 

computational studies far easier than in the previous cases, allowing for 

more accurate calculations without oversimplifying the system or sacrificing 

calculation levels. [11] However, despite this advantage, DFT studies on 

organic oxidations are uncommon, and there are some discrepancies 

regarding the particular oxidation mechanism, which will be discussed in the 

next point. Nonetheless, RuO4 remains a promising candidate for use as a 

model in the search for intermediates in organic oxidations. 

4.1.3 Mechanistic discussion around RuO4-mediated organic 

oxidations 
The first mechanistic studies on alkanes were performed by Bakke et al. in 

1986.  After discarding radical intermediates, they suggested the formation 

of intermediate ionic species before the rate-limiting state, based on kinetic 

isotopic effects (KIEs) and substituent and solvent effects (see Scheme 4.1). 
[12] The ionic specie was then supposed to evolve to intermediate 4.1 from 

which the final product was obtained after hydrolysis.  The major oxidation 

on tertiary carbons over the secondary ones pointed to the formation of 

organic carbocations as intermediates, and the higher stability of tertiary 

carbocations was the cause of the observed regioselectivity. However, three 

years later, Waegell et al. proposed a (2 + 2) concerted mechanism, [13] which 

better explained the retention of configuration over the reactive positions. 

Despite this, an extensive kinetic study by Bakke et al. obtained higher KIEs 

than expected for a concerted process. Thus, the new proposal relied on ion 

pairs as intermediates (still carbocations, but with the capability of retaining 
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the configuration) or the presence of two competitive pathways, his and 

Waegell’s. [14] At this time, Waegell proposed a new mechanism that avoided 

the possibility of β-elimination in intermediate 4.1 if some of the substituents 

were substituted by a hydrogen atom. This favourable scenario would drive 

directly to the ketone without any alcohol intermediate, contradicting 

experimental data. As a result, a new (3 + 2) mechanism was proposed, 

leading to intermediate 4.2. [15] 

 

Scheme 4.1: Discussed mechanisms for RuO4 oxidation of alkanes. 

This new mechanism was further supported by Bakke et al. when they 

observed no rearrangements (or significantly fewer than expected) in the 

oxidation of polycyclic hydrocarbons and no significant dependence on 

solvent polarity. [16] However, they also noted that more stabilized 

carbocations could still be formed depending on the substituents. The 

complete mechanism is depicted in Figure 4.1, which shows the oxidation of 

alkanes with RuO4 in a biphasic system.  
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Figure 4.1: Oxidation of alkanes with RuO4 in a biphasic system. 

Years later, DFT studies carried out by Strassner et al. confirmed Waegell’s (3 

+ 2) mechanism and the formation of intermediate 4.2 during the reaction. 
[17] However, contrary to Waegell’s proposal and following Bakke’s 

predictions, iminium cations were found as intermediates by Petride et al. in 

the RuO4-mediated oxidation of tertiary amines by trapping them with 

cyanide anion. [18] This fact makes the study of cationic intermediates in 

RuO4-mediated oxidations of organic compounds an interesting research 

field, and suggests the formation of transient carbocations in some situations.  

The objective of this chapter is to study the RuO4-mediated oxidation of 

different 5-membered-ring saturated heterocycles, as well as cyclopentane, 

as models for diverse functionalized alkanes. With this information, it will be 

easier to rationalize a priori which of the two mechanisms will operate for 

oxidations with RuO4.  

For that purpose, IRC-based ELF studies will be performed on this system for 

the first time to estimate the relative stability of the different intermediates. 

Once the situation is clarified, the study will move from heterocycles to a 

more complex system, where saturated 5-membered-ring hydroxylamines 

Organic
Phase

Aqueous
Phase
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will act as reductors. For this new system, the regio- and enantioselectivity 

will also be studied, as there have been previous issues in controlling the 

regioselectivity in the oxidation of 3’-substituted 5-membered-ring 

hydroxylamines. Since there is no experimental data on RuO4-mediated 

oxidation of hydroxylamines, different 3’-subtituted 5-membered-ring 

hydroxylamines will be synthetised, and experimental and computational 

oxidation results will be contrasted. 

 

4.2 Results and discussion 
 

4.2.1 Searching carbocations in RuO4 oxidation of saturated 

rings 
The saturated 5-membered-ring compounds studied in this chapter are 

cyclopentane, tetrahydrofuran (THF), tetrahydrothiophene (THT), and N-

methyl- and N-(p-methoxybenzyl)pyrrolidine (Scheme 4.2). The RuO4-

mediated oxidation of cyclopentane [19] and tetrahydrofuran [20] has been 

experimentally reported before, as well as the oxidation of N-

acylpyrrolidines leading to the corresponding lactams. [21] However, the 

oxidation of tetrahydrothiophene with RuO4 has not been studied before. 

Since the (3+2) mechanism has been computationally confirmed by Strassner 

et al., the study will be restricted to this approach. [17] Only the rate-

determining stage (RDS) will be studied, since the hydrolysis of intermediate 

4.2 and the next reaction stages are not relevant for the objective of this 

chapter. For the purpose of comparison, optimizations will be carried out at 

both the gas phase and with consideration of solvent effects (using both 

acetonitrile and water). However, since the experimental conditions for the 

oxidation reactions usually involve a polar medium containing water, all 

discussions will be based on data obtained with consideration of solvent 

effects (for the results using other levels of theory see the Supporting 

Information). 
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Scheme 4.2: Studied models of saturated rings. R substituent for pyrrolidine R4.7 corresponds 
with 4-methoxybenzyl substituent. 

The first 5-membered rings studied in this chapter were cyclopentane (R4.3), 

tetrahydrofuran (R4.4) and tetrahydrothiophene (R4.5). From their 

optimized structures, transition states TS4.3, TS4.4, and TS4.5 were located 

respectively. All attempts to locate ionic pair intermediates IN4.3, IN4.4, and 

IN4.5 failed, and the optimization of such structures resulted in hydroxides 

P4.3 - 4.5, indicating that these ionic pair structures collapse to form a real 

O-C bond. The obtained barriers and the general mechanism for these three 

cycles are depicted in Figure 4.2. The slower energy barriers in water are in 

agreement with a highly polar reaction. The calculations also predict an 

easier oxidation for the heterocyclic compounds compared to cyclopropane. 

 

Figure 4.2: (Right) Energy barriers (B3LYP-gj3bj/def2TZVP/CPCM//B3LYP-gd3bj/def2SVP/ 
CPCM) for the oxidation with RuO4 for cyclopentane (blue), THF (red) and THT (dark yellow) in 
PCM=acetonitrile (darker colour) and CPCM= water (lighter colour). Relative to reactants 
(RuO4 + R4.x). (Left) Mechanism and nomenclature of different oxidation stages with RuO4. 
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A comparison between the three transition structures in Figure 4.3 showed 

three asynchronous concerted processes, resulting in different C-O distances 

due to the stronger ability of the α-heteroatom in heterocycles to stabilize, 

the incipient positive charge generated during the hydrogen abstraction via 

mesomeric effect. The C-O distances were 2.65 Å for cyclopentane, 3.00 Å 

for THF and 3.15 Å for THT. These variations, compared to the small changes 

in the C-H-O bonds, indicated a more synchronous process for cyclopentane 

and a more asynchronous one for THT.  

This effect is even more evident comparing the corresponding IRCs for the 

three transition structures. All three IRCs confirmed a concerted reaction 

connecting their corresponding encounter pairs EP4.3, EP4.4 and EP4.5, 

(formed by adding RuO4 to the reagents R4.3-5) with P4.3, P4.4 and P4.5. A 

closer examination of the shape of these IRCs revealed a characteristic 

shoulder typical of transient carbocations, [22] which pronunciation follows 

the sequence cyclopentane < THF < THT. The evolution of C-O and C-H-O 

distances during the IRC confirmed the initial guess about the synchronicity 

of the three systems, following the same sequence as the shoulder 

pronunciation.  

Although the IRC analysis clearly shows a typical one-step-two-stage process, 
[23] only a topological analysis of the ELF can provide accurate information 

about the formation and stability of the supposed transient carbocation.  

As a model for the three reactions, the ELF for cyclopentane oxidation will be 

described first. The electron density evolution, as well as the descriptor 

basins for this reaction, are depicted in Figure 4.4. During the first steps of 

the ELF, the electron density remains approximately constant until point 77, 

corresponding to the TS4.3 (29% of IRC). Once the reaction coordinate 

reaches the TS, the C1-H bond is broken, and a monosynaptic basin appears 

over C1. With this event, the transient carbocation is formed. The hydrogen 

atom previously bonded to C1 immediately forms a new bond with O3 

creating the O3-H basin at point 81. The transient carbocation lasts until 

another oxygen atom (O6) attacks it, forming the new C1-O6 basin at point 

128 and closing the carbocationic window (48% of IRC).  
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Figure 4.3: (Right) Optimized (B3LYP-d3bj/Def2SVP/cpcm=H2O) geometries of transition 
structures corresponding to the oxidation of cyclopentane (TS4.3), tetrahydrofuran (TS4.4) 
and tetrahydrothiophene (TS4.5). (Left) The IRC (black trace) and O-H (green trace), C-H 
(brown trace), and C-O (blue trace) distances evolution. The double red arrow indicates the 
delay between H-transfer and C-O bond formation. Energies are relative to EP4.x. 
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Throughout this window, the carbocation is slightly stabilised by the electron 

density of the surrounding bonds (C1-C2 and C1-C8). This accumulation can 

be observed over the entire carbocationic window in the C1-C2 and C1-C8 

basins, respectively (both overlapped due to the symmetry of the system). 

This inductive stabilization can be increased by the introduction of 

heteroatoms which, thanks to the presence of lone pair electrons, can 

transform this inductive effect into a mesomeric one (Scheme 4.3). 

 

Scheme 4.3: Comparison between inductive and mesomeric effects. 

Comparing the ELF from cyclopentane with that of THF (Figure 4.5) the same 

one-step-two-stages situation can be seen, but with a wider carbocationic 

window. Thanks to the stabilization provided by the endocyclic oxygen atom, 

the gap between the H transfer and the formation of the C1-O6 bond has 

increased from 17% of IRC for cyclopentane to 30% for THF. The H transfer 

begins three points after the TS (on point 77), opening the carbocationic 

window. During this time, as shown for cyclopentane, the adjacent bonds of 

the carbocation stabilize the positive charge. However, in this case, the 

presence of the heteroatom allows for mesomeric stabilization. This can be 

seen by the relocation of the oxygen’s lone pair electron density to C1-O10 

bond during the transient carbocation’s lifetime. Then, at point 157, the C1-

O6 bond is formed, and once again, the carbocationic window closes with 

this event. 

The same situation can be observed for THT in Figure 4.6, but with a greater 

effect due to the higher capacity of the sulfur atom to stabilize the incipient 

positive charge over C1.  
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Figure 4.4: ELF analysis for the oxidation of cyclopentane (R4.3). (Left) Evolution of the electron population along the IRC. Disynaptic (bonds) and 
monosynaptic (atoms) basins are represented as plain and dotted lines, respectively.  (Right) Descriptors of basins at selected points of the IRC. 
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Figure 4.5: ELF analysis for the oxidation of THF (R4.4). (Left) Evolution of the electron population along the IRC. Disynaptic (bonds) and 
monosynaptic (atoms) basins are represented as plain and dotted lines, respectively.  (Right) Descriptors of basins at selected points of the IRC. 
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Figure 4.6: ELF analysis for the oxidation of THT (R4.5). (Left) Evolution of the electron population along the IRC. Disynaptic (bonds) and 
monosynaptic (atoms) basins are represented as plain and dotted lines, respectively.  (Right) Descriptors of basins at selected points of the IRC. 
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The situation becomes completely different with the oxidation of N-methyl- 

and N-benzylpyrrolidine (R4.6 and R4.7 respectively). In this case, two 

regioisomeric oxidations can take place at the endo (cycle) and exo (N-chain) 

positions. The two transition structures were located for each pyrrolidine, 

with TS4.6a and TS4.7a being the TSs for the endo positions, and TS4.6b and 

TS4.7b for the exo series (Scheme 4.4). 

 

Scheme 4.4: Selectivity-limiting step for the oxidation of N-methyl- and N-benzylpyrrolidines 
R4.6 and R4.7, respectively. 

These transition structures were lower in energy than the reactants, 

demonstrating a favorable reaction and a stabilizing effect of the nitrogen. 

The energy diagram is depicted in Figure 4.7. In both cases, the endo 

oxidation was preferred over the exo. The difference was 1.3 kcal/mol for N-

methylpyrrolidine and only 0.3 kcal/mol for N-benzylpyrrolidine, suggesting 

a directing effect of the p-methoxyphenyl group. Except for TS4.6b, the IRCs 

of the other transition structures ended in the corresponding ion pairs. The 

optimization of these structures led to IN4.6a, IN4.7a and IN4.7b as energy 

minima. Only the IRC of TS4.6b led straight to P4.6b, probably as a 

consequence of the formation of a less stabilized positive charge over the N-

methyl group. The final evolution of the ion pair intermediates to the final 

products P4.6a, P4.7a and P4.7b was found to be almost barrierless. These 

intermediates could be defined as iminium ions, with IN4.7b being the most 

stable one due to the presence of a conjugated p-methoxyphenyl group that 

stabilizes the positive charge. These results are in agreement with the 
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experimental demonstration of the existence of iminium ions as 

intermediates by Petride and co-workers. [18] 

 

Figure 4.7: Energy profile for the oxidation of R4.6 (light blue) and R4.7 (dark blue). Relative 
energies, calculated at B3LYP-gd3bj/def2TZVP/CPCM=water level of theory, are given in 
kcal/mol. 

Upon checking the geometry of the transition structures depicted in Figure 

4.8, it can be observed that there are greater C-O distances in these four 

structures compared to those found in the other heterocycles from Figure 

4.3. As these distances increase, the reactions become more asynchronous, 

and for the pyrrolidines, it turns into a two-step mechanism. In fact, TS4.6b 

presents the shorter C-O distance between the pyrrolidine’s TSs, which is 

consistent with the fact that no intermediate could be located, and the final 

product P4.6b was found instead.  
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Figure 4.8: Optimized (B3LYP-gd3bj/Def2SVP/CPCM=water) transition structures for the 
oxidation of R4.6 and R4.7. 

Figure 4.9 shows the ELF and determinant basins for the oxidation of N-

methylpyrrolidine R4.6, as it was done before with other heterocycles. Since 

the series endo exhibited lower energy barriers, only the ELF from TS4.6a is 

depicted. As has been demonstrated for other heterocycles, the breaking of 

C1-H bond defines the TS at point 43. The O3-H bond is formed almost 

instantaneously (point 45), and the incipient positive charge is stabilized by 

the heteroatom. In this particular case, once the hydrogen is transferred, the 

electron density from the nitrogen’s lone pair begins to move towards the 

C1-N11 bond. This process culminates at point 69 with the complete 

formation of the iminium ion, which lasts until the end of the IRC at point 

214. 

TS4.6a TS4.6b

TS4.7a TS4.7b
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Figure 4.9: ELF analysis for the oxidation of N-methylpyrrolidine (R4.6). Only 180 from 214 IRC points are displayed for clarity.  (Left) Evolution of 
the electron population along the IRC. Disynaptic (bonds) and monosynaptic (atoms) basins are represented as plain and dotted lines, respectively.  
(Right) Descriptors of basins at selected points of the IRC.  
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Table 4.1 summarizes the differences observed in the cases studied. As 

shown, as the C-O distance at the TS increases, the reaction becomes more 

asynchronous. This can be measured by both the difference between 

hydrogen transfer and C-O bond formation and the percentage of 

carbocation during the IRC. The extreme case is TS4.6, which ultimately 

becomes a two-step process. 

Table 4.1: Summary of results 

 

Barriers 
(∆G) a 

TS C1-O6 
distance 

% H  
Transfer b 

% C-O 
Formation b 

% carbo- 
cation c 

R4.3 14.6 2.65 30 49 17 

R4.4 6.0 3.00 29 60 30 

R4.5 7.5 3.15 17 56 40 

R4.6 -3.5d 3.61 20 -e 80 
a Given in Kcal/mol relative to separate reagents. b Given in % with respect to the total number 
of points of the IRC. c Calculated on the number of points between the H transfer and the C-O 
bond formation with respect to the total number of points of the IRC.  d The corresponding EP 
is 8.5 kcal/mol below the reagents. e Since the product of the reaction is the iminium ion no C-
O bond is formed. 

Even though the H transfer starts at approximately the same percentage of 

the IRC, the C-O bond formation requires more points as the heteroatom’s 

ability to stabilize the positive charge in their alpha position increases. This 

effect allows the carbocation to be more stabilized and, from being a brief 

transient intermediate for cyclopentane, it becomes a real intermediate in 

the case of pyrrolidine. These results are in agreement with both Bakke’s and 

Waegell’s mechanisms and predict that the two mechanisms could operate 

depending on the substituent’s ability to stabilize the intermediate. 
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4.2.2 Regioselectivity study on the RuO4 oxidation of N-hydroxy 

pyrrolidines. 
Hydroxylamines are organic compounds characterized by the presence of a 

N-hydroxyl group. Their corresponding oxidation gives rise to nitrones, [11c, 24] 

which could be used as precursors for synthesizing high-value products, such 

as isoxazolines and isoxazolidines, that exhibit biological activity; [25] or 

amidines, which are vital motifs in pharmaceuticals and natural products. [26] 

This high versatility is a consequence of the ease with which nitrones can 

participate in 1,3-dipolar cycloaddition reactions. [27] These reactions are so 

fast that they can even be used for biorthogonal chemistry. [28] On the other 

hand, thanks to their structural similarity with TEMPO, one of the most stable 

free radicals, [29] they could also reduce oxidative stress by serving as radical 

oxygen species scavengers. [30] Finally, the presence of a highly polarized C=N 

double bond makes them a privileged substrate for nucleophilic additions. 
[31] A summary of nitrone’s reactivity is depicted in Scheme 4.5. 

 

Scheme 4.5: Reactivity and synthesis of nitrones trough hydroxylamines. 

Within this vast field, 5-membered cyclic nitrones are particularly 

noteworthy due to their use as starting points for the synthesis of many 

heterocycles, such as polyhydroxylated pyrrolidines, which have gained 

significant interest since the discovery of their potential application as 
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enzymatic inhibitors or as treatment of type-II diabetes. [32] These cyclic  

nitrones are synthetized by the oxidation of their corresponding cyclic 

hydroxylamines. In the case of any substitution on the ring, two possible 

regioisomers could be formed.  This reaction has been extensively studied by 

Brandi and co-workers, and they have observed different regioselectivities 

by using several substrates and oxidants. [33] 

 

Scheme 4.6: Regioselectivity in the oxidation of 3'-susbtituted 5-membered ring 
hydroxylamines. 

Two mechanisms were proposed, with some similarities between them. Both 

propose a two-step mechanism with a rate-limiting step after the 

intermediate formation. This intermediate is formed by the hydrogen 

abstraction of the hydroxyl group; however, the discrepancies start here, 

with the nature of this first abstraction. Due to the stability of aminoxyl 

radicals such as TEMPO and the observation of some hydroxylamine radicals 

by EPR, [34] some authors proposed the formation of these aminoxyl radical 

intermediates. [35] Other authors proposed a cationic nitrosonium 

intermediate formed by an hydride abstraction from the hydroxylamine, 

followed by dehydrogenation, in the next step,  forming the nitrone. [36] Both 

mechanism are illustrated on Figure 4.10, left. KIE experiments on the 

oxidation of cyclic hydroxylamines with HgO, performed by Brandi et al. 

supported this last mechanism and proposed a directing effect of the 3’ 

substituent on the selection of the hydrogen to be abstracted in the RDS 

(Figure 4.10, right). [33a] 
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Figure 4.10: (Left) Possible mechanisms for hydroxylamines oxidation to nitrones. (Up right) 
Kinetic isotopic effects observed by Brandi’s group (ref. 33a). (Down right) MO interpretation 
of the 3’ substituent’s directing effect.  

The KIE experiments revelated a kinetic preference for the hydrogen in the 

anti-position with respect to the 3’ substituent at the rate-limiting step of the 

reaction. This preference was stipulated to be caused by a possible σ𝐶−𝐻-

σ𝐶−𝑅
∗  interaction that specifically polarizes the anti C-H bond at the 2’-

position. With strong electro-attractive groups on the 3’-position, the 

donation would be stronger, and the TS involving this C-H bond should be 

more stabilized. Since this last mechanism explains the regioselectivity 

observed for these systems more effectively, it is now commonly accepted 

as the mechanism for hydroxylamine oxidation. [24b] However, the radical 

approach is still applied in one-electron transfer oxidations. [37]  

Despite the controversy surrounding the oxidation mechanism of these 

compounds, few computational studies have been done, in any case without 

considering regioselectivity. [38] Therefore, the main objective of this section 

is to study the oxidation of 3’-substitued 5-membered ring hydroxylamines 

with RuO4, which, as previously mentioned, serve as an excellent model for 

high oxidation state transition metal oxides. The goal is to determine its 

mechanism and verify the regioselectivity. 

As a starting point, cyclic hydroxylamine R4.8 was chosen for standardizing 

the mechanism. Since no substituents are present, no regio- or enantio-

RDS
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isomers should be considered. From this point, five transition structures 

were located: TS4.8a, TS4.8b, TS4.8c, TS4.8d, and TS4.8e.  

TS4.8e was generated from the previous TS4.6a of the pyrrolidine, and like 

in that example, the oxidation starts from the endo C-H bond. This was the 

highest TS, with a difference of 4.4 kcal/mol compared to the next one. This 

result agrees with the experimental observations that the oxidation starts 

from the hydroxyl group and not from inside the cycle. Interestingly, the 

result of this IRC was highly dependent of the solvent. While in polar solvents 

like water or acetonitrile, the IRC ended in a structure similar to what was 

found for pyrrolidines in the previous section, in non-polar solvents such as 

dichloromethane, the result is the same as cyclopentane and THF, forming 

the C-O bond.  Figure 4.11 compares the geometry of some of the TS from 

the previous section with this new one. As it is depicted, the C-O distance of 

TS4.8e is slightly lower than TS4.5.  

 

Figure 4.11: Optimized geometries for TS4.8e (ωb97XD/def2SVPP/CPCM=water) and TS from 
other heterocycles (B3LYP-gd3bj/Def2SVP/CPCM=water). Distances are measured in 
Angstroms.  

Once the oxidation through the C-H bond was discarded, the other two 

transition structures were located after performing a conformational 

analysis of the starting hydroxylamine. For that purpose, a conformational 

study was conducted on the isolated hydroxylamine R4.8 through sequential 

scans. As the hydroxylamine possesses a symmetry plane, the same situation 

is transferred to the puckering, and only half of the cycle must be scanned.  
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Figure 4.12: Puckering of the hydroxylamine R4.8. Yellow-filled circles represent minimal 
conformations while blue triangles represent conformational TS. Optimized geometries 
(wb97XD/def2svpp/smd=DCM) are also depicted, and energy barriers 
(wb97XD/def2tzvpp/smd=DCM// wb97XD/def2svpp/smd=DCM) are given in brackets. 
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Each conformational pathway presents 2 minima, corresponding to the 1E 

and 1E geometries: R4.8a1 and R4.8a2 for puckering A and R4.8b1 and 

R4.8b2 for puckering B. The two puckering rings (Figure 4.12, A and B) are a 

consequence of the two different positions the O-H bond can take. Because 

of this, the A and B pathways are connected at all points by the rotation of 

the O-H bond. This process is represented by the TS4.8Rot1 and TS4.8Rot2 

structures, which connect both 1E and 1E geometries and have a relative 

energy of 5.0 and 5.8 kcal/mol, respectively.  

Looking at just pathway A, R4.8a1 and R4.8a2 are separated by two 

conformational TS (TS4.8a12 and TS4.8b21) with an average geometry of 3T4 

and 3T4, which, due to the hydroxylamine’s symmetry, are specular images 

and share the same activation energy. The same situation is repeated for 

pathway B. 

In fact, both conformational itineraries are also connected by the pyramidal 

inversion of the nitrogen atom (TS4.8Inv1); however, the energy barrier for 

this process is 11.0 kcal/mol, higher than the rotation of the OH bond. As well 

as TS4.8a12 and TS4.8b12 this structure also presents a 3T4 geometry and its 

mirror image, with a 3T4 geometry, share the same energy. 

As it was mentioned before, starting the oxidation for the α C-H bond with 

TS4.8e, creates the highest energy situation, and because of that, it was 

stated that the oxidation starts by the hydroxyl group. So, the incorporation 

of RuO4 was done by keeping the hydrogen bond between the oxidant and 

the hydroxylamine. Doing so, and thanks to the RuO4 tetrahedral symmetry, 

the last four minimal conformations evolve into only four encounter pairs: 

EP4.8c1 and EP4.8c2 from puckering C and EP4.8d1 and EP4.8d2 for D one. 

Figure 4.13 shows the complete PES analysis for the system, as well as the 

energy barriers.  

Same as the previous case, pathways C and D differ from each other in the 

orientation of the hydroxylamine’s O-H bond. In pathway C, this orientation 

points in the same direction as the nitrogen’s lone pair, which allows for an 

interaction between this nitrogen atom and the electron-deficient 

ruthenium. This interaction has two consequences: first, the stabilization of 

the starting EPs by at least 1.2 kcal/mol, making them the most stable EPs; 

and second, the elongation of the distance between the endo-hydrogen and 
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the ruthenium tetroxide’s oxygen. In contrast, in pathway D, since nitrogen’s 

lone pair points in the opposite direction of the oxidant, no Ru-N interaction 

can be formed. This effect can be observed by checking the distances on both 

puckerings in Figure 4.13. Distances of 2.76 Å and 2.56 Å between the 

ruthenium and nitrogen atoms are observed in puckering C on EP4.8c1 and 

EP4.8c2, respectively, which are longer than expected for a proper Ru-N 

bond. [39] This, together with the presence of an electronegative hydroxyl 

group on the nitrogen, and the saturation of the vacant coordination sites of 

the ruthenium, eliminates the possibility of a real Ru-N bond, but suggests a 

donor-acceptor interaction instead. For EP4.8d1 and EP4.8d2 distances of 

4.49 Å and 5.23 Å (not depicted), are observed, denoting an absence of any 

type of interaction.  However, is possible to form a second hydrogen bond 

between one of the oxygens of the RuO4 and one of the 2’-position 

hydrogens from this side; reducing the distance from 2.39 Å and 2.71 Å for 

EP4.8c1 and EP4.8c2 respectively, to 2.15 Å for EP4.8d1.  

Like in Figure 4.12, four different conformational transition structures 

(TS4.8c12, TS4.8c21, TS4.8d12 and TS4.8d21) separate these encounter 

pairs. The presence of the ruthenium tetroxide breaks the previous 

symmetry. Due to the formation of a double bond during the oxidation, the 

amplitude of the 5-membered ring is gradually reduced, and so, it can be 

monitored through these IRCs. As the minimal amplitude is reached when 

the nitrone is formed, its final amplitude could be used as a reference for the 

center of the cycle instead of zero. So, the IRCs of the oxidation should start 

from one of these EP and end on the center of the puckering PES. 

As no more encounter pairs were located, the search for transition structures 

of the oxidation started with the exploration of the PES around these four 

structures. Another four oxidation transition structures were located: TS4.8a, 

TS4.8b, TS4.8c and TS4.8d. Notably, no TS connects neither EP4.8c2 nor 

EP4.8d2 with the nitrone. 
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Figure 4.13: Puckering of the complex RuO4-hydroxylamine EP4.8. Circles represent minimal 
conformations while triangles represent TS. Optimized geometries (wb97XD/def2svpp/ 
smd=DCM) are also depicted and energy barriers (wb97XD/def2tzvpp/smd=DCM// 
wb97XD/def2svpp/smd= DCM) are given in brackets. Geometries of TS connecting EPs (3 and 
4) are omitted for clarity. 
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As the Hammond’s postulate states, these TSs retain some of the features 

found in their corresponding EPs. TSs originated from EP4.8c1 exhibit shorter 

Ru-N distances and higher differences between the two O-H forming bonds 

compared to those originated from EP4.8d1. Due to this situation, the 

oxidation reactions trough TS4.8c and TS4.8d required fewer conformational 

changes than TS4.8a and TS4.8b. While the first two TSs need to adopt a 3T4 

and 3E conformations respectively; TS4.8c and TS4.8d present dispositions 

that are more similar to EP4.8d1 (5T1 and 2T3, respectively). In Figure 4.14, 

those conformational changes make the IRC from TS4.8a and TS4.8b longer 

than the latter two. In the PES, the conformational changes can be seen by 

comparing the linear start of TS4.8c and TS4.8d, to the irregular one from the 

first two TSs. Once the Ru-N interaction has been broken, all IRCs run through 

the same valley, and all form first the O4-H9 bond.  

 

Figure 4.14: (Left) IRC comparison from TS4.8a (red), TS4.8b (black), TS4.8c (blue) and TS 4.8d 
(purple) on wb97XD/def2svpp/smd= DCM level of theory. (Right) O4-H9 and O1-H2 bond 
distances evolution during the IRCs, represented over the PES defined over those two distances. 

The reason why the EPs from pathway C were more stable than those from 

puckering D was the Ru-N interaction. However, during the oxidation, this 

interaction appears to be broken due to the elongation of the distance for 

the TS, resulting in the loss of the energy advantage from pathway C. With 

this interaction broken, the starting hydrogen bond from EP4.8d1, which is 

maintained in TS4.8c and TS4.8d, is responsible for the greater stability of 

these two TSs. 
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To confirm or reject the radical nature of the oxidation, the optimization of 

the TSs was carried out using an unrestricted (open-shell) approach 

(uωb97XD). Values of S2 close to zero were found in all cases, thus ruling out 

a single-electron transfer process and any type of radical formation during 

the reaction.  

In contrast to Brandi’s mechanism, no real intermediate was found during 

RuO4-mediated oxidation. ELF studies were performed on TS4.8c to establish 

the electron evolution of the system during the oxidation process. Figure 

4.15 shows the first 70 points of the IRC, revealing a highly concerted 

reaction. The TS corresponds to the breaking of the O2-H1 bond at point 28, 

followed by the formation of the O16-H1 bond at point 31. Subsequently, the 

breakage of the C3-H4 bond results in the development of a positive charge 

on C3, which is quickly compensated by the lone pair electrons of the 

nitrogen, forming a N-C3 double bond. The final bond formation between 

O15 and H4 ends with the electron rearrangement, and from this point, only 

the formation of a double hydrogen bond between reduced H2RuO4 and the 

recently formed nitrone continues the IRC progression. Since no relevant 

electronic changes were observed from this point, this part of the ELF was 

omitted for clarity. During the whole IRC, no significant changes were 

observed between the N-O2 bond, ruling out the possibility of any hidden 

nitrosonium intermediate. This fact, combined with the highly concerted 

nature of the reaction, revelated a new oxidation mechanism for 

hydroxylamines. 

Due to the reaction’s concerted nature and the TS corresponding to the O-H 

bond rupture of the hydroxyl group, no significant electronic influence is 

expected from the 3’-substituent since it is far from the reactive positions. 

However, since the oxidation of hydroxylamines with RuO4 has not been 

tested experimentally, three differently substituted hydroxylamines were 

synthetized: R4.9, R4.10 and R4.11 (Table 4.2), and they were oxidized with 

RuO4 under two different conditions. First, the standard methodology was 

employed, using a catalytic amount of RuCl3 that is continuously re-oxidized 

by an excess of NaIO4, as is depicted in Figure 4.1. The oxidation of the 

hydroxylamine was carried out in a biphasic system where the NaIO4 was 

dissolved in the aqueous phase, and the hydroxylamine remained in the 

organic phase, which was composed of a 1:1 mixture of acetonitrile and 
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Figure 4.15: ELF analysis for the oxidation of N-hydroxypirrolidine (R4.8). Only 70 from 131 IRC points are displayed for clarity.  (Left) Evolution of 
the electron population along the IRC. Disynaptic (bonds) and monosynaptic (atoms) basins are represented as plain and dotted lines, respectively.  
(Right) Descriptors of basins at selected points of the IRC.
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carbon tetrachloride. The ruthenium species were able to phase transfer, 

and interact with both reactants. The second methodology consisted of using 

a 5:1 mixture of acetone and water as solvent. In this mixture, no phase 

transfer was necessary. For both systems, the oxidation was also carried out 

without RuCl3 to confirm the influence of the RuO4. In both cases, longer 

reaction times and decomposition of the starting hydroxylamine were 

observed. Once the reaction ended, the regioselectiviy was measured by 

NMR analysis. 

In addition, computational calculations were performed on the 

hydroxylamines that were tested experimentally. Although the synthesis of 

R4.12, and R4.13 failed for different reasons, they were computationally 

tested anyway, since they correspond to electron-withdrawing substituted 

hydroxylamines, and their results can contrast to the three firsts electron-

enriched substituted hydroxylamines. In fact, hydroxylamine R4.13 was an 

interesting study case due the presence of a carbonyl group that radically 

changes the relative acidity of the 2- and 5-position hydrogens.  

To achieve this, the lowest barrier TSs TS4.8c and TS4.8d were used as 

starting points to create eight different transition structures for each system, 

two for each oxidizable hydrogen in the cycle: H1 - H4 (only four for R4.13, 

since the oxo-substituent relies on a sp2 carbon, and so there is no difference 

between both faces of the hydroxylamine). Computational regioselectivity 

results, in both acetonitrile and water, are shown in Table 4.2, alongside the 

experimental regioselectivity for comparison. Other solvents like carbon 

tetrachloride or dichloromethane were also tested however, no significant 

differences were found (see SI).  
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Table 4.2: Experimental (right) and computational (left) results of the regioselectivity on the 
oxidation of 3-substituted, 5-membered ring hydroxylamines. a Calculated via single-point on 
wb97xd/def2tzvpp/solvent//wb97xd/def2svpp/solvent. 

 

Experimental and computationl results were in good agreement showing low 

regioselectivities. Since the electronic influence of the 3-substituent on the 

TS's barrier is almost non-existent, the regioselectivity mainly depends on 

steric hindrance between the 3-substituent and the RuO4. Interestingly, even 

2- and 5-position hydrogen’s acidity from R4.13 differs strongly, the scenario 

is not traduced to the oxidation barriers, and low regioselectivity values are 

also obtained. This result predicts a low regioselectivity in all cases using high 

oxidation state metal oxides that performs the oxidation in a concerted way, 

and with a two-electron-transfer processes. 

 

 

 

 

Computational a Experimental

SMD = ACN CPCM = H2O
CCl4/ACN/H2O 

(2:2:3)
Acetone/H2O 

(5:1)

Reference Substituent 1,2 1,5 1,2 1,5 1,2 1,5 1,2 1,5

R4.9 R = Me 27.4 72.6 54.0 46.0 66.5 33.5 56.5 43.5

R4.10 R = OtBu 95.4 4.6 89.9 10.1 79.1 20.9 78.1 21.9

R4.11 R = NHBoc 80.2 19.8 53.3 46.7 71.1 28.9 78.9 21.1

R4.12 R = F 55.2 44.8 19.6 80.4 - - - -

R4.13 R = O 37.9 62.1 73.0 27.0 - - - -
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4.3 Conclusions  
A borderline mechanism in terms of concertedness has been observed for 

the oxidation of different heterocycles with RuO4. With non-stabilizing 

groups present in the cycle, such as cyclopentane, the reactions evolve with 

the formation of no intermediate. On the other hand, stabilized ones such as 

pyrrolidine, pause in an intermediate stabilized by mesomeric effect. Cases 

between these two extremes like furan or thiophene give rise to situations 

where hidden intermediates can be found, and their existence period is 

determined by the ability of these groups to stabilize it. 

The oxidation study of the simplest N-hydroxy pyrrolidine R4.8, showed a 

highly concerted reaction, with the TS corresponding to the breakage of the 

O-H bond from the hydroxyl group. This fact makes the influence of the 3’-

substituent almost on-existent, and low regio- and enantioselectivities are 

obtained in all cases, both computational and experimentally. 
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5.1 Introduction 
 

5.1.1 The role of acetyl groups beyond protecting agents 
Acyl groups are well-known protecting groups that are usually used for the 

protection of hydroxyl and amino groups. The most commonly used among 

them are acetyl (Ac), benzoyl (Bz), and pivaloyl (Piv). In general, these 

protective groups are stable under acidic and oxidative conditions, and they 

can be removed under basic or reductive conditions (Scheme 5.1).  

 
Scheme 5.1: Most common acyl groups in synthetic chemistry. 

Acyl groups, particularly acetyl groups, are also commonly found in nature, 
where they can be found as backbones or side chains of many 
polysaccharides in plant cells, such as mannans, [1] arabinoxylans, [2] or 
xyloglucans. [3] The degree of acetylation can alter their properties, 
conformation, or hydrophobicity, depending on the location of these 
molecules inside the plant. [4] This acetylation process is controlled by the 
plant itself, indicating that these acetyl groups may play an important but 
less investigated biological function. [5] For example, the most common 
hemicellulose in spruce (picea abies), galactoglucomannan, [6] exists in both 
non-acetylated and partially acetylated forms, each displaying different 
biological applications. [7] 
Furthermore, acetyl groups can participate in the activation and deactivation 
of other biologically active compounds [8] and are involved in many metabolic 
reactions, such as enzymatic acyl cleavage or acyl transfer processes. [9] 
Finally, as mentioned before, the degree of acetylation can alter the 
properties of a given molecule. This can be applied to increase the lipid 
solubility of some drugs, thereby increasing their permeability across the 
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blood-brain barrier, [10] such as the faster brain uptake of heroin compared 
to morphine. 
 

5.1.2 Migration of acetyl groups 
In spite of their utility as protecting groups, when the acyl groups are in close 
proximity to free hydroxyl, thiol, or amine groups, migration of these 
protective groups might occur. [11]  
This well-known phenomenon not only affects the synthesis and purification 
of many organic molecules that contain multiple hydroxyl groups, such as 
carbohydrates, [12] but it could also be involved in various biological activation 
and deactivation processes, such as molecular recognition or other 
biosignaling processes occurring in many plants. [8] 
Acyl group migration was first reported by Fischer in 1920 [13] and is now a 

well-known phenomenon that can cause difficulties during the synthesis, 

purification, and isolation of many organic compounds. As mentioned earlier, 

these problems are common in carbohydrate chemistry, where acyl groups 

are commonly used as protective agents for their multiple hydroxyl groups. 

In monosaccharides, unsuccessful attempts to migrate acetyl groups 

between two non-consecutive hydroxyls have demonstrated that acyl groups 

tend to migrate only to their neighboring hydroxyl groups (Scheme 5.2). [14]  

 

Scheme 5.2: (Top) Acetyl migration on carbohidrates. (Bottom) Examples where the acetyl 
migration is blocked due to the absence of hydroxyl groups near the acetyl.  

 

Based on all this experimental evidence, several mechanisms have been 

suggested, [15] with the most of them assuming the formation of an 

orthoester as the intermediate and the influence of the pH on acyl migration.  
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Thanks to the collective work, a widely accepted mechanism for acyl 

migration was established when Oesterling and Metzler consolidated all the 

pieces and proposed that the migration begins with the catalytic 

deprotonation of the hydroxyl group, followed by the formation of an 

orthoester as the intermediate (Scheme 5.3). [15a] This proposal was strongly 

supported by the isolation of the intermediate. [15c] The breakage of the 

orthoester from the original C-O bond releases the acetyl group to the new 

position, while the newly formed alkoxide is protonated, regenerating the 

base. Since the deprotonation of the neighboring hydroxyl groups of the 

acetyl serves as starting point, the pH of the medium significantly affects the 

rate. This can be observed in various experiments, where the migration rate 

exponentially increases with the pH of the buffer. [16]  

 

Scheme 5.3: Base-catalysed mechanism for the acetyl migration in carbohydrates. 

Furthermore, the rate of migration in carbohydrates is influenced by factors 

beyond the pH, including the stereochemistry of the cycle and the electronic 

and steric properties of both the acyl and alkoxide groups. It has been 

demonstrated that acyl groups are more stable over primary hydroxyl groups, 
[17] mainly due to the steric hindrance reduction and their increased flexibility 

compared to secondary alcohols. As a result, the migration process typically 

proceeds in a clockwise direction from O2, the common starting point, to O6, 

as illustrated in Scheme 5.2.  However, when the acyl group needs to reside 

on a secondary alcohol, equatorial positions are usually preferred, although 

this preference heavily depends on the conditions. [14a] 
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As mentioned earlier, the stereochemistry of the ring also affects the rate of 

migration. This effect becomes more evident when comparing cis and trans 

relationships. It has been demonstrated that, due to the lower ring strain in 

the five-membered TS, migration between secondary alcohols occurs faster 

when they share a cis relationship compared to a trans relationship. [17d, 18]  

Finally, the substitution on the α-carbon of the acyl group also plays a 

significant role in the rate of migration. As the substitution on that carbon 

increases, steric hindrance prevents the approximation of both groups. This 

is consistent with the observation that bulkier protective groups, such as 

pivaloyl, exhibit a slower rate of migration. [17d] 

The discussion thus far has primarily focused on pyranoses, as there have 

been limited studies on migration in furanoses [19] and oligo- and 

polysaccharides. A recent publication by Prof. R. Leino and co-workers has 

demonstrated, for the first time, that acyl groups can migrate not only 

between neighboring positions but also between different monosaccharide 

units in an oligosaccharide. [20] As is depicted in Scheme 5.4, the migration 

occurred between the O2’ position of the second monosaccharide and the 

O6’ position of the first one. KIE studies comparing the migration rate in 

deuterated and non-deuterated solvent suggest that the deprotonation of 

the first hydroxyl group is likely the rate-limiting-step of the reaction.  

 

Scheme 5.4: Acetyl migration in trisaccharides. 

Several computational studies were conducted on acyl migrations. In 1996, 

Nicholson and co-workers [21] performed computational studies on 

intramolecular acyl migration at semiempirical level, providing support for 

the existence of the orthoester intermediate, although no TSs were 

determined. In 2007, Gritsan and co-workers published another theoretical 

study  on acetyl migration, [22] but in this case, the migration involved 

carbonyl groups rather than hydroxyl groups. Two years later, Stachulski and 

co-workers [23] considered a fully deprotonated anion as the starting point for 

their calculations and determined only the first TSs of the migration 
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processes leading to the orthoester intermediate. However, using a naked 

anion as the starting point may be the cause of the lower barriers obtained 

compared to the experimental values. Furthermore, the absence of IRC 

studies on those TSs makes the connection between the acylated compound 

and the orthoester unclear. In a more recent publication, the same authors 

reported similar results for the intramolecular transacylation of acyl 

glucosides, once again calculating only the first TSs before the formation of 

the orthoester, assuming that it corresponds to the RDS for the reaction, in 

agreement with their kinetic experiments.  [24] 

Finally, Petkov and co-workers [25] provided further support for the stepwise 

mechanism and the formation of the orthoester as the intermediate. They 

also suggested the catalytic nature of the base, where once the alcohol is 

deprotonated, the migration occurs spontaneously. However, when 

calculating kinetic constants, it is important to note that while deprotonation 

is required for the reaction, considering a fully anionic mechanism is only 

valid if the species are fully deprotonated, which is not the case at the 

reaction pH. To obtain accurate estimations, the actual concentration of the 

anion needs to be considered, which is dependent on the 𝑝𝐾𝑎  of the 

corresponding hydroxyl group and the pH of the medium. 

Regarding the migration in oligosaccharides illustrated in Scheme 5.4, Prof. 

Leino and co-workers [20] optimized only one of the multiple conformers of 

the O2’-O6’ acetyl migration TS, primarily due to the significant 

conformational variability present in trisaccharides. This particular TS 

demonstrated that the molecular flexibility of trisaccharides allows for the 

O6’ position of the first monosaccharide and the O2’ position of the second 

monosaccharide to approach closely enough for the acyl transfer to occur. 

However, this model once again employed the naked anion approximation 

and did not identify the orthoester as an intermediate. 

Due to the lack of consistent conditions among early studies and the 

omission of certain stationary points in computational calculations, the 

reversibility of the process and other factors such as reaction conditions or 

solvent modeling have not been thoroughly explored. Therefore, a more 

comprehensive investigation of the acyl migration process in mono- and 

oligosaccharides is warranted. 
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The objective of this chapter is to conduct a comprehensive analysis of acyl 

migration in both mono- and trisaccharides. An extensive NMR kinetic study 

has been performed, and the results will be compared with computational 

findings obtained from the development of a kinetic model. The objective of 

the model is to accurately represent the multiple equilibria involved in acetyl 

migration in carbohydrates and provide the most precise kinetic constants. 

To conduct this study and obtain minimally accurate kinetic constants, it is 

necessary to address the significant conformational variability of the studied 

mono- and   trisaccharides. Since the experimental determination of the 

corresponding constants usually involves more than one elemental step, a 

kinetic mathematical treatment of the reaction case must be done.  

 

5.2 Results and discussion 
 

5.2.1 Experimental kinetic studies of acetyl migration in 

monosaccharides 
This work was carried out in collaboration with the group of Prof. R. Leino 

(Åbo Academy University, Finland). The finnish group conducted a kinetic 

migration analysis on several monosaccharides and acyl groups, namely Ac, 

Bz, Piv, (R)-, and (S)-2-Ph-propanoyl. The starting compounds for the acyl 

migration are illustrated in Scheme 5.5. The discussion and calculations will 

focus solely on the acetyl (Ac) migration of glucosides, (R5.1 and R5.6, 

respectively), galactosides (R5.11 and R5.16) and xylosides (R5.26 and R5.31), 

attending their respective anomeric orientation. Full kinetic data, along the 

experimental procedures and NMR characterization is available in the 

original publication. [26] 
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Scheme 5.5: Starting compounds for the investigation of acyl group migration. 

In all the cases studied, the initial position of the acetyl group is determined 

based on the simplest method for protecting the carbohydrate starting 

material. For glucosides and galactosides, the initial position is O2’, while for 

xylosides is O4’. During the kinetic measurements, a certain degree of 

hydrolysis was detected and measured following Scheme 5.6.  Procedure A 

was applied to glucosides and galactosides, while procedure B was used for 

xylosides.  

 

Scheme 5.6: Reaction schemes used for calculating the kinetic constants. 
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Experimental results on acyl migration over selected carbohydrates are 

presented in Table 5.1. A surprising finding from the data analysis is that the 

rate of migration for the axial anomeric OMe group is significantly slower (22-

58%) compared to the equatorial position. This difference is displayed in 

Figure 5.1. However, the disparity is much smaller when the two groups 

share a cis relationship. This can be observed by comparing the difference in 

migration between α- and β-galactose for the first step (from O2’ to O3’) with 

the second step (from O3’ to O4’).  

Table 5.1: Rate constants for migration of the acetyl group in Me α- and β-D-glucopyranosides, 
Me α- and β-D-galactopyranosides according to path A displayed in Scheme 5.6 and in Me α- 
and β-D-xylopyranosides according to path B from the same scheme. [a] 

 

[a] Conditions: 100 mM phosphate buffer with 10% D2O, pH 8, 25 °C. 
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Figure 5.1:  Acetyl group migration in Me α- and β-D-glucopyranoside displaying the experimental data and the kinetic model made for 
comparison. Conditions: 100 mM phosphate buffer with 10% D2O, pH 8, 25 °C.

Migration in R5.1 Migration in R5.6R5.1a data
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R5.1e data
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R5.6d data
R5.6e data

R5.6b data
R5.6c data

R5.6a model

R5.6d model
R5.6e model

R5.6b model
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The reason for this could involve the anomeric effect. When O1 adopts an 

axial position, the bond between C1 and the ring oxygen becomes shorter, 
[27] introducing additional strain in the ring. This strain could increase the 

distance between the reacting groups, thus raising the energy barrier for the 

formation of the TS. However, this effect should be weaker when both 

groups share a cis disposition, as they are closer in space compared to the 

trans configuration, and the difference in strain between α- and β-isomers is 

not as noticeable.  

It was also observed that similar types of migration exhibited similar rate 

constants.  For example, when comparing the migration from O2’ to O3’ 

among the three carbohydrates with the same anomeric disposition, the rate 

constants showed similar values. 

The easier migration between cis-disposed groups compared to trans can be 

noticed by comparing the migration from O3’ to O4’ in galactosides with the 

other two carbohydrates, which is likely due to the reduction of the strain in 

the TS. 

 

5.2.2 Kinetic insights derived from the mechanism on the acetyl 

migration in monosaccharides 
The first step in developing a kinetic model for a given reaction is to 

determine the actual mechanism and all the elementary steps involved in the 

process. To accomplish this, the O2’-O3’ acetyl migration of Me α-D-

glucopyranoside R5.1 was used as a model, assuming that migrations to 

other positions and in other carbohydrates would proceed in a similar 

manner.  

As mentioned earlier, computational studies involving carbohydrates are 

challenging due to the multitude of conformations that can be adopted 

within a narrow range of energy. Consequently, the study began with a 

conformational analysis of the given molecules to identify the true minimum 

energy configuration. This analysis was performed using the Macromodel 

software from the Schrödinger package. The results for the 2’-and 3’-acetyl 

are displayed in Figure 5.2. 
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Figure 5.2: Conformational search for the 2’- and 3’- acetylated derivatives of Me α‐D‐ 
glucopyranosides. 

Once the minimal energy conformations for each isomer were obtained, 

transition structures were determined through relaxed scans starting from 

those structures. Two different TS, α-D-Glc-TS1a_n_Si and α-D-Glc-

TS1a_n_Re, were obtained, corresponding to the attack from each face 

(Re/Si) of the acetyl group. IRC calculations from these TSs unequivocally 

connected the acetylated monosaccharides with the orthoester 

intermediates, confirming the findings of Petrov and co-workers. [25] Two 

additional transition structures, α-D-Glc-TS1b_n_Si and α-D-Glc-TS1b_n_Re, 

separated both intermediates from the 3’-acetyl glucoside (Scheme 5.7). The 

preferred pathway was selected based on the lower energy barriers for the 

overall process. 

This procedure will be applied in further optimizations of both, energy 

minima and TSs. 

 

14 conformers 16 conformers
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Scheme 5.7: Mechanism of anionic acetyl migration through the nucleophilic attack to both 
faces of the acetyl group.  

Due to the presence of an orthoester intermediate between 2-acetyl and 3-

acetyl glucoside (Figure 5.3), the calculation of the kinetic constants for the 

whole process must be calculated following Eq. 1 and Eq.2.  

𝑘𝑗  = 
𝑘𝑖

𝑎 ∙ 𝑘𝑖
𝑏

𝑘𝑖
−𝑎+ 𝑘𝑖

𝑏                                                                              (Eq. 1) 

𝑘−𝑗 = 
𝑘𝑖

−𝑎 ∙ 𝑘𝑖
−𝑏

𝑘𝑖
−𝑎+ 𝑘𝑖

𝑏                                                                            (Eq. 2) 
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Figure 5.3: Energetic profile of the migration in Me α-D-glucopyranoside along with the 
definition of experimental and theoretical kinetic constants for the overall process. Examples 
are defined for i = 2, corresponding to the O2-O3 migration in Me α-D-glucopyranoside. 

 

 

5.2.3 Evaluation of the protonation state and solvent model for 

the acetyl migration with glucopyranosides as study case 
In this section, experimental energy barriers will be compared using different 

solvation models to determine the optimal conditions for calculating 

migration rate constants. The conversion between energy barriers and 

kinetic constants can be achieved using the Eyring equation (Eq.3). 

𝑘𝑇 = 
𝑘𝐵𝑇

ℎ 𝑐0
𝑒

−∆𝐺0

𝑅𝑇                                                                           (Eq. 3) 
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By applying Eq.3, the experimental energy barriers for the first equilibrium 

of acetyl migration in Me α-D-glucopyranoside at pH 8 are determined to be 

22.2 Kcal/mol for the direct process and 22.3 Kcal/mol for the inverse process. 

These values will serve as references for studying various solvation models. 

Since most of the carbohydrate is in a neutral form at pH 8, the first model 

studied is the migration through a neutral mechanism. The direct transfer of 

the hydrogen from the hydroxyl to the carbonyl oxygen involves a highly 

strained 4-membered cycle TS. To alleviate this strain, extrinsic water 

molecules were introduced. In path A1 of Scheme 5.8, a water molecule 

bridge was constructed, forming hydrogen bonds between the hydroxyl and 

the carbonyl oxygen. By applying Eq.3 to the energy barriers obtained and 

merging those two step constants into one using Eq.1 and Eq.2, rate 

constants around 10-8 were obtained, which are 3 orders of magnitude lower 

than the experimental constants. Transforming those rate constants back 

into energy barriers using Eq.3, the corresponding barriers of 27.7 Kcal/mol 

and 28.3 Kcal/mol were obtained for the direct and reverse acetyl transfers 

from O2 to O3, respectively.  

In an attempt to improve those results, another water molecule was 

introduced to the bridge, providing more flexibility to the system (path A2). 

However, the obtained barriers were similar (of 29.0 Kcal/mol for the O2-O3 

migration, and 28.8 Kcal/mol for the reverse process). For this reason, path 

A2 was discarded, and path A1 was considered as the preferred acyl 

migration mechanism under neutral conditions. 
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Scheme 5.8: Neutral mechanisms through water-bridged transition structures for O2-O3 
migration in Me α-D-glucopyranoside. Relative energies calculated at TPSSH/g3d3bj/ 
/def2tzvp(d)/cpcm= H2O // TPSSH/g3d3bj/def2svp(d)/cpcm= H2O are given in kcal/mol. 

Since the neutral barriers were too high in energy, the anionic mechanism 

was then explored. The possibility of an initial deprotonation as the starting 

point has been suggested many times. [15a, 23, 25] However, lower energy 

barriers than expected were obtained in all the cases involving a naked anion. 

Considering that the reaction takes place in water, it was recognized that a 

naked anion in a polar continuum medium might not precisely represent the 

real situation. To account for this, discrete water molecules surrounding the 

alkoxide anion were introduced. In fact, the importance of microsolvation in 

the accurate localization of TS has been recently demonstrated. [28]  
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For the purpose of comparison, a variable number of water molecules (from 

0 to 6) was studied. To ensure an accurate analysis, the discussions will be 

based on the structures with the minimum energy. The general mechanism 

and energy values are illustrated on Scheme 5.9. 

 

Scheme 5.9: (Left) Anionic models incorporating from n= 0 - 3 explicit water molecules. Relative 
energies (wb97xd/6‐311++G(d,p)/SMD=H2O //wb97xd/6‐31+G(d,p)/SMD=H2O) in Kcal/mol 
are provided from X = 0 - 6 explicit water molecules. (Right) Models for TS1a incorporating 4 
and 6 explicit water molecules. 

By utilizing Eq.1 and Eq.2 with the energy barriers depicted in Scheme 5.9, 

the overall barrier for the process can be determined. Trough the Eyring 

equation (Eq. 3), the theoretical kinetic constants can be calculated. The 

results are presented in Table 5.2. 

Table 5.2: Comparison between calculated and experimental energy barriers and kinetic 
constants for the O2-O3 acetyl migration in Me α-D-glucopyranoside under the anionic 
mechanism with different number of explicit water molecules (X). 

[a] Level of theory: wb97xd/6-311++G(d,p)/smd=H2O//wb97xd/6‐31+G(d,p)/smd= H2O. 

EXP.

ΔG1  (Kcal/mol)
ΔG-1 (Kcal/mol)

k1  (s
-1)

k-1 (s
-1)

X=0 X=1 X=2 X=3 X=4 X=6

22.2
22.3

7.3
8.5

2.73E+07
3.39E+06

13.8
11.2

4.50E+02
3.88E+04

14.4
12.6

1.72E+02
3.48E+03

18.3
18.5

2.18E-01
2.29E-01

10.9
10.8

6.80E+04
8.11E+04

15.0
15.4

6.59E+01
3.16E+01

6.28E-05
5.11E-05

a

a
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As was mentioned previously, the naked anion model (X=0) is not suitable for 

describing the migration process, as evidenced by the lowest energy barriers 

and significant discrepancy of at least 11 orders of magnitude between 

experimental and theoretical kinetic constants. The inclusion of one and two 

water molecules in the system (X=1, 2) slightly improved the results by 

reducing the nucleophilicity of the alkoxide. Since the anion is better 

stabilized with two water molecules compared to one, the energy barrier 

increased further with the addition of the second water molecule. 

The anionic model that best fitted the experimental results was the system 

with three water molecules (X=3). In this model, three water molecules were 

included, arranged in a tetrahedral orientation surrounding the alkoxide. A 

significant increase in the energy barrier is observed when comparing these 

results with the previous two models. The increase is not only due to the 

reduction in nucleophilicity of the anion but also because of the saturation 

of the alkoxide's lone pair electrons. In this case, since there are no available 

electrons for nucleophilic attack, one of the water molecules must be 

expelled, leading to the breaking of a hydrogen bond. This disruption of the 

hydrogen bond is responsible for the substantial increase in the energy 

barrier. 

The inclusion of water molecules around the acetyl’s carbonyl did not 

significatively increase the barrier, and models with even more water 

molecules (X=4, 6) resulted in the inability to locate a transition state with 

three water molecules around the alkoxide. Instead, structures similar to 

those depicted in Scheme 5.9 were obtained in all cases. Without the 

breaking of the hydrogen bond in the TS, lower barriers were once again 

observed.  

The improvement in results with the inclusion of three water molecules was 

not entirely unexpected, as it has been reported that the optimization in the 

presence of three explicit water molecules is necessary for accurately 

calculating thiols’s 𝑝𝐾𝑎. [29] 

As shown in Figure 5.4, neither neutral or anionic mechanisms are close 

enough to the experimental barriers to be considered a suitable model. This 

is because both mechanisms are related through an acid-base equilibrium 

and take place simultaneously. The acid-base equilibrium must be 
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considered not only to obtain accurate kinetic constants but also to model 

the well-known pH dependence of the migration. 

 

 

Figure 5.4: Comparison between both neutral and anionic relative energies of the first acetyl 
migration (bars) compared to the experimentally obtained barrier (dotted line). 

 

5.2.4 Modeling the pH dependence of acetyl migration: the 

definitive model 
The selection of both anionic and neutral mechanisms for the creation of the complete model 
was based on the better representation of each system in the aqueous environment. Therefore, 
path A1 from Scheme 5.8 (involving a one-water molecule bridge) and the X=3 model from 
Scheme 5.9 (involving an anion surrounded by 3 water molecules) were merged in the 
complete model depicted in  

Scheme 5.10. 

In this scheme, the first acetyl migration is depicted in detail, including the 

orthoester intermediate between both acetyl positions, while the other 

steps in further acetyl migrations are omitted for clarity. The blue constants 

𝑘𝑛
𝑜𝑏𝑠  and 𝑘−𝑛

𝑜𝑏𝑠  (n=1-3) represent the experimental direct and reverse acetyl 

migration constants measured by NMR. Both mechanisms are related  
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Scheme 5.10: Acetyl group migration in Me α-D-glucopyranosides. The first acetyl migration is 
fully depicted while the others are shortened for clarity.  
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through 𝑘𝑛 and 𝑘−𝑛  (n = 1, 4, 5, 8, 9, 12), whose quotient gives rise to the 

acid-base constants 𝐾𝑒𝑞
𝑛  (n=1-6) (Eq. 4-9). These constants, along with the 

available concentration of each protonation state of the carbohydrate, 

modulate the rate of migration. The concentration of each species, in turn, 

depends on the pH of the media and the 𝑝𝐾𝑎 values of the hydroxyl groups 

involved.  

𝐾𝑒𝑞
1  = 

k1

k−1
 = 

[B]·[H+]

[A]
                                                                                      (Eq. 4) 

𝐾𝑒𝑞
2  = 

𝑘4

𝑘−4
 = 

[𝐶][𝐻+]

[𝐷]
                                                                                       (Eq. 5) 

𝐾𝑒𝑞
3  = 

𝑘5

𝑘−5
 = 

[𝐸]·[𝐻+]

[𝐷]
                                                                                       (Eq. 6)  

𝐾𝑒𝑞
4  = 

𝑘8

𝑘−8
 = 

[𝐹][𝐻+]

[𝐺]
                                                                                        (Eq. 7) 

𝐾𝑒𝑞
5  = 

𝑘9

𝑘−9
 = 

[𝐼]·[𝐻+]

[𝐺]
                                                                                        (Eq. 8) 

𝐾𝑒𝑞
6  = 

𝑘12

𝑘−12
 = 

[𝐽][𝐻+]

[𝐿]
                                                                                       (Eq. 9) 

 

It should be noted that a more complex equilibrium involving other deprotonated forms exists, 
but these species are not productive for the migration process. Therefore, only the 
deprotonation of the hydroxyl group attacking the carbonyl group was considered in the model. 
Additionally, the hydrolysis side reaction was not taken into account, assuming that it affects 
all acylated compounds to a similar extent and can be neglected for calculations at pH > 7. Eq. 
10-19 represent the rate equations for compounds A-L. As mentioned earlier, an orthoester 
intermediate exist between each acetyl position, as shown in the first migration depicted in  

Scheme 5.10. Therefore, those constants are calculated trough the other 

four via Eq.1 and Eq.2. 

𝑑[𝐴]

𝑑𝑡
 = −(𝑘1 + 𝑘3)[𝐴] +  𝑘−1[𝐵][𝐻+] + 𝑘−3[𝐷]                                   (Eq. 10) 
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𝑑[𝐵]

𝑑𝑡
 = 𝑘1[𝐴] − 𝑘−1[𝐵][𝐻+] − 𝑘2[𝐵] +  𝑘−2[𝐶]                                      (Eq. 11) 

𝑑[𝐶]

𝑑𝑡
 = 𝑘2[𝐵] − 𝑘−2[𝐶] − 𝑘−4[𝐶][𝐻+] + 𝑘4[𝐷]                                      (Eq. 12) 

𝑑[𝐷]

𝑑𝑡
 = = 𝑘3[𝐴] + 𝑘−4[𝐶][𝐻+]+𝑘−6[𝐺] + 𝑘−5[𝐸][𝐻+] −  

−(𝑘4 + 𝑘−3 + 𝑘5 + 𝑘6)[𝐷]                                                                         (Eq. 13) 

𝑑[𝐸]

𝑑𝑡
 = 𝑘5[𝐷] − 𝑘−5[𝐸][𝐻+] − 𝑘7[𝐸] +  𝑘−7[𝐹]                                     (Eq. 14) 

𝑑[𝐹]

𝑑𝑡
 = 𝑘7[𝐸] −  𝑘−7[𝐹] − 𝑘−8[𝐹][𝐻+] + 𝑘8[𝐺]                                      (Eq. 15) 

𝑑[𝐺]

𝑑𝑡
 = 𝑘6[𝐷] + 𝑘−8[𝐹][𝐻+]+𝑘−11[𝐿] + 𝑘−9[𝐼][𝐻+] −   

−(𝑘8 + 𝑘−6 + 𝑘9 + 𝑘11)[𝐺]                                                                        (Eq. 16) 

𝑑[𝐼]

𝑑𝑡
 = 𝑘9[𝐺] − 𝑘−9[𝐼][𝐻+] − 𝑘10[𝐼] + 𝑘−10[𝐽]                                      (Eq. 17) 

𝑑[𝐽]

𝑑𝑡
 = 𝑘10[𝐼] −  𝑘−10[𝐽] − 𝑘−12[𝐽][𝐻+] + 𝑘12[𝐿]                                   (Eq. 18) 

𝑑[𝐿]

𝑑𝑡
 = 𝑘11[𝐺] +  𝑘−12[𝐽][𝐻+] − (𝑘12 + 𝑘−11)[𝐿]                                   (Eq. 19) 

For the resolution of this system, stationery transition state theory was 

applied. This theory states that the concentration of a reactive intermediate 

(in this case, the anionic species) remains approximately constant during the 

reaction. Therefore, Eq. 11, 12, 14, 15, 17 and 18 are set to zero. By 

combining these equations with the acid base equilibrium Eq. 4-9 the 

observed kinetic constants 𝐾n
𝑜𝑏𝑠  (Eq. 20-25) can be defined. 

𝑘1
𝑜𝑏𝑠  = −𝑘3 + 

𝑘2·𝐾𝑒𝑞 
1

[𝐻]+
                                                                   (Eq.20) 

𝑘−1
𝑜𝑏𝑠  = −𝑘−3 + 

𝑘−2·𝐾𝑒𝑞
2

[𝐻]+
                                                                (Eq.21) 
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𝑘2
𝑜𝑏𝑠  = −𝑘6 + 

𝑘7·𝐾𝑒𝑞
3  

[𝐻]+
                                                                   (Eq.22) 

𝑘−2
𝑜𝑏𝑠  = −𝑘−6 + 

𝑘−7·𝐾𝑒𝑞
4

[𝐻]+
                                                                (Eq.23) 

𝑘3
𝑜𝑏𝑠  = −𝑘11 + 

𝑘10·𝐾𝑒𝑞
5

[𝐻]+
                                                                 (Eq.24) 

𝑘−3
𝑜𝑏𝑠  = −𝑘−11 + 

𝑘−10·𝐾𝑒𝑞
6

[𝐻]+
                                                             (Eq.25) 

Those equations depend on two factors. The first factor is the constant of the 

neutral system that models the migration, and the second factor is a product 

of the anionic constant for the process, the pH-equilibrium constant, and the 

pH of the media, expressed as the proton concentration [𝐻+] . Since 

𝑘n
𝑜𝑏𝑠  presents values around 10-5 s-1, and neutral constants were three orders 

of magnitude lower than them, the contribution of the neutral constants can 

be considered negligible at pH>6. Thus, Eq. 20-25 can be simplified to Eq. 26-

31. 

𝑘1
𝑜𝑏𝑠  = 

𝑘2·𝐾𝑒𝑞 
1

[𝐻]+
                                                                             (Eq.26) 

𝑘−1
𝑜𝑏𝑠  = 

𝑘−2·𝐾𝑒𝑞
2

[𝐻]+
                                                                            (Eq.27) 

𝑘2
𝑜𝑏𝑠  = 

𝑘7·𝐾𝑒𝑞
3  

[𝐻]+
                                                                             (Eq.28) 

𝑘−2
𝑜𝑏𝑠  = 

𝑘−7·𝐾𝑒𝑞
4

[𝐻]+
                                                                            (Eq.29) 

𝑘3
𝑜𝑏𝑠  = 

𝑘10·𝐾𝑒𝑞
5

[𝐻]+
                                                                            (Eq.30) 

𝑘−3
𝑜𝑏𝑠  = 

𝑘−10·𝐾𝑒𝑞
6

[𝐻]
+                                                                            (Eq.31) 
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All the other variables are well-known, except for the pH-equilibrium 

constant.  Calculating the pH-equilibrium constants can be done using the 

solution phase free energy of the deprotonation reaction (Eq. 32), which is 

derived from the Eyring equation (Eq. 7). However, the calculation of the 

energy barriers ∆𝐺𝑎𝑞 
∗  is challenging.  The reason is that even if both models 

have the same atom number (which is not always the case), the TSs of a 

water molecule or a hydroxide anion deprotonating an hydroxyl group from 

another molecule do not precisely represent the real situation where 

everything is solvated. This can lead to significant errors in the calculated 

𝑝𝐾𝑎 values. [30] However, these results can be improved by adding several 

explicit water molecules. [31]  

𝑝𝐾𝑎  = 
∆𝐺𝑎𝑞

∗

2.303𝑅𝑇
                                                                           (Eq. 32)                                                                 

Therefore, instead of directly calculating the energy barrier ∆𝐺𝑎𝑞 
∗  using 

transition states, a thermodynamic method developed by Schlegel and 

coworkers [31c] will be employed. In this method, the estimation of ∆𝐺𝑎𝑞 
∗  is 

based on the summation of the TSs from each species involved in the acid-

base equilibrium, considering the position of each species in the equation 

AH ⇄  A− + H+ (Eq. 33). To achieve higher accuracy, Schegel et al. 

incorporated three explicit water molecules to solvate the anion, as 

suggested in previous literature. 

∆𝐺𝑎𝑞 
∗ = 𝐺𝑎𝑞 

∗ (𝐴−) +  𝐺𝑎𝑞 
∗ (𝐻+) − 𝐺𝑎𝑞 

∗ (𝐴𝐻) + 𝐺 
1𝑎𝑡𝑚⟶1𝑀                        (Eq. 33) 

𝐺𝑎𝑞 
∗ (𝐴−) and 𝐺𝑎𝑞 

∗ (𝐴𝐻) represent the respective free energies at 1M of the 

TSs for the migration from the anionic and the neutral models, 𝐺𝑎𝑞 
∗ (𝐻+) 

is the free energy  of the proton in the aqueous phase, with a literatue value 

of -265.9 kcal/mol. [32] Finally, 𝐺 
1𝑎𝑡𝑚⟶1𝑀  corresponds to the free energy 

change when converting from the standard state of 1 atm to 1 M, and is 1.89 

kcal/mol. 

By applying this model to carbohydrates, 𝑝𝐾𝑎 values for the hydroxyl groups 

involved in the first migration were obtained. When combined with the [𝐻+] 

at pH 8 and the TS free energy from the first migration, the resulting barriers 

fall within the range of 10-4 to 10-5, which aligns closely with the experimental 

constants. Based on this success, the model was extended to the remaining 
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hydroxyl groups involved in acetyl group migration. The corresponding 𝑝𝐾𝑎 

values are presented in Figure 5.5. 

 

Figure 5.5: Calculated (m062x/cc-pvtz/SMD=water) 𝑝𝐾𝑎  values for α-D-Glc-2Ac_H, α-D-Glc-
3Ac_H, α-D-Glc-4Ac_H and α-D-Glc-6Ac_H. 

The differences observed in 𝑝𝐾𝑎 values for similar hydroxyl groups can be 

attributed to small variations in energy, which can result in several units of 

difference in their calculation. It should be noted that a difference of 1 unit 

of 𝑝𝐾𝑎 corresponds to an error of 1.36 kcal/mol. [33] Even with accurate levels 

of theory, differences of 1-2 units could be expected. [34]  

In terms of the results obtained for the first migration, the model was initially 

applied to the entire migration process for Me α-D-glucopyranoside, and 

then extended to other carbohydrates. Table 5.3 presents a comparison 

between experimental and theoretical values, along with the relative errors 

for the migration kinetic constants. As mentioned earlier, these calculations 

required the evaluation of various conformations for both minima and TS for 

each carbohydrate in each model. To ensure reliable results, only structures 

with consistent water molecules interactions were selected. This approach 

avoids including unreliable results that may arise from additional interactions 

formed by some water molecules in certain conformations.
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Table 5.3: Calculated formal energy barriers [a] (kcal/mol) and rate constants [b] (s-1) for the acetyl group migration in Me O-Ac-D-glycosides at 
pH= 8.  

 

[a] Obtained from the individual barriers of the stepwise mechanism calculated at m062x/cc-pvtz/SMD=water//m062x/6-31+G(d,p)/SMD=water 

level of theory and then from the rate constants by using Eyring’s equation Eq.7. [b] Obtained by applying equations Eq. 24-29. [c] Difference 

between experimental and calculated ΔG in kcal/mol. 

Experimental Predicted

rate constant ΔG rate constant ΔG Error

M
e 

α
-D

-g
lc

 

6.28E-05 23.2 3.35E-04 22.2 1.0

5.11E-05 23.3 4.03E-05 23.5 0.2

5.06E-05 23.3 3.15E-06 25.0 1.6

1.01E-04 22.9 4.50E-06 24.8 1.8

1.21E-03 21.4 6.32E-04 21.8 0.4

7.83E-05 23.1 8.15E-05 23.1 0.0

M
e 

α
-D

-g
al

3.31E-05 23.6 2.99E-04 22.3 1.3

2.65E-05 23.7 1.56E-04 22.7 1.1

2.43E-04 22.4 6.75E-03 20.4 2.0

2.43E-04 22.4 2.94E-05 23.7 1.3

2.83E-04 22.3 4.83E-04 22.0 0.3

5.47E-05 23.3 2.34E-04 22.4 0.9

M
e 

α
-D

-x
yl 5.86E-05 23.2 2.27E-04 22.4 0.8

4.25E-05 23.4 9.44E-04 21.6 1.8

2.03E-05 23.9 1.47E-05 24.1 0.2

2.34E-05 23.8 1.25E-04 22.8 1.0

Experimental Predicted

rate constant ΔG rate constant ΔG Error

M
e 

β
-D

-g
lc

 

2.02E-04 22.5 2.72E-05 23.7 1.2

1.11E-04 22.9 4.28E-04 22.1 0.8

1.15E-04 22.8 3.58E-04 22.2 0.7

1.28E-04 22.8 4.71E-06 24.7 2.0

1.10E-03 21.5 5.48E-03 20.6 1.0

4.56E-05 23.4 4.01E-04 22.1 1.3

M
e 

β
-D

-g
al

1.47E-04 22.7 1.19E-04 22.8 0.1

6.08E-05 23.2 3.94E-05 23.5 0.3

2.43E-04 22.4 1.88E-04 22.6 0.2

1.72E-04 22.6 8.78E-06 24.4 1.8

2.10E-04 22.5 1.49E-03 21.3 1.2

5.72E-05 23.3 5.54E-05 23.3 0.0

M
e 

β
-D

-x
yl 1.65E-04 22.6 2.85E-05 23.7 1.0

7.33E-05 23.1 3.52E-04 22.2 0.9

9.11E-05 23.0 3.27E-04 22.2 0.8

7.81E-05 23.1 1.90E-03 21.2 1.9

cc
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It should be noted that the expected deviations from DFT calculations, which 

are typically in the order of 1-2 kcal/mol [35], can result in deviations of 1-2 

orders of magnitude in the kinetic constants due to their logarithmic 

dependence. Therefore, it can be considered that the predicted energy 

barriers are in good agreement with the experimental values.  

For verifying that the acidity dependency is lineal beyond the pH interval 7-

8, [16b] as the computational results predict trough Eq. 26-31, the migration 

of Me α-D-glucopyranoside R5.1 was performed at pH=6, 7, 7.5, and 9. The 

rate constants calculated at pH 8 were used as reference to correlate the 

other rate constants. 

Applying the water dissociation constant (Eq.34) to the definitive constants 

formula Eq.26-31, makes 𝑘𝑖
𝑜𝑏𝑠   linear depend on [OH-] (Eq.35).  

𝐾𝑤 = [𝐻+] ∙ [𝑂𝐻−] = 1,0 ∙ 10−14                                                                     (Eq. 34) 

𝑘𝑖
𝑜𝑏𝑠 = [𝑂𝐻−] 

𝑘𝑗
𝑎𝑛𝑖𝑜𝑛𝑖𝑐 

· 𝐾𝑒𝑞
𝑚

𝐾𝑤
                                                                       (Eq. 35) 

Since 𝑘𝑗
𝑎𝑛𝑖𝑜𝑛𝑖𝑐 , 𝐾𝑒𝑞

𝑚  and 𝐾𝑤  are constants not dependent on the pH, the 

relationship between 𝐾𝑖
𝑜𝑏𝑠  at different pHs will simply be the ratio between 

the reference and the specified [OH-] concentrations (Eq.36).  

𝑘𝑖,   𝑝𝐻=𝑥
𝑜𝑏𝑠

𝑘𝑖,   𝑝𝐻=8
𝑜𝑏𝑠  = 

[𝑂𝐻−]𝑝𝐻=𝑥

[𝑂𝐻−]𝑝𝐻=8
                                                                 (Eq. 36) 

Table 5.4 presents the correlation between the rate constants at pH 8 and 

other pH values. The experimental coefficients determined align well with 

the theoretical ones. The observed differences are likely attributed to 

measurements errors during the migration or in buffer preparation. The 

larger error at pH 9 may be caused by the faster migration at that pH, 

resulting in a lower signal accumulation in the NMR-spectra and increasing 

the deviation. These results confirm the requirement for deprotonation in 

the migration process and highlight the significant impact of the solution’s 

ability to deprotonate the hydroxyl groups on the migration rate.  
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Table 5.4: theoretical and experimental values of the relationship of the migration rate of R5.1 
at different pHs with the migration at pH 8. 

 

Given the multiple models, species, and equilibria involved in this method, 

as well as the minimal difference in barriers between each step, a 

conventional analysis based on the related structures is not sufficient to 

explain the observed differences between carbohydrates.  Notably, no 

significant differences were found in the geometries of the TS corresponding 

to the same migration in α and β anomers. This suggests that the differences 

in the rate of migration rates are not primarily due to steric factors but rather 

to other well-known electronic features such as the anomeric effect. 

Nevertheless, trends can still be analyzed. Figure 5.6 provides a comparative 

energy diagram illustrating the complete migration process of the three 

studied monosaccharides, including both anomeric configurations and the 

theoretical values. This diagram highlights the close similarity between the 

experimental and theoretical results, as well as the overall trend of the 

system. Experimental kinetic results are also presented along the energy 

diagram. The kinetic experiments were conducted until equilibrium was 

reached, and the comparison between the trend of the energy diagram and 

the isomer proportions at the equilibrium reveals a matching pattern.  

For glucosides and galactosides, a clear descending trend is observed in the 

energy diagram, with the 6-Ac being the most stable. This corresponds to the 

most abundant isomer observed at the equilibrium. On the other hand, in 

the case of xylosides, where primary alcohols are absent in the molecule, the 

stability of the different positions becomes more competitive. As a result, no 

clear descending trend or dominant isomer at equilibrium is observed. 

 

pH
Theoretical
Coefficient

Experimental
Coefficient

9
8

7.5
7
6

10.0
1.0

0.32
0.1

0.01

7.1
1.0

0.35
0.085

0.0082
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Figure 5.6: (Left) Experimental and calculated (m062x/cc-pvtz/SMD=water//m062x/6-31+G(d,p)/SMD=water) energy profiles for the complete 

migration process in monosaccharides. The maxima correspond to formal barriers (𝛥𝐺𝑖
𝑜𝑏𝑠) calculated from the rate constants 𝐾𝑖

𝑜𝑏𝑠. The real 
barriers are those corresponding to two-step processes with an intermediate orthoester as discussed above. (Right) Kinetic results of acetyl 
migration in α/β gluco-, galacto- and xylopyranosides. Conditions: 100 mM phosphate buffer with 10% D2O, pH 8, 25 °C.
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5.2.5 Acetyl migration in trisaccharides 
Acyl group migration has traditionally been described as occurring within 

monosaccharides, where the acyl group moves from one hydroxyl group to 

a neighboring one. However, recent discoveries have revealed that this 

migration can also occur between different monosaccharide units in an 

oligosaccharide. [20, 36] 

This newfound understanding of acyl group migration extends to other 

hemicelluloses such as mannans, glucans o xylans, which are molecules 

present in nearly all plant species. [37] The acetylation of these hemicelluloses 

plays a crucial role in determining their structure and function within the 

plant cell walls. [38] It has been demonstrated that the pH in plant cells 

undergoes changes during their life cycle, [39] and since the pH of the 

surrounding environment significantly affects the rate of acyl migrations, 

these acetyl migrations could be involved in various stages of plant 

development, [40] or even cellular signaling processes.  

With this in mind, investigating the potential acetyl migration within and 

across the glycosidic linkages could provide valuable insights into the 

positioning of acetyl groups after biosynthesis and their evolution during cell 

growth.  

To carry out this investigation, four β-(1 → 4)-linked glucan and xylan 

trisaccharides were synthetized (Figure 5.7) and subjected to similar 

migration conditions as those used for monosaccharides. The migration 

experiments for mannan trisaccharide were omitted since they had already 

been performed. [36] In cases where it was not possible to differentiate 

between different processes, such as hydrolysis from the secondary alcohols, 

or the different migrations occurring inside the monosaccharide units, were 

assumed to be the same. This approach is based on the assumption that 

similar types of reactions will have similar rate constants, thereby simplifying 

the kinetic model. 
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Figure 5.7: Xylan (R5.61a, R5.61e), glucan (R5.62a, R5.62e), and mannan (R5.63a, R5.63e) 
model trisaccharides investigated in this section. 

Following the same procedure and conditions used for the kinetic studies in 

monosaccharides, it was demonstrated that migration between different 

saccharide units was only possible for the glucan model. However, for xylans 

R5.61a and R5.61e, the distance between an acetylated hydroxyl and other 

hydroxyl groups from neighboring monosaccharides prevented migration 

across the trisaccharide. As a result, the first step for R5.61a is the hydrolysis 

of one of its acetyl groups, followed by the establishment of an equilibrium 

between O2- and O3-acetylated trisaccharides. It was found that the 

hydrolysis of R5.61a is 40% slower than the hydrolysis of R5.61e, likely due 

to steric hindrance caused by the adjacent acetyl group. A general scheme of 

the migration and hydrolysis pathways is illustrated in  

Scheme 5.11. 

Table 5.5 presents the experimental kinetic results along with the 

corresponding computationally obtained values, which will be discussed 

later. Comparing O2 → O6 migration between monosaccharide units of the 

glucan and mannan models, a higher migration rate is observed in the glucan 

model. This can be attributed to the higher proximity of the O2 position to 

the O6 reducing end in the glucan. This finding could explain why acetyl 

groups are not typically found in the O2 position of glucose units in natural 

glucans. 
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Scheme 5.11: General pathway for the migration and hydrolysis in xylan (R=H), glucan, and mannan (R=CH2OH) trisaccharides. The blue arrows and 
constants represent steps that are forbidden in the xylan model. In the case of glucan and mannan trisaccharides, it was not possible to distinguish 

between the two reactions, so it was assumed that  𝑘2
𝑜𝑏𝑠= 𝑘3

𝑜𝑏𝑠and  𝑘−2
𝑜𝑏𝑠= 𝑘−3

𝑜𝑏𝑠 . 
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The computational model described earlier was employed to estimate the 

kinetic constants. Due to the similarity between the xylan and glucan models, 

only the glucan model will be explored in detail. Migration in the mannan 

trisaccharide was also investigated for the purpose of comparison. The first 

step involved confirming the stepwise mechanism and the presence of the 

orthoester intermediate, similar to the case of monosaccharides. TS from O2 

→ O3 and O2 → O6 migrations were located, and its IRCs connected 

unequivocally with the orthoester intermediate. Consequently, Eq.1 and 

Eq.2 were used again for calculating the anionic kinetic constants. Figure 5.8 

provides examples of a TS for O2 → O6 migration and its corresponding 9-

membered ring orthoester intermediate. 

 

Figure 5.8: Optimized structures at the wb97xd/6-31+G(d,p)/SMD=water level of theory for a 

TS of O2→O6 migration (left) and its associated orthoester intermediate (right). Distance is 
measured in Angstroms.  

Once the two-step mechanism has been confirmed, obtaining accurate 

results relies on carefully selecting the appropriate conformation for each 

species. The presence of a high number of conformations within a narrow 

energy range poses a challenge in accurately determining the trisaccharide 

geometry. Additionally, the multiple hydroxyl groups and explicit water 

molecules can form various hydrogen bonds between each other, leading to 

an increase in the energy range and potentially distorting the calculations. To 

mitigate this issue, a comprehensive conformational study of the 

trisaccharides was conducted.  

Parallel MD calculations and Macromodel searches were conducted, and 

their results were almost coincident. All the structures within a range of 2 

kcal/mol was further optimized at DFT level. A preliminary benchmark 

confirmed that wb97xd/6-311++G(d,p)/SMD=water//wb97xd/6-31+G(d,p)/ 

SMD=water provided the closest approach to the experimental results. An 
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example of this parallel conformational search is illustrated in Figure 5.9. By 

comparing the superposition of all the trisaccharide structures with the 

superposition of monosaccharides depicted in Figure 5.2, one can grasp the 

significant increase in the degrees of freedom exhibited by trisaccharides.  

Transition structures were located by conducting relaxed scans over the 

selected structure for each acetylated trisaccharide. Locating the TSs for the 

anionic model required considerable effort, as it was challenging to maintain 

three water molecules surrounding the anion during its nucleophilic attack 

while having multiple hydroxyl groups ready for the formation of stable 

hydrogen bonds. 

 

Figure 5.9: (A and B) Conformational analysis of 8,9-di-Ac-Glucoside R5.62a. The MD 
population analysis was carried out with 50.000 snapshots, and there is a difference of 100 
units of population between each level depicted as blue lines. Superposed colored dots 
represent the 12 conformers found with Macromodel. (C) Scheme highlighting the dihedral 
bonds studied in graphs A and B, along with the relative energy-color relationship for the 
Macromodel searches. (D) Superposition of the 12 conformers found by Macromodel.  
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These explicit water molecules also posed challenges during the optimization 

of other structures, as they could form multiple hydrogen bonds that could 

result in energy deviations when a particular structure formed a different 

number of bonds compared to others. Since the solvation of each species in 

the real scenario is approximately the same, careful selection of the 

structures was necessary to discard those structures where the presence of 

a different number of hydrogen bonds would prevent a valid comparison of 

their relative energies. However, in some cases, maintaining the same 

number of interactions was not possible, leading to higher deviations in 

those values.  

The kinetic model applied to trisaccharides was the same as that used for 

monosaccharides, consisting of the combination of the anionic model, where 

the anion was solvated with three explicit water molecules, with a slower 

neutral mechanism involving one explicit water molecule. The pH influence 

was also taken into account, requiring the estimation of the 𝑝𝐾𝑎 values for 

the relevant hydroxyls groups. The results for the estimation of 𝑝𝐾𝑎 values 

for the glucan and mannan models are illustrated in Figure 5.10. Higher 

deviations, resulting from the increased conformational variability, were 

observed compared to monosaccharides from Figure 5.5. Values that deviate 

significantly from the mean are caused by overstabilization resulting from 

the formation of extra hydrogen bonds in the deprotonated form (for the 

lower values) or the protonated form (for the higher values).   

Following the approach used for monosaccharides, the contribution of the 

neutral model to the observed kinetic constants  𝑘n
𝑜𝑏𝑠 ,  was considered 

negligible due its low values. Thus, Eq.1 was applied again with a pH value of 

8. The calculated kinetic constants, along with the experimentally obtained 

ones, are listed in Table 5.5. It can be observed that greater deviations 

compared to monosaccharides are present, resulting again from the 

conformational variability and the formation of a varying number of 

hydrogen bonds in certain cases. However, despite these variations, the 

predicted values can still be considered to be reasonably consistent with the 

experimental results.  
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Figure 5.10: Calculated (wb97xd/def2tzvp/SMD=water) 𝑝𝐾𝑎  values for hydroxyl groups 
involved in the acetyl migration processes for glucan and mannan trisaccharides. 

Regarding the specific constants 𝑘−1
𝑜𝑏𝑠  and  𝑘−4

𝑜𝑏𝑠 for both trisaccharides, the 

model correctly predicts the highest barriers, which aligns with the 

experimental findings. This confirms that migration from a primary position 

to a secondary one is not favorable. Similarly, although with some deviation, 

the second highest barriers corresponding to  𝑘1
𝑜𝑏𝑠  and  𝑘4

𝑜𝑏𝑠  are also 

predicted to be higher than the rest. These barriers represent the migration 

between two different monosaccharide units, and the TSs involved in this 

process form a 9-membered ring. Compared to the 5-membered ring formed 

during the O2-O3 migration, higher values for these barriers are expected. 
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Table 5.5: Calculated formal energy barriers [a] (kcal/mol) and rate constants [b] (s-1) for the 
acetyl group migration in trisaccharides at pH = 8.  

 
[a] Obtained from the individual barriers of the stepwise mechanism calculated at wb97xd/6-

311++G(d,p)/SMD=water//wb97xd/6-31+G(d,p)/SMD=water level of theory and then from the 

rate constants by using Eyring’s equation Eq.7. [b] Obtained by applying equation Eq. 1. [c] 

Difference between experimental and calculated ΔG in kcal/mol. [d] Since these constants has 

not been observed experimentally, it is considered very low and an arbitrary valor has been set. 

[e] Since the experimental value has not been measured, this error cannot be considered. 

These results confirm the suitability of the developed method for 

monosaccharides to be applied to more complex systems. Although the 

method did not originally consider migrations between monosaccharide 

units, it demonstrates an acceptable level of accuracy in reproducing the 

energy barriers associated with the 9-membered ring structures. The same 

mechanism and pH dependence has been found in all carbohydrate 

migrations.  

The highest barriers observed in acetyl migrations from secondary to primary 

positions are not result of unstable TS, but rather arise from the high 

thermodynamic stability of the substrate when acetylated in the primary 

alcohol. Consequently, the observed acetyl migration towards the primary 

position is controlled by thermodynamics rather than kinetics.  

PredictedExperimental
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5.3 Conclusions 
It has been demonstrated that the configuration of the C1 atom has a 

significant impact on the rate of migration when the involved hydroxyl 

groups share a trans relationship.  

A migration preference towards the primary alcohol has been observed. 

When no primary alcohols are present, as in the case of xylose-based models, 

a more distributed proportion of acetylated sugars is obtained.   

In trisaccharides, a faster O2-O6 migration is observed in glucan models 

compared to mannan due to the higher proximity of the equatorial hydroxyl 

group to the O6 reducing end. 

Computational calculations have confirmed the stepwise mechanism and the 

formation of the orthoester intermediate regardless the ring size. 

The requirement of prior deprotonation of a neighboring hydroxyl group to 

initiate the migration has also been demonstrated.  

A dependence on both the 𝑝𝐾𝑎 of the corresponding hydroxyl group and the 

pH of the media has been established. The model, which consist of an anionic 

system with three explicit water molecules surrounding the anion and a 

neutral model with one explicit water molecule for estimating the 𝑝𝐾𝑎 , 

successfully reproduces in good agreement the experimentally obtained 

barriers.  
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6.1 Introduction 
 

6.1.1 Evolution and advantages of organocatalysis 
Since the infamous thalidomide case more than 60 years ago, the industry of 

drug discovery has evolved from commercializing racemic mixtures to the 

synthesis of enantiopure compounds. In this context, the publication in 1992 

of the document “Development of new stereoisomeric drugs” by the Food 

and Drug Administration served as a point of no return. This document stated 

that “unless it proves particularly difficult, the main pharmacological 

activities of the isomers should be compared in in vitro systems, in animals 

and/ or in humans”. [1] These facts created a growing interest in the synthesis, 

separation, and identification of these chiral compounds.  

Concerning the synthesis of enantiopure compounds, three main approaches 

can be used: [2] (i) resolution of racemic moistures, (ii) synthesis from the 

chiral pool, and (iii) synthesis from prochiral substrates. This last 

methodology is based on the use of chiral catalyst whose chiral information 

is transferred to a non-chiral substrate. These chiral catalysts can be enzymes 

(biocatalysis), metal complexes (metal catalysis) or small organic molecules 

(organocatalysis). 

Nowadays, asymmetric organocatalysis has been earning attention because 

of their multiple advantages compared to metal and enzyme catalysis. While 

metal catalysis suffers from hazardous compounds or special reaction 

conditions such as inert atmospheres, and enzyme biocatalysis must deal 

with expensive costs, high substrate specificity and reduced reaction 

conditions, organocatalysts are generally cheap, stable, easy to handle, 

soluble in most organic solvents and effective under mild conditions.  

While in metal catalysis the type and nature of the interactions between the 

catalyst and the substrate can vary significantly, in organocatalysis those 

interactions, and all the chemical reactions derived from them can be 

resumed in two generic activation modes: covalent and non-covalent 

organocatalysis (Scheme 6.1). [3] 

Covalent organocatalysis is based on the reversible formation of a reactive 

intermediate through the creation of covalent interactions between the 
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substrate and the catalyst. [4] While other examples of activation exists, such 

as activation via nitrogen heterocyclic compounds (NHC), [5] phosphines, [6] 

carbonyl compounds [7] or iodine derivatives, [8] the primary examples of 

covalent organocatalysis are aminocatalysis, which includes enamine and 

iminium-ion catalysis, and Lewis base catalysis.  

On the other hand, in non-covalent organocatalysis, the interactions 

responsible for the reaction are weak interactions, [9] such as hydrogen 

bonding, [10] or ionic interactions, as seen in phase transfer catalysis. [11]  

 

Scheme 6.1: Examples of the main organocatalytic activation modes. 

 

6.1.2 Enamine organocatalysis 
Enamine organocatalysis is based on the covalent activation of carbonyl 

compounds, typically aldehydes or ketones, by forming electron-enriched 

enamines through the interaction with secondary amines. These enamines 

can act as nucleophiles in a wide range of reactions, including Mannich 

reactions, Michael additions, and various α-functionalizations. [12] The 
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catalytic cycle for the nucleophilic addition of a ketone (i.e. acetone) to an 

aldehyde is illustrated in Scheme 6.2.  

 

 

Scheme 6.2: Simplified catalytic cycle for the intermolecular aldol reaction using acetone. 

The cycle starts with the condensation of the ketone with the proline catalyst, 

forming the corresponding enamine. This enamine acts as a nucleophile in 

the reaction with the aldehyde, resulting in the formation of a β-alkoxy-

iminium. After hydrolysis and protonation, the final β-hydroxy-ketone is 

obtained. The interactions with the proline’s substituent are the main cause 

of the enantioselectivity of the reaction. Consequently, various differently 

substituted pyrrolidines have been developed to establish different 

interactions with the substrate, thereby modulating the catalyst activity. 

Figure 6.1 displays two of the most renowned enamine organocatalysts, L-

proline and Jørgensen-Hayashi catalyst, along with their corresponding TSs 

in the reaction with acetone. It is worth noting that despite employing the 

same activation mode, different interactions between the catalyst and the 

substrate result in a distinct reactive face of the enamine in each case. When 

using L-proline, both enamine and H-bond organocatalysis operate 

simultaneously, leading to a predominant addition on the most hindered face. 

Such situations can introduce ambiguity when determining, a priori, the 
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major product's enantiomer in a given reaction. As a result, computational 

calculations are typically necessary. [13] 

All these facts: the high functionalization possibilities, the variability in 

catalyst selection and the high enantioselectivities that can be obtained, 

make enamine organocatalysis an important tool in the preparation of 

complex structures with high levels of enantioselectivities.  Furthermore, 

enamine organocatalysis is compatible with other types of catalysis, such as 

NHC, [14] iminium, [15] or metal catalysis, [16] which increases even more the 

interest and applicability of this type of catalysis. 

 

Figure 6.1: Comparative between L-proline and Jørgensen-Hayashi catalyst interactions for 
the same face nucleophilic attack in the reaction with acetone. 

6.1.3 Iminium-ion organocatalysis 
Iminium organocatalysis relies on similar principles and catalysts as enamine 

organocatalysis but with an α,β-unsaturated ketone or aldehyde. These 

unsaturated structures create an iminium intermediate whose LUMO is more 

stabilized than that of the uncondensed reactant, enhancing its reactivity as 

electrophiles, typically at the β position.  The catalytic cycle that operates in 

this scenario is depicted in Scheme 6.3. Similar to enamine activation, 

multiple substrates and catalysts can be employed, usually achieving 

enantiomeric excesses above 90%. 

Even the iminium ion generated can be used as a simple electrophile, 

reacting with a wide range of nucleophiles. [17] Among these reactions, 

cycloadditions and conjugate additions have garnered more attention. 
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Conjugate additions occur due to the formation of an enamine intermediate 

after the nucleophile inserts at the β position. Similar to the previous section, 

this enamine can interact with electrophiles at its α position, enabling double 

functionalization. The combination possibilities of these conjugate additions 

are one of the strongest advantages of these processes, encompassing a 

variety of aromatic and heteroaromatic compounds. [18] On the other hand, 

the range of cycloadditions that can be performed also include multiple 

processes, such as [4+2], [19] [3+2], [20]  and [4+3]. [21] 

 

Scheme 6.3: Simplified catalytic cycle for the iminium activation. 

In conclusion, iminium activation has emerged as a powerful strategy in 

modern synthetic chemistry, enabling the efficient and enantioselective 

synthesis of a wide range of complex molecules. Its advantages, including 

mild reaction conditions, cost-effectiveness, and environmental 

sustainability, make iminium activation hold great potential for the 

development of new synthetic methodologies and the production of 

valuable chemical compounds. 

6.1.4 Lewis base organocatalysis 
Lewis base organocatalysis is based on the formation of an acid-base adduct 

between the substrate and a Lewis base, which acts as the organocatalyst, 

thereby increasing the reaction rate. The binding of the Lewis base to the 

substrate typically results in an increased electron density on the starting 
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material, enhancing its nucleophilic properties. However, the potential to 

enhance its electrophilic properties also exists, depending on the orbital 

interaction between the donor and the acceptor. [22] 

The largest family of Lewis base catalyst is based on the interaction between 

the nonbonding electron pair of a Lewis base and a π* acceptor orbital from 

the substrate (n-π*). This interaction commonly involves unsaturated 

functional groups such as alkenes, alkynes or carbonyls. [23] A typical example 

of this catalysis using a carbonyl as the acceptor, is depicted in Scheme 6.1. 

In the case where the carbonyl is a ketone, the attack of the Lewis base leads 

to the formation of a zwitterionic, tetrahedral intermediate, enhancing the 

nucleophilicity of its oxygen atom. If the carbonyl compound contains a 

leaving group (LG), as shown in the example of Scheme 6.1, the tetrahedral 

intermediate collapses to form a new carbonyl compound with an enhanced 

electrophilic character at its sp2 carbon atom. The fact that a Lewis base can 

promote both types of activations is a unique characteristic of this activation 

method. 

However, other types of orbital interactions, such as n-σ* and n-n*, although 

less-well known, can be also found in the literature. These interactions 

require a Lewis acceptor capable of expanding its coordination sphere 

(Scheme 6.4). [24]  

 

Scheme 6.4: Reactivity in n- σ* Lewis base catalysis. 

A wide range of examples of Lewis base organocatalyst can be employed, 

with the most common ones being tertiary amines, phosphines, ang NHC 

carbenes. [25] 
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6.1.5 Phase transfer catalysis 
Phase transfer catalysis (PTC) consist of the use of small organic molecules 

that, via electrostatic interactions (non-covalent), transfer one of the 

substrates from one phase to another, thereby favoring the reaction. 

Although each system may have its particular mechanism, a general pathway 

is illustrated in Scheme 6.5.  In that image, two different catalytic processes 

are observed. The first one is the primary objective of the PT catalyst, which 

is to facilitate the transfer of all reactants to the same phase. In this case, the 

hydroxide anion is transferred from the aqueous to the organic phase, where 

the deprotonation of the ketone occurs. The second process involves the 

interaction of the PT catalyst with the enolate through electrostatic 

interactions, promoting enantioselective electrophilic addition at the α 

position. This situation is not mandatory for PTC but is necessary if any 

enantiomeric induction is desired. 

 

 

Scheme 6.5: Example of phase transfer catalysis with enantiomeric induction 

Following the same principle, although using different schemes, numerous 

reactions have been developed. Various electrophiles have been tested, 

including Michael acceptors, aldehydes, imines, azoderivatives or 

haloalkenes, for alkylating the corresponding enolates. [11a, 26]   

Organic
Phase

Aqueous
Phase
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The catalysts employed for these reactions are generally based on 

quaternary amines or crown ethers. As depicted in Figure 6.2, the most 

commonly used PT catalyst are chiral, aiming to induce enantioselectivity in 

the reaction. Consequently, is common to see cinchona alkaloids, quaternary 

amines derived from BINOL, or crown ethers derived from carbohydrate as 

catalysts.  

 

 

Figure 6.2: Common catalysts for PTC. 

 

6.1.6 Hydrogen bond and Brønsted acid catalysis 
These activation modes are the most well-known in non-covalent 

organocatalysis. The catalytic activity can be attributed to the catalyst’s 

ability to form hydrogen bond interactions with the substrate, thereby 

lowering their LUMO energy and activating them for nucleophilic additions. 
[27] Figure 6.3 illustrates the changes in orbital energies and the electrostatic 

potential upon the addition of a hydrogen bond catalyst to formic acid. It is 

noteworthy that the addition of the organocatalyst not only lowers the 

LUMO energy of formic acid, but also increases the electrostatic potential for 

the carbon atom of formic acid, enhancing its electrophilicity. Depending on 

the substrate’s basicity, either H-bond or Brønsted acid catalysis can operate. 

Asa a result, many times the distinction between the two is ambiguous.  
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Figure 6.3: Representation of the molecular orbitals implied on the nucleophilic addition of a 
nucleophile (Nu) to formaldehyde with and without thiourea. Electrostatic potential for both 
structures is displayed calculated at M062x/6-31G level of theory. 

Similar to PTC, bifunctional organocatalysis can be performed using chiral 

and bulky organocatalysts to achieve varying levels of enantioselectivity in 

the desired reaction. Thioureas, diols and phosphoric acids are the most 

extensively utilized organocatalysts in these fields. The extensive use of 

thioureas and diols in H-bond organocatalysis is primarily due to their ability 

to form double hydrogen bonds with the substrate. On the other hand, 

phosphoric acids, particularly BINOL-derided ones, are well-known in 

Brønsted acid catalysis due to their conformational rigidity, multiple 

substitution possibilities at their 3 and 3’ positions, and the presence of an 

acid hydrogen adjacent to a Lewis basic site. Figure 6.4 depicts the main 

activation mechanisms and provides some examples of catalysts. 

While carbonyls are the most commonly activated group in this catalysis, 

other groups such as imines, nitroalkenes, epoxides, and other electron-

deficient species can also be activated. Like other types of organocatalysis, a 

wide range of reactions can be performed on the activated substrates, 

including Friedel-Crafts, aldol, Michael or Mannich reactions, with the 

potential to render them enantioselective. [28]  
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Figure 6.4: (Up) principal activation mechanism scheme for H-bond and Brønsted acid catalysis. 
(Bottom) Examples of the most used catalysts for H-bond and Brønsted acid catalysis. 

 

Unravelling the outcome of an organocatalytic process is a challenging task. 
[4] This difficulty arises due to the presence of multiple groups in both the 

substrates and the catalyst, as well as the small energy differences that may 

play a role in the step that determines selectivity. Therefore, it is crucial to 

conduct a comprehensive study of the mechanism of the specific reaction. 

In this chapter, several enantioselective organocatalytic processes will be 

examined from a theoretical perspective, taking into account experimental 

results made in collaboration with the group of Prof. José Luis Vicario from 

the University of the Basque Country (Bilbao). The discussion will revolve 

around the selectivity of these reactions, which necessitates a precise 

characterization of all the involved mechanisms. Each stationary point will be 

analysed, with a particular emphasis on the concertedness of each reaction 

and the step that determines selectivity. The focus will primarily be on 

activation mechanisms such as H-bonding, Brøsted acid activation, and 

amine activation.  
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6.2 Results and discussion 
 

6.2.1 Enantioselectivity characterization of the transannular 

aminohalogenation of enesultams 
 

6.2.1.1 Introduction 
Transannular reactions are intramolecular processes in which the two 

reacting points are part of a preceding cycle, resulting in the formation of 

two fused cycles from the previous one (Scheme 6.6). These reactions serve 

as a powerful approach for synthesizing relatively complex polycyclic 

structures. [29] 

Due to the rigid geometry of the starting material, transannular reactions 

often exhibit high stereocontrol compared to both intermolecular and 

common intramolecular processes. As a result, there are numerous examples 

in the literature showcasing highly diastereoselective transannular reactions 

utilizing chiral starting materials [30] However, instances with achiral starting 

materials are relatively scarce. [31] Similarly, while there are several 

documented examples of transannular aminohalogenations in the literature, 

the majority of them rely on enantioenriched chiral starting materials. [32] 

 

Scheme 6.6: Comparison between intermolecular, intramolecular, and transannular reactions. 

In this section, an enantioselective transannular aminohalogenation is 

presented, utilizing achiral enesultams as starting materials. The reaction is 

catalyzed by a Brønsted acid, and different bromine sources are studied: a 

soluble halogenating reagent like NBS, as well as an insoluble electrophilic 
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halogen source that requires the use of a phase transfer catalyst (Scheme 

6.7).  

 

Scheme 6.7: Stereocontrolled transannular aminohalogenation reactions. 

Both methodologies were optimized  by the group of Prof. Vicario, and their 

scopes were evaluated, with the PTC approach proving to be the most robust 

option for conducting the reaction. A summary of these results is presented 

in Table 6.1. Interestingly, the reaction demonstrated effectiveness even in 

the absence of an acid catalyst, albeit with significantly longer reaction times 

(entries 1 and 2). It should be noted that this background reaction likely 

occurs without enantiocontrol in most cases, so longer reaction times in 

catalyzed reactions can lead to lower enantioselectivities in certain instances. 

In the one-phase methodology, the inclusion of 5% succinimide led to an 

increase in enantioselectivity from 61% to 84% (entries 3 and 4), possibly due 

to the activation of the halogenating agent during the initial stages of the 

acid-catalyzed reaction. [33] Improved enantioselectivities were observed 

when electron-withdrawing groups were present in the para- position 

relative to the sulfonamide group in the starting material (entries 5-8). 

However, when the substituent was moved to the meta- position, this trend 

was reversed (entries 9 and 10). The size of the sulfonamide ring also played 

a crucial role in the reaction. An eight-member ring sulfonamide failed to 

yield the aminobrominating adduct, while a ten-member ring provided a 

better yield, albeit in the form of a racemic mixture (entries 11 and 12). For 

the biphasic methodology, the reaction was less influenced by the aromatic 

ring substitution (entries 16-18), and better yields and enantioselectivities 

results were obtained.  
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To provide a rational explanation for the reactivity observed, computational 

studies were conducted. These studies aimed to explore both the regio- and 

enantioselectivity and offer a comprehensive understanding of the reaction 

mechanism. As a starting point, Entry 1 from Table 6.1 was chosen as a model 

for studying the reaction. Prior to analyzing the reaction mechanism, it is 

crucial to assess the molecular flexibility and identify the minimum energy 

conformations for each species involved in the reaction. 

Table 6.1: Best reaction condition screening and scope of the enantioselective transannular 
aminohalogenation of enesultams.  

 

[a] Reactions were performed with 0.072 mmol of enesultam, NBS (0.072 mmol) and catalyst 

CAT-6.1 (5 mol%) in the selected solvent (0.5 M). [b] Isolated yield after flash column 

chromatography purification. [c] Calculated by HPLC on chiral stationary phase. [d] No catalyst 

added in this experiment. [e] n.d.: not determined. [f] Reactions were performed with 0.05 

mmol of enesultam, halogenating agent (0.065 mmol), catalyst CAT-6.1 (10 mol%) in the 

selected solvent (0.5 M). 

% ee [c]% Yield [b]TimeT (o C)SolventAdditivesnR2R1

658915 minRTtoluene-1-H-H1

-703 hRTtoluene-1-H-H2

749215 minRTmesitylene-1-H-H3

849215 minRTmesitylene5% succinimide1-H-H4

908030 hRTmesitylene5% succinimide1-CF3-H5

64851 hRTmesitylene5% succinimide1-F-H6

189715 minRTmesitylene5% succinimide1-OMe-H7

289245 minRTmesitylene5% succinimide1-Me-H8

608715 minRTmesitylene5% succinimide1-H-Me 9

22812 daysRTmesitylene5% succinimide1-H-CF310

n.d. [e]< 530 hRTmesitylene5% succinimide0-H-H11

< 28115 minRTmesitylene5% succinimide2-H-H12

79923 hRTmesitylene1 eq. Na2CO31-H-H13

86864.5 h0mesitylene1 eq. Na2CO31-H-H14

919523 h0mesitylene/hexane (1:1)1 eq. Na2CO31-H-H15

689423 h0mesitylene/hexane (1:1)1 eq. Na2CO31-OMe-H16

769723 h0mesitylene/hexane (1:1)1 eq. Na2CO31-Me-H17

749523 h0mesitylene/hexane (1:1)1 eq. Na2CO31-H-CF318
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6.2.1.2 Results and discussion 
It is widely known that 9-membered carbocycles exhibit various 

conformations with similar energies that can be readily interconverted 

through pseudorotation. [34] However, the presence of a fused aromatic ring, 

an endocyclic double bond, and the sulfonamide group introduce additional 

strains, preventing a systematic conformational analysis of the 16 

symmetrical configurations of the carbocycle. [35] 

Instead, an MD study was conducted, which revealed the presence of two distinct conformers: 
a predominant conformer, RE-A-6.1, and smaller amounts of a second conformer, RE-D-6.1.    

Figure 6.5 illustrates the MD results based on the two more flexible dihedral 

angles α and β, and depicts the geometries of both conformers, RE-A-6.1 and 

RE-D-6.1.  

  

Figure 6.5: (Left) Conformational analysis of the starting enesultam by using MD simulations. 
Population analysis was carried out with 250.000 snapshots. The representation was made 
based on the more flexible dihedral angles α and β. (Right) Optimized structures at 
wb97xd/def2svp/SMD=toluene level of theory for the isomers RE-A-6.1 and RE-D-6.1 of the 
starting enesultam along with the relative energy in kcal/mol at 
wb97xd/def2tzvp/SMD=toluene/ /wb97xd/def2svp/SMD=toluene. 

Interestingly, despite being the most abundant conformers, both structures 

exhibit a perpendicular arrangement between the aromatic ring and the 

endocyclic double bond, which hinders electronic conjugation between 

these groups. The primary structural differences between RE-A-6.1 and RE-

D-6.1 lie in the disposition of the endocyclic atoms 1-3. Since there is no 

direct TS connecting both conformers, a conformational search was 

necessary using Macromodel software to construct a conformational 
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pathway to find the RDS (rate-determining stage) in the transformation 

between RE-A-6.1 and RE-D-6.1.  

Moreover, both conformers expose the same face of the endocyclic alkene 

to the exterior of the ring. However, since the reaction is enantioselective, 

the other face of the alkene must also be accessible for the reaction. Hence, 

structures with the opposite alkene face were also explored in the study. 

Among all the obtained conformers for the starting enesultam, a 

conformational pathway with the lowest energy barriers was established, 

obtaining 6 distinct geometries and their corresponding enantiomers (Figure 

6.6, left). It was determined that RE-A-6.1 and RE-D-6.1 are separated by 3 

TSs and 2 energy minima corresponding to RE-B-6.1 and RE-C-6.1. The TS 

associated with the lowest barrier for alkene face change was originated 

from the RE-D-6.1 geometry, and exhibited a barrier of 17.1 kcal/mol. The 

IRC of this TS led to the formation of structure RE-E-6.1, which could further 

progress through two additional TSs to yield the enantiomer of structure RE-

A-6.1 (RE-entA-6.1), thereby restarting the cycle. 

 

Figure 6.6: (Left) Pseudorotational itinerary of lower energy for the starting enesultam along 
with a representation of the energetic profile (brown line), and the relative energy in Kcal/mol. 
The enantiomeric series relative energies, along with the prefix RE- and the suffix -6.1 in each 
structure are omitted for clarity. (Right) Optimized structure of the RDS TS for the 
pseudorotational itinerary at wb97xd/def2svp/SMD=toluene level of theory along with the 
relative energy in kcal/mol at wb97xd/def2tzvp/SMD=toluene//wb97xd/def2svp/ 
SMD=toluene. 
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The only structure in which the fused aromatic ring and the endocyclic 

double bond adopt a planar arrangement is observed in the face change TS, 

TSDE-6.1, which represents the highest conformational transition state. This 

finding suggests that the strain within the cycle prevents electronic 

conjugation between these groups (Figure 6.6, right). The calculated kinetic 

constant for this barrier is 0.12 s-1 with a corresponding half-life (t1/2) of 6 s 

at 0 o C, indicating a relatively slow conformational racemization, which is in 

agreement with the experimental observations. 

In the cyclization reaction, the nitrogen atom will attack the 6Re face of the 

alkene in conformers RE-A-6.1 and RE-D-6.1, while it will attack the opposite 

6Si face in conformers RE-entA-6.1 and RE-entD-6.1. Since there exists a 

conformational equilibrium connecting both enantiomeric series, the entire 

process can be regarded as a dynamic kinetic resolution (DKR). According to 

the Curtin-Hammett principle, [36] this scenario would require one of the 

enantiomers to undergo a faster reaction compared to the other, as well as 

a significantly faster equilibration between both conformers. 

For the study of the cyclization reaction with the catalyst, the proposed 

catalytic cycle from Scheme 6.8 was examined. The initial step of the catalytic 

cycle involves the formation of the catalytically active species C1-6.1, which 

is formed by the interaction between the phosphate acid PA-6.1 and the 

bromine source, as reported by Denmark and Burk. [33] The coordination 

between the bromine source and the enesultam RE-6.1 leads to the 

formation of the encounter pair EP-6.1. At this point, two different 

mechanisms can occur. The first mechanism corresponds to a stepwise 

process, where the first transition state (TS1-6.1) defines the insertion of the 

bromine atom into the double bond, resulting in the formation of the 

bromiranium intermediate IN-6.1. Subsequently, the nitrogen atom 

undergoes an intramolecular attack, breaking the bromiranium ring through 

TS2-6.1 and giving rise to the formation of PR-H-6.1. The deprotonation of 

PR-H-6.1 leads to the formation of the final product PR-6.1, which completes 

the catalytic cycle and regenerates the catalytically active species C1-6.1. 
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Scheme 6.8: Catalytic cycle for the enantioselective transannular reaction of RE-6.1. 

The second plausible mechanism corresponds to a concerted process in 

which EP-6.1 is directly transformed into PR-H-6.1 via a single transition state 

(TS3-6.1). This mechanism is supported by the short distance between the 

double bond and the nitrogen atom, which is facilitated by their mutual 

presence in the carbocycle. 

For this study, the focus will be on the transformation of EP-6.1 to PR-H-6.1. 

Any alternative interaction between the catalytic species C1-6.1 and the 

starting enesultam can be disregarded since the anti-disposition of the 

bromiranium cycle and the nitrogen atom is necessary for the nucleophilic 

attack to occur. 

Considering that other conformers of the starting enesultam had high energy 

values, only the geometries of RE-A-6.1, RE-D-6.1, RE-entA-6.1, and RE-entD-

6.1 will be used to construct the starting encounter pairs, namely EP-A-6.1 

and EP-D-6.1 for the 6Si face attack, and EP-entA-6.1 and EP-entD-6.1 for the 

6Re face attack. To reduce computational costs, a simplified chiral structure, 
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(R)-BINOL-phosphoric acid, will be used as a model for the actual catalyst 

CAT-6.1. 

After an exhaustive exploration of the PES, the lowest transition states (TS1-

A-6.1 and TS1.entA-6.1) for the insertion of the bromine atom into the 

alkene were identified. IRC calculations from these points confirmed the 

stepwise mechanism and allowed the determination of their respective 

intermediates, IN-A-6.1 and IN-entA-6.1, which were found to be only 1.1 

and 2.1 kcal/mol below their respective transition states. This indicates a 

relatively low stabilization of these intermediates. 

Previous studies have reported that brominations of alkenes conjugated with 

aromatic rings exhibit inverse regioselectivity and form benzylic 

carbocationic intermediates instead of bromiranium rings, thanks to the 

strong ability of the aromatic ring to stabilize the resulting positive charge. 
[37] However, as mentioned earlier, the cyclic structure of the enesultam 

enforces an anti-planar arrangement of the double bond with respect to the 

aromatic ring, preventing electronic conjugation and thereby impeding the 

stabilization of the hypothesized benzylic cation intermediate. 

Figure 6.7 illustrates the optimized geometries of TS1-A-6.1, TS1-entA-6.1, 

and their respective intermediates. Upon examining the TSs, it can be 

observed that both structures exhibit nearly equal distances, with a shorter 

C-Br distance at the benzylic position, indicating the development of an initial 

positive charge at the homobenzylic position. NCI calculations revealed a 

stabilizing interaction between this homobenzylic position and the 

endocyclic nitrogen atom, which is also maintained in their corresponding 

intermediates, IN-A/entA-6.1. This interaction, combined with the lack of 

electronic conjugation between the alkene and the aromatic ring, serves as 

the primary factors contributing to the a priori reverse regioselectivity 

observed in brominations of aromatic-conjugated alkenes. 
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Figure 6.7: Optimized geometries (wb97xd/def2svp/SMD=toluene) of TS1-A-6.1, TS1_entA-6.1 
and their respective intermediates along with their NCI calculations. 

It can be observed that the extensive blue prebonding interactions in 

TS1_A/entA-6.1 transform into smaller lenticular interactions in the 

intermediates, which are more characteristic of electrostatic interactions. 

Additionally, the O-Br distances increase from 2.02 Å at the TS to 2.35 Å in 

IN1_A/entA-6.1. These two observations appear to support the ionic pair 

nature of the intermediates. ELF analysis (Figure 6.8) further confirmed the 

ionic pair character of the intermediates by revealing the absence of 

electronic density between the phosphate and bromine atoms. Despite the 

dissimilar C-Br distances observed in the intermediates, ELF studies also 

verified the presence of electronic density surrounding the bromiranium 

intermediate, thereby confirming the formation of the three-membered ring. 
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Figure 6.8: ELF representation for IN1_A/entA-6.1. 

These intermediates must overcome a second TS, TS2-A/entA-6.1, during 

which the endocyclic nitrogen will attack the homobenzylic position, 

completing the transannular cyclization. The distances observed for the 

second TSs were nearly identical to those of the intermediates, except for 

the C6-N bonds, which were reduced to 2.48 Å, and the C6-Br bond, which 

increased to 2.33 Å due to the formation of the new C6-N bond. 

The relative energies for the entire process are depicted in Figure 6.9 . The 

calculation of the energy difference between the conformational equilibrium 

of the enesultam (black) and both reaction paths (green and orange) took 

into account the formation of the active catalytic species C1-6.1 as indicated 

in the initial steps before the catalytic cycle from Scheme 6.8. Therefore, the 

free energy terms of the phosphate acid PA-6.1 and NBS were added to the 

free energy of the starting enesultam, while only succinimide free energy was 

added to the EP energies. The thermodynamic difference between both 

structures indicates that this reaction requires at least 23.5 kcal/mol, which 

is consistent with the observed DKR-type process, featuring a barrier of 17.1 

kcal/mol for the interconversion of both enantiomers. Furthermore, a nearly 

flat energy surface is observed along the preferred route, starting from RE-

entA-6.1. 

The energy barriers obtained for the RDS of these processes are higher than 

it should be expected, but still lower than the reaction in absence of catalyst. 

Introducing the real catalyst may introduce additional interactions that 
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lowers the obtained energy barriers for the whole process. Notice that this 

new barrier should be higher than the energy needed for the interconversion 

of both enantiomers of the starting material or no kinetic resolution should 

be observed. 

 

Figure 6.9: Energy profiles (wb97xd/def2tzvp/SMD=toluene//wb97xd/def2svp/SMD=toluene) 
for the transformation of the enesultam RE-6.1 to PR-H-6.1 catalyzed by BINOL phosphoric 
acid PA-6.1. The energetic corrections for the summatory of other reactants is depicted below. 
The suffix -6.1 in each structure is omitted for clarity. 

Once the mechanism has been revealed, the model was expanded by 

substituting the model catalyst with the real catalyst CAT-6.1. After an 

exhaustive evaluation of conformational variability, TS1R-A-6.1 and TS1R-

entA-6.1 were obtained as the minimum energy transition states for the first 

step of the reaction, with relative energy barriers of 23.4 and 24.0 kcal/mol, 

respectively, with only a difference of 0.6 kcal/mol between both structures. 

It can be observed that lower energy barriers were obtained with the real 

catalyst CAT-6.1. NCI calculations depicted in Figure 6.10 revealed new van 

der Waals interactions between the enesultam and the 3- and 3'-catalyst 

substituents, which justifies this energy reduction. The small difference 

between these barriers correctly predicts the modest enantiomeric ratio 

observed experimentally in several cases. The energy differences in the real 

model also justify a DKR-type scenario. These results are in full agreement 

with the experimental findings, indicating a reaction that is not highly 

enantioselective and may require hours to complete at room temperature. 
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However, all attempts to perform IRC calculations from the transition states 

of the real catalyst were unsuccessful due to the flatness of the PES. 

Additionally, any other attempts to locate the bromiranium intermediate or 

the second transition state also proved to be unsuccessful. In order to 

address this issue, relaxed scans were conducted from the TS1R-A/entA-6.1 

structures in both directions. Downhill pathways were obtained in all cases, 

suggesting that after the insertion of the bromine atom, the subsequent 

attack of the endocyclic nitrogen is nearly barrierless. 

 

Figure 6.10: Optimized geometries (wb97xd/def2svp/SMD=toluene) of the most favored 
transition structures TS1R-A-6.1 and TSR-entA-6.1 with the real catalyst CAT-6.1. Relative 
energies, calculated at wb97xd/def2tzvp/SMD=toluene//wb97xd/def2svp/SMD=toluene level, 
are given in brackets in kcal/mol.  

 

A comparison between the transition states of the model catalyst and the 

real catalyst reveals a more symmetrical insertion of the bromine atom in the 

real scenario, which appears to be influenced by the bulkiness of the catalyst. 
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As a result of this more symmetrical approach, the C6 atom of the carbocycle 

exhibits a lower electron deficiency, requiring less stabilization from the 

nitrogen atom and consequently increasing the distance between them. 

The distinct van der Waals interactions between the 3- and 3'-catalyst 

substituents and the two enantiomers are primarily responsible for the 

enantio-differentiation. In TS1R-A-6.1, the catalyst establishes non-covalent 

interactions with the hydrocarbon chain, while in TS1R-entA-6.1, these 

interactions occur with the aromatic ring. This observation suggests that 

different aromatic substitutions could impact these interactions, altering the 

relative energy between the two transition states and influencing the 

observed enantioselectivity, as seen in experimental results. 

6.2.1.3 Conclusions 
The reaction is significantly influenced by the ring strain, which disrupts the 

electronic conjugation between the double bond and the aromatic ring.  

The lack of conjugation allows for the nearly symmetrical insertion of the 

bromine atom into the double bond and, in combination with the electronic 

interactions from the endocyclic nitrogen atom, results in the slight 

stabilization of the bromiranium intermediate.  

The subsequent transformation to the final product was found to occur with 

minimal barrier, making the first transition state the crucial step for enantio-

differentiation.  

The enantioselectivity is primarily attributed to the van der Waals 

interactions between the catalyst substituents and the substrate. 
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6.2.2 Studying the concertedness of the BINOL-derived 

Mg(II)/phosphate-catalyzed desymmetrizative ring expansion of 1-

vinylcyclobutanols 
 

6.2.2.1 Introduction 
Continuing with the halofunctionalization of alkenes, this section focuses on 

a specific case of enantioselective halofunctionalization of vinyl-alcohols. In 

the studied cases, following halogen insertion, a semipinacol rearrangement 

typically occurs, leading to the formation of a carbonyl group and a new 

quaternary stereocenter (Scheme 6.9). [38] The stereoselective formation of 

these four C-bonded quaternary carbon atoms remains a current challenge, 

making these reactions valuable tools for the synthesis of quaternary-

carbon-atom-containing substrates. While the stereoselective formation of a 

single C-C bond has been the traditional approach, the desymmetrization of 

achiral compounds offers several advantages, including easier access to the 

starting material compared to enantioselective synthesis of a quaternary 

carbon. 

 

Scheme 6.9: Semipinacol rearrangement. 

Therefore, this section concerns on semipinacol rearrangements, specifically 

using alkenyl cyclobutanols as substrates. These derivatives have been 

previously employed in this type of reaction, [38a, 39] and several 

enantioselective versions have been explored. [40] 

The use of 3,3-disubstituted-1-alkenylcyclobutanes as starting materials for 

this reaction has only been attempted twice. [41] These substrates lead to the 

formation of cyclopentane scaffolds containing quaternary carbon 

stereocenters, [42] which are of great interest due to their presence in many 

natural products and pharmaceutical ingredients. [43] 
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Following these examples, the possibility of an enantioselective semipinacol 

rearrangement of 3,3-disubstituted-1-alkenylcyclobutanes initiated by 

electrophilic bromination of the alkene moiety was explored (Scheme 6.10).  

This reaction aims to provide 2,2,4,4-tetrasubstituted cyclopentanones with 

two newly formed stereocenters resulting from the desymmetrization of the 

starting material. 

 

Scheme 6.10: Catalytic asymmetric desymmetrizative semipinacol rearrangegments of vinyl-
cyclobutanols. 

The mechanism of similar semipinacol rearrangements of alkenyl butanols 

promoted by halogenation of the alkene moiety has been previously studied 

by Alexakis and co-workers. [40d] They suggested the formation of the 

bromiranium intermediate based on kinetic measurements, although a 

highly asynchronous concerted mechanism could not be completely ruled 

out (Scheme 6.11a). Other related mechanistic studies include the 

sulfenylation-promoted enantioselective rearrangement of alkenyl 

cyclobutanols, where thiiranium intermediates were identified (Scheme 

6.11b), [44] and computational studies on the Lewis base-catalyzed 

semipinacol rearrangement of hydroxycyclobutyl enones, which suggested 

the absence of intermediates in the rearrangement step (Scheme 6.11c). [45] 

The bibliography search suggests a stepwise process with a haliranium 

intermediate. The formation of this intermediate has been previously 

studied [46] and it has been demonstrated to be a reversible process. [47]  
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Scheme 6.11: Catalytic asymmetric desymmetrizative semipinacol rearrangements from 
cyclobutanols. 

With all this data in mind, our collaborators from Bilbao started the process 

of optimizing the reaction conditions. The selection of the catalyst proved to 

be a crucial factor in the development of the reaction. BINOL-based 

phosphoric acids, which have been used previously to promote similar 

transformations, [40d, 44] did not yield satisfactory results. These catalysts 

typically resulted in 6:1 mixtures of the products PR2d-6.2 and PR2c-6.2 

(Scheme 6.12), with low yield (22%), moderate diastereoselectivity (7:1), and 

low enantioselectivity (58:42). However, replacing these BINOL-based 

phosphoric acids with their corresponding alkaline metal phosphates 

significantly improved the performance of the reaction, with magnesium 

phosphate CAT-6.2 providing the best results in terms of both the yield of 

isolated PR2d-6.2 and stereoselectivity. The optimal reaction conditions 

using this catalyst are displayed in Scheme 6.12. 

The formation of the side product PR2c-6.2 is attributed to the 

intramolecular attack of the alcohol, and since its formation is always 

possible, mechanistic studies were conducted to determine the factors 

influencing the selectivity towards both products. Additionally, given the 
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ambiguity in the mechanism of this reaction, the possibility of a concerted 

pathway will also be explored. 

 

Scheme 6.12: Enantioselective desymmetrization of alkenylcyclobutanol RE2-6.2. 

Two action modes can be proposed for the reaction. The first mechanism 

involves an H-bond between the alcohol and one of the phosphate moieties, 

while the metal atom is coordinated to the NBS and another phosphate 

group (Figure 6.11, A), as proposed by Masson and co-workers. [48] In the 

second mechanism, one of the phosphates of the catalyst promotes the 

deprotonation of the alcohol group, and the alkoxide is then coordinated to 

the metal atom, which is now coordinated to just one phosphate, the 

alkoxide, and the NBS (Figure 6.11, B). It is worth noting that the activation 

mode mentioned in the previous section has not been considered this time 

since the presence of a strong Lewis acid, in this case, the magnesium ion, 

prevents the formation of the P-O-Br adduct C1-6.1. In consequence, it 

should be admitted that the whole process must be better considered as a 

typical asymmetric catalysis with a chiral Lewis acid rather than a pure 

organocatalytic reaction. 

 

Figure 6.11: Bromine addition models to the vinyl cyclobutanol RE2-6.2. 
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Since a different number of phosphate units are present in each mechanism, 

nonlinear effect experiments were conducted to determine the molecularity 

of the RDS. The study was carried out with a 2.5 mol % catalyst loading, 

formed in situ from the magnesium salt and different enantiomeric ratios of 

the chiral phosphoric acid. The obtained results (Figure 6.12, left) 

demonstrated a clear linear relationship between the enantiopurity of the 

catalyst and the enantioselectivity of the reaction, indicating the presence of 

only one phosphate unit in the RDS (model B). 

 

Figure 6.12: (Left) Linear effect collected from the reaction of RE-6.2 with NBS in the presence 
of preformed catalyst CAT-6.2. (Right) Explanation of the 2 signals obtained in 31P-NMR with 
enantiomeric mixtures of chiral phosphoric acids. 

Furthermore, 31P-NMR experiments conducted on the magnesium complex 

using different enantiomeric ratios of the chiral phosphate revealed the 

presence of two signals in equilibrium, with relative integrations similar to 

the enantiomeric ratio of the phosphoric acid (Figure 6.12, right), This 

observation supports the formation of a labile bis-phosphate ion pair. 

6.2.2.2 Results and discussion 
Once the molecularity of the RDS has been confirmed, the catalytic cycle was 

proposed. Initially, a simplified model was studied, using an achiral catalyst 

and replacing the phenyl groups from RE2-6.1 with methyl groups (Scheme 

6.13, series 1). The entire transformation from EC(1-4)-6.2 to both products 

was investigated. However, all attempts to locate the intermediate IN(1-4)-

6.2 failed, and the structures converged either to the encounter complex or 

to the final products. 
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Scheme 6.13: Catalytic cycle proposed for the reaction of RE-6.2 with NBS to give both 
cyclopentanones PR(1-4)a-6.2 and epoxides PR(1-4)b-6.2. Intermediates IN(1-4)-6.2 could not 
be located at any level of theory. The relative free energies of the series 1 calculated at the 
wb97xd/def2tzpv/pcm=toluene//wb97xd/def2svp level of theory are represented in brackets.  

After an extensive exploration of the potential energy surface, TS1a-6.2 and 

TS1b-6.2 were identified as the TSs with the minimum energy barriers for the 

transformation of EC1-6.2 to both the cyclopentanone and the epoxide, 

respectively. Both IRCs depicted in Figure 6.13 correspond to the direct 

transformation of the reactants to the products without the formation of any 

intermediate. A comparison between the two IRCs revealed a flatter PES 

around TS1a-6.2, suggesting a longer half-time for a possible transient 

carbocationic intermediate. 
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Figure 6.13: IRCs for the reaction of RE-6.2 with NBS to give both cyclopentanones PR(1-4)a-
6.2 and epoxides PR(1-4)b-6.2.  

Quasi-classical direct dynamic calculations were performed using PROGDYN 

software [49] on TS1a-6.2 to estimate the duration of the sp2 state for C6 after 

the formation of the C7-Br bond (so, when C7 is tetrahedral) which 

represents the half-life time of a transient carbocation. After 130 trajectories, 

a minimum half-life time of 70 fs was estimated for the transient carbocation 

(Figure 6.14). 

Since the actual substrate features an aromatic ring instead of a methyl 

group at the C6 position, a longer duration of the carbocationic state is 

expected for the real system. Additionally, the absence of substitution at the 

C4 position prevents desymmetrization, and no diastereoselectivity can be 

studied. Therefore, the model was extended to include the real system while 

retaining the achiral catalyst (Scheme 6.13, series 2). 
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Figure 6.14: Representation of the C7-Br distance (green lines) and planarity of C6 {orange 
lines; defines in degrees as 360 – [<(2,6,7) + <(7,6,8) + <(8,6,2)] for 130 trajectories starting 
from TS1a-6.2. The grey area indicates, approximately, the minimum time in which only C6 
remains as sp2 carbon, thus corresponding to a carbocation. 

Due to the absence of chirality in the catalyst, only one face of the alkene 

needs to be studied. From the rotation of the C7-C6-C2-C3 dihedral angle, six 

different approaches can be proposed to form the initial encounter pair EC2-

6.2. However, only four of them maintain the interactions described in Figure 

6.11, model B. In the other two approaches, the interaction between the 

alkoxide and the magnesium ion would be disrupted, resulting in a significant 

increase in their relative energy. The remaining four approaches are 

illustrated in Scheme 6.14, and similar to the previous case, the 

corresponding intermediates could not be located. The relative energies 

were found to be very close for most of them, with a range of less than one 

kcal/mol, which aligns with the experimental observation of both the 

formation of cyclopentanone and the epoxide depending on the reaction 

conditions. 
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Scheme 6.14: Viable approaches for the reaction of EC2-6.2 leading to both epoxide and 
cyclopentanone isomers. Newmann projections for TS2(a-d)-6.2 are given along the C2-C6 
bond. Breaking and forming bonds are colored in green. θ refers to the C7-C6-C2-C3 dihedral 
angle. Relative free energy values calculated at wb97xd/def2tzpv/pcm=toluene/ 
/wb97xd/def2svp level, are depicted in brackets and given in Kcal/mol. 

Remarkably, in the structures TS2b-6.2 and TS2d-6.2, eclipsed conformations 

are observed, which are initially considered less stable than staggered 

conformations like in TS2c-6.2. However, in these structures, the rearranging 

bond forms an angle of approximately 90° with respect to the breaking 

double bond. This arrangement maximizes the orbital overlap between the 

involved bonds, facilitating a hyperconjugative effect (Figure 6.15). This 

phenomenon significantly contributes to the concerted nature of the 

reaction. On the other hand, in the case of TS2a-6.2, steric factors prevent 

the TS from adopting these conformations, resulting in a notable increase in 

the energy barrier. For the staggered TS leading to the formation of the 

epoxide (TS2c-6.2), although it exhibits a more stable geometry, the mutual 

coordination of the catalyst to both the alkoxide and the NBS forces the lone 

pair electrons of the alkoxide to point in the opposite direction of the forming 
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bond. As a result, a pyramidal inversion of the alkoxide is needed to form the 

new C-O bond. This fact increases the energy barrier enough to be 

competitive with the other TSs. 

 

Figure 6.15: Hyperconjugative effect (σC-C → π*C=C) for the eclipsed conformation leading to 
TS2d-6.2.  

Focusing on the experimentally obtained compound PR2d-6.2 (which is 

actually its enantiomer, but since no chiral catalyst is present, the results and 

discussion will be the same), ELF studies can be conducted over its IRC to 

unequivocally confirm the presence of the transient carbocation. This can be 

inferred from the presence of a shoulder before the transition structure in 

the ELF analysis. 

The ELF analysis for the reaction of EC2-6.2 through TS2d-6.2 is shown in 

Figure 6.16 (top).  The reaction initiates with the N-Br bond breaking (pink 

trace), accompanied by an increase in the population of the nitrogen lone 

pair (green dotted trace). Almost instantaneously, the C7-Br bond is formed 

at point 51 (dark green trace). These processes coincide with the IRC 

shoulder, and from this point onwards, the energy continues to increase until 

reaching the transition state involving the breaking of the C2-C5 bond (grey 

trace) and the onset of the semipinacolinic rearrangement. This migration 

concludes at point 90 with the formation of the C5-C6 bond (dark blue trace). 

Consequently, the transient carbocation exists between points 51 and 90 

along the IRC. By examining the C6-C8 bond (cyan trace) during this interval, 

a slight increase in its population can be observed, corresponding to the 
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resonance stabilization of the transient carbocation by the aromatic ring. On 

the other hand, the C6-C7 bond (purple trace) does not exhibit significant 

variations in electron density but gradually loses population throughout the 

entire IRC. 

 

Figure 6.16: ELF analyses for the reaction of EC2-6.2 (R=Ph) through TS2d-6.2 (top) and TS2c-
6.2 (bottom) to give cyclopentanone PR2d-6.2 and epoxide PR2c-6.2, respectively. The 
numbering refers to that given in Scheme 6.14. Black traces correspond to IRC. Colored dotted 
traces refer to lone pairs (monosynaptic basins), and colored plain traces to bonds (dysinaptic 
basins). The vertical red line indicates the TS, while the grey area represents the carbocationic 
area. Only those representative atoms and bonds are shown. 

The same analysis can be done for the epoxidation through TS2c-6.2. 
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point 30, O1 attacks the carbocation, forming the O1-C6 bond (red trace) at 

point 52. Consequently, the carbocation exists during 22 points of the IRC. 

Interestingly, the TS from this IRC does not match the breakage or formation 

of any bond. Instead, it corresponds to the inversion of the O1 atom. As 

mentioned before, its lone pairs do not point in the C6 direction. If a less 

coordinative catalyst is used, such as the previous phosphoric acids without 

magnesium, the empty orbitals from the alkoxide may be in a better position. 

This would decrease the TS energy and increase the obtained proportion of 

epoxide PR2c-6.2. 

To evaluate the extension of the hidden carbocation and the possibility of 

stabilizing the intermediate, the study was expanded to include substrates 

with 4-methoxy and 4-trifluoromethyl substitutions at the aromatic ring 

linked to C6 (series 3 and 4 in Scheme 6.13). An increased stability of the 

carbocation is expected for EC3-6.2 (R = 4-MeOC6H4) due to the presence of 

an electron-donating group on the aromatic ring. As depicted in Figure 6.17, 

an increased stabilization is observed over TS3c/d-6.2 compared to TS2c/d-

6.2. However, this stabilization affects TS3c-6.2 more, leading to the epoxide, 

than TS3d-6.2, which predicts a possible inversion of regioselectivity. 

On the contrary, opposite effects are expected for EC4-6.2 (R = 4-F3CC6H4), 

where the electron-withdrawing group should decrease the stability of the 

intermediate and increase the energy barrier. As observed for EC3-6.2, TS4c-

6.2 is more affected by this substitution, now increasing its relative energy 

1.7 Kcal/mol compared to TS4d-6.2. This predicts better regioselectivities for 

cyclopentanone derivatives.  

As summarized in Figure 6.17, electron-donating substituents over the 

aromatic ring increase the stability of the TS and the carbocation through 

resonance. This is evident from the increased population of the C6-C8 bond 

(green dotted trace) compared to the same basin population in TS2d-6.2 

(black dotted trace). Conversely, electron-withdrawing substituents induce a 

destabilizing effect on both the TS and the intermediate. Lower resonance 

effects are observed compared to an unsubstituted aromatic ring (orange 

dotted trace). TSs leading to the epoxide are more affected by these changes, 

allowing for an inversion of the product ratio with electron-donating 

substituents. Despite achieving higher stabilizations of the carbocation, the 
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intermediate has not been observed in any of these scenarios.

 

Figure 6.17: (Left) (De)stabilization of TS2c-6.2 and TS2d-6.2(black traces) upon introduction 
of 4-MeO (TS3c-6.2 and TS3d-6.2; green traces) and 4-CF3 (TS4c-6.2 and TS4d-6.2; orange 
traces) in the aromatic ring linked to the double bond. Numbers in brackets indicate the gap in 
kcal/mol between those structures. Colored numbers indicate the relative energy difference 
between c and d series leading to epoxide and cyclopentanone, respectively. (Right) IRCs from 
TS2d-6.2 (black trace), TS3d-6.2 (green trace) and TS4d-6.2 (orange trace) along with their 
respective population evolution from C6-C8 bond (black, green, and orange dotted traces, 
respectively). The three first vertical dashed lines indicate the formation of the C7-Br bond, and 
the three last ones the formation of the C5-C6 bond, corresponding to the end of the 
rearrangement, both according to ELF. The corresponding intervals, represented as horizontal 
bands, indicate the extension of the transient carbocation. 

According to the IRC, quasi-classical direct dynamic calculations on TS3d-6.2 

afforded a wider carbocationic window compared to TS1a-6.2. A minimum 

carbocationic survivability of 200 fs was obtained, although some trajectories 

exhibited carbocationic windows exceeding 600 fs.  Figure 6.18 illustrates 

the rearrangement trajectories, represented by the hybridization to sp3 of C6, 

which are concentrated within a narrow time window. On the other hand, 

the formation of the C7-Br bond is spread over a broader time range, 

reflecting the planarity of the PES prior to the TS. 
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Figure 6.18: Representation of the C7-Br distance (green traces) and C6 planarity {orange lines; 
defines in degrees as 360 – [<(2,6,7) + <(7,6,8) + <(8,6,2)] for 102 trajectories starting from 
TS3d-6.2. The grey area indicates, approximately, the minimum time in which only C6 remains 
as sp2 carbon, thus corresponding to a carbocation. 

 

A real intermediate could only be identified through the substitution of the 

aromatic ring with a dimethylamino group. This group maximizes the stability 

of the carbocation by forming an iminium ion intermediate, IN5-6.2. From 

this species, the formation of the epoxide, PR5c-6.2, proceeds in an 

endothermic manner, with almost no barrier for returning to the 

intermediate (Figure 6.19). Therefore, the only possible pathway is the 

evolution towards the cyclopentanone product, PR5d-6.2. This last step 

serves as the RDS, similar to previous cases where the TS was also the second 

stage of the reaction. 
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Figure 6.19: (Top) Stabilization of intermediate as iminium ion. Only the attack by one face of 
the iminium ion has been calculated. Energies calculated at wb97xd/def2tzpv/ 
pcm=toluene//wb97xd/def2svp level are displayed in brackets. (Bottom-left) Merged IRCs 
calculated at wb97xd/def2svp corresponding to transition structures TS5a-6.2 (black trace), 
TS5c-6.2 (orange trace) and TS5d-6.2 (green trace). (Bottom-right) Optimized geometries of 
transition structures. 

Finally, once the concerted nature of the reaction had been determined, the 

achiral model catalyst was replaced with the actual chiral catalyst. This 

substitution resulted in the duplication of the number of structures depicted 

in Scheme 6.14. Eight TS were located, with TS2R-entc-6.2 and TS2R-entd-

6.2 being the two most stable ones. These TSs correspond to the reactions of 

EC2R-6.2 leading to the formation of both products, namely (2R,3r,5R)-

epoxide and (2R,4R)-cyclopentanone, respectively. TS2R-entd-6.2 was found 

to be 2.3 kcal/mol more stable than TS2R-entc-6.2, indicating a higher 

abundance of cyclopentanone, which is in good agreement with the 

experimental results. 

A comparison between TS2R-entc-6.2 and its achiral counterpart revealed a 

more advanced TS characterized by greater N-Br distances and lower C7-Br 

and C6-O distances. On the other hand, TS2R-entd-6.2 exhibited the same 
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atom disposition as its achiral counterpart, TS2d-6.2, but with mirror 

inversion. This suggests that the bis(triphenylsilyl)BINOL moiety in this case 

primarily plays a steric role (Figure 6.20).  

 

Figure 6.20: Comparison between achiral (wb97xd/def2svp) and real catalyst 
(wb97xd/def2svp:pm6) best TSs optimized structures for the reaction of RE2-6.2 to both 
epoxide and cyclopentane. Energy barriers are displayed in brackets at wb97xd/def2tzvp level 
for the achiral system and at wb97xd/def2tzvp:pm6 NCI calculations of structures TS2R-entc-
6.2 and TS2R-entd-6.2 are displayed below along with the determining interactions.  
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NCI calculations revelated that despite the C7-Br bond can be considered 

fully formed, the remaining N-Br interactions indicate that the addition 

process has not yet concluded. In fact, TS2R-entc-6.2 shows a clear 

interaction between the bromine and the metal ion, which could explain the 

more advanced nature of the transition state observed with the real catalyst 

compared to the model catalyst. On the other hand, TS2R-entd-6.2 lacks this 

interaction, but instead, it is substituted by a stronger π-metal interaction. 

This interaction could be one of the reasons for the higher stability of TS2R-

entd-6.2. 

 

6.2.2.3 Conclusions 
This study demonstrates that the catalyzed desymmetrization and ring 

expansion of alkenylcyclobutanols, promoted by halofunctionalization of the 

alkene moiety with NBS using a magnesium phosphate catalyst, occurs in one 

kinetic step but two stages.  

The stages involve the formation of a hidden carbocationic intermediate with 

a duration of ≤200 fs.  

Electro-donor substituents on the alkene-bonded aromatic ring increase the 

stability of this intermediate but also result in a higher proportion of the 

epoxide byproduct.  

Linearity studies support the presence of only one phosphate unit in the RDS, 

causing the oxygen lone-pair electrons to point in the opposite direction to 

the forming bond. This increases the energy required for epoxide formation. 
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6.2.3 Unraveling the mechanism of a switchable acid catalyzed 

cyclooctatetraene oxide contraction towards the 

enantioselective synthesis of homoallylic alcohols  
 

6.2.3.1 Introduction 
In this section, it will be explored the mechanism of the synthesis of 

homoallylic alcohols through the contraction of cyclooctatetraene oxide 

(COT oxide), catalyzed by phosphoric acids and resulting in the formation of 

cycloheptatriene scaffolds. 

The synthesis of 7-membered rings poses a challenge due to the limited 

number of reactions available for their formation. [50] The conventional 

approach involves the use of the Buchner reaction, which is a metal-

catalyzed cyclopropanation of arene derivatives, resulting in the formation 

of norcaradiene (NCD) derivatives in equilibrium with cycloheptatriene 

(Scheme 6.15). [51] These two isomers are connected through a 6π 

electrocyclic ring-opening reaction under thermal conditions. [52] The ratio 

between NCD and cycloheptatriene depends on the substituents present, 

although cycloheptatriene tends to be the major isomer. [53]  

 

Scheme 6.15: Buchner reaction scheme for the synthesis of cycloheptatrienes. 

Other early alternatives include the ring contraction of COT oxide with 

Grignard reagents [54] or the pyrolysis of COT oxide at 260 °C. [55] However, 

increasing the temperature above 400 °C leads to the transformation of this 

cycloheptatriene into phenylacetaldehyde, which is one of the major side 

products of the ring opening mediated by Grignard reagents (Scheme 6.16). 

Both approaches suffer from experimental issues such as low yields and 

limited scope, rendering them of limited utility in modern times. 
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Scheme 6.16: Previous ring contraction of COT oxide. 

It has also been demonstrated that Brønsted acids can promote the ring 

contraction of COT oxide to phenylacetaldehyde. [56] Based on these findings, 

the ring contraction of COT oxide in the presence of various chiral Brønsted 

acids was conducted by our collaborators from Bilbao. Since these Brønsted 

acids are also known to catalyze the addition of allylboronates to aldehydes, 
[57] the possibility of coupling the ring contraction with an allylation process 

was also investigated. Furthermore, subsequent Cu-catalyzed borylation of 

the resulting homoallylic alcohols could lead to the formation of 

enantioenriched oxaborinanes (Scheme 6.17). 

 

Scheme 6.17: Switchable acid catalyzed COT oxide ring contraction/allylation towards 
enantioselective homoallylic alcohols and oxaborinanes. 

For the preliminary studies in Bilbao, two different achiral catalyst, CATa1-

6.3 and CATb1-6.3, were employed in chloroform at room temperature. 
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Interestingly, the cycloheptatrienyl derivative AL1-6.3 was exclusively 

generated in the presence of CATa1-6.3, while with CATb1-6.3, which is a 

more acidic catalyst, [58] only AL3-6.3 was detected in a faster reaction. 

However, when the reaction with CATb1-6.3 was performed at lower 

temperatures, mixtures of both products were obtained (Scheme 6.18).  

 

Scheme 6.18: Preliminary reaction conditions and catalyst screening. pKa’s are assigned 
according to ref. 54. Reactions at 0 °C and ---20 °C were conducted until total consumption of 
the starting material. 

When pure AL1-6.3 or mixtures of AL1-6.3/AL3-6.3 were stirred in the 

presence of 10% mol of CATb1-6.3 for 16 hours, it was observed that the 

reactants remained unaltered. This led to the conclusion that the reaction is 

not reversible, and the observed selectivity cannot be explained by 

thermodynamic control alone. In fact, the product ratio observed at 0 °C and 

-20 °C suggested that aldehyde PR1-6.3 may serve as an intermediate in the 

formation of PR3-6.3, undergoing an irreversible allylation process. On the 

other hand, mixtures of RE-6.3 and B1-6.3 without any Brønsted acid did not 

show any evolution of the starting material, ruling out the possibility of the 

boronate participating as a Lewis acid in promoting the ring contraction of 

COT oxide. In this context, the mechanism of the reaction was studied using 

both NMR and DFT methods. 

6.2.3.2 Results and discussion 
The preliminary 1H-NMR studies were performed at Zaragoza, and involved 

monitoring the reaction between COT oxide (RE-6.3) and a 10 mol% of each 

catalyst, in the absence of the boronate (B1-6.3), to investigate the 

transformation of the starting material into each aldehyde. Catalyst CATa1-

6.3 facilitated the ring contraction of COT oxide, resulting in the formation of 

aldehyde PR1-6.3. This aldehyde exists in equilibrium with its NCD tautomer, 

resulting in the observation of an average spectrum (Figure 6.21).  
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Figure 6.21: 1H-NMR spectra of the crude reaction mixture of COT oxide RE-6.3 with 10 mol% 
of catalyst CATa1-6.3 (top) and CATb1-6.3 (bottom). 
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On the other hand, when the same experiment was performed with CATb1-

6.3, a nearly instantaneous reaction occurred, leading to the clean formation 

of aldehyde PR3-6.3 within 10 minutes. During this time, the appearance and 

disappearance of aldehyde PR1-6.3 can be observed, suggesting its potential 

role as an intermediate between RE-6.3 and PR3-6.3. 

To further investigate the role of PR1-6.3, an additional experiment was 

conducted. COT oxide (RE-6.3) was stirred with 10 mol% of CATa1-6.3 for 5 

hours, resulting in a 60% conversion towards cycloheptatriene aldehyde PR1-

6.3 (which exists in equilibrium with its valence isomer PR2-6.3). 

Subsequently, 10 mol% of catalyst CATb1-6.3 was added to the mixture, 

leading to the clean formation of PR3-6.3. This experiment confirms that 

aldehyde PR1-6.3, as depicted in Scheme 6.17, serves as an intermediate in 

the formation of PR3-6.3 (Scheme 6.19). 

 

Scheme 6.19: Catalyst switch experiment for successive single and double ring contraction. 

DFT studies were conducted to investigate the factors involved in the 

formation of each product. The proposed thermal rearrangement suggested 

by Buchi and Burguess [55c] was taken as a starting point and examined. They 

proposed the formation of PR3-6.3 through the pathway indicated by the 

gray arrows in Scheme 6.20. In their publication, the formation of PR2-exo-

6.3 was reported through its capture in a Diels-Alder reaction. This product 

originates from the same NCD-cycloheptatriene equilibrium as described 

earlier but with the exo conformational isomer of PR1-endo-6.3, which 

allows for the proper orientation of the bicyclic structure. This pathway 

begins with the thermal rearrangement of RE-endo-6.3, which was found to 

have an energy barrier of 39.1 kcal/mol. This high energy barrier suggests 

that this neutral mechanism does not contribute significantly to the acid-

catalyzed system. 
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Introducing catalyst CATa1-6.3, all rearrangements starting from both REa1-

endo-6.3 and REa1-exo-6 resulted in the formation of the PR1a1-endo-6.3 

structure. The lowest energy barrier for this transformation was found to be 

22.6 kcal/mol, corresponding to the transition state TS1a1-6.3. The IRC 

analysis of this transition state exhibited a characteristic shoulder indicative 

of the presence of a hidden intermediate, similar to what was observed in 

the previous section. [59]  

 

 

Scheme 6.20: Proposed pathway for the conversion of RE-6.3 into PR3-6.3. Gray route 
proposed in ref. [51c]. Orange processes are favored, and green processes are disfavored in 
acidic media. 

Therefore, a more detailed investigation of this step was carried out. ELF and 

NCI studies were conducted on TS1a1-6.3 to accurately determine the 

factors driving the reaction and analyze the nature of the transient species 

involved. The results, along with the relevant species at each stage, are 

depicted in  Figure 6.22. ELF analysis revealed the presence of two distinct 

transient carbocations during the formation of PR1a1-6.3, identified as Aa1 

and Ba1.  
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Figure 6.22: Analysis of the reaction coordinate corresponding to the transformation of REa1-endo-6.3 into PR1a1-endo-6.3. (a) ELF analysis. Black 
trace represents the IRC. (b) Representation of hidden carbocationic intermediates (transient species) Aa1 and Ba1 during the transformation of 
REa1-endo-6.3 into PR1a1-endo-6.3 corresponding to cleavage and formation of key bonds. (c) Representative points with descriptors (purple balls 
indicating maxima of electron population) of the IRC. Phenyl rings have been omitted for clarity. (d) Quasi-classical direct dynamic simulations. 
Representations of C1- O9 (orange), C1-C2 (green), and C1-C3 (blue) bonds for 180 trajectories from TS1a1-6.3.
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The initial step involves the protonation of the oxirane moiety, leading to the 

cleavage of the C1-O9 bond in the epoxide. This results in the formation of 

carbocation Aa1, which persists until the formation of the C1-C3 bond, 

generating the bicyclic carbocation Ba1. This rearrangement is reminiscent 

of the cycloheptatriene-NCD equilibrium discussed earlier. Finally, the 

cleavage of the C1-C2 bond and the subsequent reprotonation of the catalyst 

lead to the formation of PRa1-endo-6.3. This process of protonation and 

deprotonation underscores the crucial role of the catalyst's pKa in driving the 

reaction. 

To estimate the duration of the hidden intermediates, directed molecular 

dynamic calculations were conducted using the PROGDYN software. [49] 

Based on the bond distances obtained from ELF analysis for the forming and 

breaking bonds, half-life times of 60 fs and 30 fs were assigned to Aa1 and 

Ba1, respectively. These calculations provide insights into the transient 

nature of these intermediates and their relatively short lifetimes during the 

reaction process. 

On the other hand, in the presence of CATb1-6.3, the barrier for the epoxide-

opening TS (TS1b1-6.3) decreased to 21.9 kcal/mol, which is not a significant 

difference considering the difference in pKa values between the two acids 

(12-14 for CATa1-6.3 and 6-7 for CATb1-6.3). [58] The optimized geometries 

of TS1a1-6.3 and TS1b1-6.3 are depicted in Figure 6.23, where a larger N-H 

distance can be observed with CATb1-6.3 compared to the O-H distance OF 

CATa1-6.3, confirming the higher acidic character of CATb1-6.3. This 

difference is also evident from the NCI analysis, where a complete H-transfer 

is present in TS1b1-6.3, while only a partial transfer is observed in TS1a1-6.3. 

In addition, ELF studies were performed on TS1b1-6.3, showing a faster 

proton transfer due to its higher acidity. 
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Figure 6.23: Optimized geometries of TS1a1-6.3 (left) and TS1b1-6.3 (right) at 
wb97xd/def2svp/ /SMD=chloroform level of theory. NCI analysis is depicted next to each 
structure. 

The second part of the reaction consist of the evolution of the 

cycloheptatriene PR1-6.3 towards the formation of PR3-6.3 (Scheme 6.21). 

The neutral mechanism of this reaction in neutral conditions resulted to have 

a barrier of more than 40 kcal/mol and need more than 250 °C to occur, so 

the catalyst should play a major role in this part of the reaction. For the 

formation of PR2-6.3, the NCD isomer of PR1-6.3 must be formed trough 

TS2a1-6.3 and TS2b1-6.3 with CATa1-6.3 and CATb1-6.3 respectively. Only 

the major -exo conformation of PR1-6.3 has been considered (depicted 

without catalyst on Scheme 6.20), since TSs starting from the endo 

conformer presented higher barriers for all the resting process. 

The optimized geometries depicted in Figure 6.24 of these transition states 

demonstrate that this process is not actually catalyzed by Brønsted acids, as 

both aldehydes are in their respective deprotonated forms. This observation 

is further supported by comparing their relative energy barriers to the 

neutral case (7.9 and 8.4 kcal/mol for TS2a1-6.3 and TS2b1-6.3, respectively, 

compared to 8.5 kcal/mol for the uncatalyzed model). 

 

TS1a1-6.3                             

complete
H-transfer

partial
H-transfer

TS1b1-6.3
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Scheme 6.21: Mechanistic proposal for the transformation of PR1-6.3 to PR3-6.3. 

According to experimental results, the cyclopropane ring-opening step 

requires the protonation of the aldehyde to activate the system, as depicted 

in the structures shown in Figure 6.24, where the aldehyde is in its 

protonated form. The barriers for this step were determined to be 23.6 and 

16.3 kcal/mol for TS3a1-6.3 and TS3b1-6.3, respectively. Since this process is 

acid-catalyzed, a lower barrier was expected with the catalyst CATb1-6.3. 

Finally, the resulting Wheeland intermediates WIa1-6.3 and WIb1-6.3 

undergo a barrierless process to transform into their respective enols, and 

through their tautomeric equilibrium, PR3-6.3 is obtained. 

 

 
Figure 6.24: Optimized geometries of TS2a1-6.3 and TS3a1-6.3  (left) along with TS2b1-6.3 
and TS3b1-6.3  (right)  at wb97xd/def2svp/SMD=chloroform level of theory. 

The depicted energy profile in Figure 6.25 reveals that although both 

processes seem to proceed in an analogous way, the RDS with each catalyst 

is not the same. With CATa1-6.3, the RDS consists of the evolution of PR2a1-

TS2a1-6.3 TS2b1-6.3TS3a1-6.3 TS3b1-6.3
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6.3 to the Wheeland intermediate through TS3a1-6.3, with a barrier of 23.6 

kcal/mol. On the other hand, with CATb1-6.3, the first step, i.e., the ring 

opening of the COT oxide, becomes the RDS, with a lower barrier of 21.9 

kcal/mol. 

 

Figure 6.25: Energy profile for the transformation of RE-6.3 into PR3-6.3 using CATa1-6.3 
(orange) and CATb1-6.3 (green) at wb97xd/def2tzvp/SMD=chloroform//wb97xd/def2svp/ 
/SMD=chloroform level of theory. 

This difference is sufficient to justify the varying rates of both reactions. The 

reaction with CATa1-6.3 is the slowest, with an estimated half-time of 

approximately 6 hours at 25 °C, whereas CATb1-6.3 exhibits a much faster 

reaction with a half-time of around 21 minutes. Furthermore, the different 

product ratios obtained with each catalyst can also be explained. With 

CATa1-6.3, species PR1-6.3 and PR2-6.3 are expected to accumulate at room 

temperature, leading to the allylation reaction predominantly occurring on 

these structures. 

On the other hand, with the other catalyst, as the RDS is the first one, the 

only species expected to accumulate is PR3-6.3. Consequently, the allylation 

reaction will predominantly proceed through this aldehyde. To accurately 

predict the product mixtures at lower temperatures, the TSs for allylation 

must exhibit similar energy barriers to TS3b1-6.3. 
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Kinetic experiments were conducted in the absence of allylboronate to 

support the previously proposed mechanism and verify if the RDS aligns with 

the computational calculations. To achieve this, the reaction between RE-6.3 

and 10 mol% of both catalysts, CATa1-6.3 and CATb1-6.3, was monitored by 
1H-NMR at room temperature. The results are presented in Figure 6.26. 

These findings corroborate a two-step sequential process, wherein RE-6.3 

transforms into PR1-6.3, which exists in equilibrium with its tautomer, PR2-

6.3. Due to the relatively low energy barrier between these tautomers (8 - 11 

kcal/mol), an averaged spectrum is observed, with PR1-6.3 being the 

predominant species in solution, as previously reported. [53b, 60] 

 

Figure 6.26: Isomerization of RE-6.3 in the presence of 10 mol% of CATa1-6.3 (top) and CATb1-
6.3 (bottom) in deuterated chloroform, at room temperature. 

Similar to the previous experiments, a significant difference in reaction rates 

is observed with each catalyst. This difference is reflected in the kinetic 

constants for the process, which fall within the range of 10-5-10-6 s-1 for 
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CATa1-6.3 and aproximately 10-2-10-3 s-1 for CATb1-6.3. By applying Eyring's 

equation, these constants can be converted into energy barriers that can be 

compared to the barriers obtained through computational calculations. 

When CATa1-6.3 is employed, the second step becomes the RDS, resulting in 

the accumulation of PR1-6.3. The experimental energy barriers, determined 

using Eyring's equation, are found to be 23.9 kcal/mol for the first step and 

24.5 kcal/mol for the second step. These values exhibit excellent agreement 

with the corresponding theoretical barriers of 22.6 and 23.6 kcal/mol, 

respectively. 

On the other hand, when CATb1-6.3 is utilized, a significantly faster reaction 

is observed, resulting in higher kinetic constants. The initial accumulation of 

PR1-6.3 is rapidly replaced by an increasing concentration of PR3-6.3, which 

ultimately becomes the predominant product at the end of the reaction. 

Transforming the kinetic constants into energy barriers, we obtain values of 

20.6 kcal/mol for the first step and 19.7 kcal/mol for the second step. When 

compared to the computational barriers of 21.9 and 17.8 kcal/mol, 

respectively, these results fall within the acceptable error range for DFT 

calculations, typically around 1-2 kcal/mol. [61] 

Additionally, the reactions were carried out at different temperatures to 

investigate if the same behavior was observed. The results are presented in 

Figure 6.27. The reaction with CATa1-6.3 was replicated at 50 °C, and 

although the reaction rate increased, there was no significant increase in the 

concentration of PR3-6.3. Conversely, due to the rapid reaction rate at room 

temperature, the reaction with CATb1-6.3 was repeated at 0 °C, where a 

similar behavior was once again observed. Besides the reduction in reaction 

rate, the only notable difference was a slight increase in the maximum 

concentration of PR1-6.3. This suggests that k2 is less affected by 

temperature compared to k1, which could be one of the reasons for the 

different product mixtures obtained when using this catalyst at lower 

temperatures. 
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Figure 6.27: Isomerization of RE-6.3 in the presence of 10 mol% of CATa1-6.3 at 50 °C (left) 
and CATb1-6.3 at 0 °C (right) in deuterated chloroform. 

Once the computational model has been validated, and the kinetic barriers 

for ring-contraction have been determined, the next step involves examining 

the energy profile of allylboronation for the aldehydes PR1-6.3, PR2-6.3, and 

PR3-6.3. This reaction, including enantio-control, has previously been 

investigated by Goodman and colleagues, who established that the reaction 

proceeds through a chair-like TS characterized by interactions between the 

allylboronate and the aldehyde. [62] However, in this model, it is observed 

that the catalyst forms a hydrogen bond with the oxygen atoms from the 

boronate, rather than with the aldehyde as in the previous reaction. 

The model structure, along with the theoretical barriers for allylation, is 

depicted in Scheme 6.22, while the corresponding TS with CATa1-6.3 are 

illustrated in Figure 6.28. The TSs with CATb1-6.3 exhibit a similar 

arrangement and distances. Comparing the energy barriers using both 

catalysts reveals the limited influence of the catalyst's acidity on the barriers. 

However, this observation does not imply that the acidity of the catalyst has 

no impact on the reaction's progression. 
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Scheme 6.22: Calculation of the allylation reaction from the corresponding encounter 
complexes EC to the final complexes AL. Section extensions -6.3 has been removed for clarity. 
Relative barriers of the corresponding TS are given in kcal/mol and has been calculated at 
wb97xd/def2tzvp/SMD=chloroform//wb97xd/def2svp/SMD=chloroform.  

The barriers obtained for allylation are always lower than the ring-

contraction of PR2-6.3, leading to PR3-6.3. This means that the allylation of 

this product should not be observed. However, this reaction needs a 

deprotonated aldehyde as a starting point. With CATa1-6.3, its low acidity 

allows a higher proportion of deprotonated aldehyde compared to CATb1-

6.3, where almost 100% of the aldehyde is in its protonated form. This fact, 

together with the new kinetic dependence of the allylboronate 

concentration, can slow down the allylation step enough to be competitive 

with the ring contraction of RE2-6.3. 

Both computational and experimental results demonstrate the crucial role of 

the catalyst's acidity in the reaction. Thus, other acids were used as catalysts 

to establish a correlation between the selectivity for each aldehyde and the 

acid pKa. As depicted in Figure 6.29, a clear trend is observed. Firstly, there is 

a minimum pKa necessary to induce the ring-opening of the COT oxide RE-

6.3. Acids such as benzoic acid (pKa = 21.5) or perfluorophenol (pKa = 20.5) 
[63] were not strong enough to catalyze the reaction, resulting in no product 

obtained.   
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Figure 6.28: Optimized geometries of the TS corresponding to the allylboronation at 
wb97xd/def2svp/SMD=chloroform using CATa1-6.3. Optimized structures using CATb1-6.3 
present almost the same disposition, with bond differences lower than 0.2 Å around the 
reacting points compared to the illustrated. 

With a stronger acid such as 4-CF3C6F4OH (pKa=16.6), low conversions to PR1-

6.3 were observed after a prolonged reaction time. Moving to CATa1-6.3 

(pka= 13.6), a complete disappearance of RE-6.3 was observed after 12 h. 

Increasing acidities led to an increasing proportion of PR3-6.3, once again 

demonstrating the crucial role of the catalyst's pKa in the product ratio of the 

ring-contraction of COT oxide. [58, 64] 

 

Figure 6.29: Correlation of catalyst acidity versus selectivity in the acid-catalyzed ring 
contraction of RE-6.3. Blue numbers represent selectivity in % and red numbers represent pKa. 
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Once the mechanism and the influence of the catalyst have been clarified, 

the next step is to develop an enantioselective version of this reaction. In this 

version, COT oxide RE-6.3 undergoes a single ring contraction in the presence 

of allylboronate B1-6.3 and a chiral Brønsted acid, resulting in the formation 

of the enantioenriched homoallylic alcohol AL1-6.3. The double ring 

contraction to PR3-6.3 has not been studied, as this reaction can be 

performed using commercially available phenylacetaldehyde. [65] 

To induce chirality, a list of BINOL-derived phosphoric acids was tested. The 

reaction conditions were optimized, including solvent, temperature, and 

concentrations. The optimized conditions are shown in Scheme 6.23, with 

CATa2-6.3 being the catalyst that provided higher yields and 

enantioselectivity. Interestingly, the use of a derivative of the previous 

diphenylphosphoramide catalyst, CATb2-6.3, resulted in an AL1-6.3/AL3-6.3 

mixture in which AL1-6.3 was obtained with a 76% enantiomeric excess, 

while AL3-6.3 resulted in a racemic mixture. 

 

Scheme 6.23: Optimized reaction conditions of the enantioselective acid-catalyzed ring 
contraction/allylation along with the results using CATb2-6.3. 

Computational calculations were performed using the chiral catalyst CATa2-

6.3, applying the Goodman model as in the previous cases. The reaction using 

CATb2-6.3 was also studied for comparison. For this purpose, the catalyzed 

reactions between allylboronate B1-6.3 and aldehydes PR1-6.3 (TS4a2/b2-

6.3), PR2-6.3 (TS5a2/b2-6.3), and PR3-6.3 (TS6a2/b2-6.3) were used as a 

model. Both the Re and Si faces of the aldehyde, along with the 

conformational variability of the TS, were studied, resulting in a total of 36 

TSs. The lowest energy barrier TS are depicted in Figure 6.30. 
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Starting with the reaction using CATa2-6.3, the calculations predict the 

predominant formation of the Re enantiomer, with a difference of 3.0 

kcal/mol compared to the attack from the other face. This is in excellent 

agreement with the experimentally observed 89% ee. 

On the other hand, calculations with CATb2-6.3 also predicted high 

enantioselectivity towards the Re isomer when starting from PR1-6.3, with a 

slightly smaller difference compared to the attack from the opposite face (2.5 

kcal/mol). Additionally, calculations indicated a practically racemic mixture 

when starting from PR3-6.3, with a slight preference (0.5 kcal/mol) for the Si 

face attack. These results are in excellent agreement with the experimental 

findings. 

 

Figure 6.30: Optimized geometries at wb97xd/def2svp:pm6 level of theory for the lower TSs 
corresponding to the enantioselective allylboronation. 
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6.2.3.3 Conclusions 
COT oxide RE-6.3 can undergo both single and double ring contractions 

depending on the acidity of the catalyst.  

While some acidity is required to initiate the ring-opening of the epoxide, 

higher catalyst acidities increase the proportion of the double ring 

contraction product PR3-6.3 over the single ring-contracted PR1-6.3, which 

has a more interesting structure.  

The process occurs in a concerted manner, where the starting material RE-

6.3 is transformed into the cycloheptatrienyl-aldehyde PR1-6.3 through the 

formation of two different transient carbocations.  

The RDS of this process depends on the catalyst acidity, with the evolution 

from PR1-6.3 to PR3-6.3 becoming the RDS when a low acidity catalyst is 

used. When a stronger acid is employed, the first step becomes the RDS, 

leading directly to the formation of PR3-6.3. This mechanism has been 

confirmed through kinetic experiments.  

The  ring contraction can be coupled in situ with an allylation reaction process, 

providing a straightforward method for synthesizing enantioenriched 

cycloheptatrienyl-substituted homoallylic alcohols.  

Computational evaluation using the chiral catalyst also reproduced the 

observed experimental results. 

6.2.4 Mechanistic study over an organocatalytic 

enantioselective vinylcyclopropane-cyclopentene 

rearrangement 
 

6.2.4.1 Introduction 
In this section, the reaction studied involved the ring expansion of 

vinylcyclopropanes to provide cyclopentenes. It had been previously 

reported in 1959, [66] although the utility of this reaction was very limited due 

to the extreme reaction conditions that involved temperatures around 

500 °C (Scheme 6.24a). Over time, this reaction has been tuned to operate 

under milder conditions, incorporating specific substitution patterns over the 
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vinylcyclopropane scaffold or using transition metal or photochemical 

activations. [67] 

Focusing on the possibility of performing this rearrangement to provide 

enantio-enriched cyclopente solutions, all attempts have been limited to 

enantiospecific reactions, using enantiomerically enriched 

vinylcyclopropanes as starting materials. [68] Recently, Christmann and co-

workers reported an enantiospecific divinylcyclopropane-cycloheptene 

rearrangement using enamine organocatalysis to activate the cyclopropane 

moiety (Scheme 6.24b). [69] However, it was demonstrated that the absolute 

configuration of the product was only dependent on the starting material’s, 

making it impossible to control the absolute configuration of the product 

with the catalyst. 

In particular, a catalyst-controlled enantioselective vinylcyclopropane-

cyclopentene rearrangement has been studied (Scheme 6.24c). The 

activation of the starting material is achieved through enamine 

organocatalysis, which utilizes the donor-acceptor structure around the 

cyclopropane moiety to facilitate the ring-opening of the enamine EN-6.4 by 

stabilizing the intermediate IN-6.4, which has lost all the chiral information 

from the starting material. Subsequently, the intermediate undergoes ring-

closure to form a cyclopentene scaffold FC-6.4 in which the stereochemical 

outcome is controlled by the catalyst. The final product is obtained after the 

hydrolysis of the iminium moiety. Overall, this process can be categorized as 

a type-II DYKAT. [70] Further explanation on this matter will be provided in the 

subsequent pages. 

As in the previous examples, the reaction was first performed experimentally 

by or collaborators from Bilbao, to study the influence of the catalyst, solvent 

and temperature over the yield, diastereo- and enantioselectivity. REa-6.4 

was selected for screening the best reaction conditions, and it was found that 

the reaction with CAT-6.4 in dichloromethane at 0 °C provided the highest 

yields and selectivities. Only 5 min. were necessary to achieve full conversion 

of REa-6.4 to PR1a-6.4, resulting in high yields but only moderate 

diastereoselectivity. The subsequent isomerization of PR1a-6.4 led to the 

clean formation of PR2a-6.4 with excellent enantioselectivity. The best 

reaction conditions, are depicted in Scheme 6.25. 
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Scheme 6.24: Vinylcyclopropane rearrangements through (a) thermal conditions, (b) 
dienamine, and (c) enamine activation manifolds.  

All other substrates, including electron-donating and electron-withdrawing 

substituted vinylcyclopropanes, as well as alkyl-substituted ones afforded 

high yields and enantiocontrols demonstrating the robustness of the reaction. 

The moderate diastereoselectivity in the formation of PR1a-6.4 is irrelevant 

since both isomers can be easily converted into the same product PR2a-6.4. 
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Scheme 6.25: Optimized reaction conditions for the ring expansion and isomerization of 
vinylcyclopropanes.  Reaction carried out in a 0.1 mmol scale of a racemic mixture of 
vinylcyclopropane trans-REa-6.4, using 20 mol % of catalyst CAT-6.4 in dichloromethane. 

The same reaction conditions were applied to the cis-configured 

cyclopropane (±)-cis-REa-6.4. As shown in Scheme 6.26, the results in terms 

of yield and enantioselectivity are quite similar to those obtained for the 

trans-cyclopropane REa-6.4. Similarly, the diastereoselectivity observed in 

the formation of PR1a-6.4 from the cis-vinylcyclopropane follows a similar 

trend, with the cis-configured diastereomer being more abundant. 

 

Scheme 6.26: Vinylcyclopropane-cyclopentene rearrangement under optimized reaction 
conditions using a cis-configured cyclopropane substrate. [a] Determined by NMR analysis of 
the crude reaction mixture. 

This fact demonstrated that regardless the initial configuration of the starting 

cyclopropane, the same enantiomer is mostly obtained. The reason for this 

lies in the formation of the intermediate INa-6.4, where all the initial 

configurational information from the vinylcyclopropane has been lost, 
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allowing for a interconversion between different isomers. This situation, 

depicted in  

Scheme 6.27, is classic in kinetic resolutions. To determine its specific type 

and understand the chemical processes involved in the isomerization, the 

mechanism of the reaction was studied using computational tools. In 

particular, REa-6.4 was used for the reaction modeling, with a focus on the 

evolution of the enamine ENa-6.4 to the iminium ion intermediate FCa-6.4. 

 

Scheme 6.27: Transformation of configurational information into conformational information 
and vice versa. All isomers are connected with the same intermediate Ina-6.4 in which all the 
stereochemical information coming from the cyclopropane starting material had been 
removed. 

6.2.4.2 Results and discussion 
For the initial exploration of the PES, the chiral catalyst CAT-6.4 was 

substituted with a simpler and achiral pyrrolidine. Since conformational 

information is transformed in configurational information during the 

reaction, the first step involved evaluating the conformations of the initial 

enamine ENa1-6.4. It was found that conformer ENa1-B-6.4 exhibited the 

lowest energy structure for ENa1-6.4. However, this conformation would 

result in the formation of a trans C6-C7 double bond once the cyclopropane 

ring is broken. This disposition if the double bond would lead to the 

formation of a highly strained trans cyclopentene, resulting in a dead-end. 

Therefore, this structure must undergo a conformational TS to become 
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conformer ENa1-A-6.4, from which cis-cyclopentenes are formed (Figure 

6.31). 

 

Figure 6.31: Conformational analysis of the cis- (green line) and trans- isomers (orange line) of 
the starting intermediate ENa-6.4. α angle is defined as the C4-C6-C7-C8 dihedral angle. 

However, as conformation and configuration information are inverted after 

the breakage of the cyclopropane ring from conformer ENa1-A-6.4, a total of 

32 different conformers of INa1-6.4 can be formed. Attending to 

crystallographic data from Seebach and co-workers, only s-trans C2-C3 

iminium ions can be observed in the solid state, [71] and so the 32 initial 

structures can be reduced to 16, considering only the variables displayed in 

Table 6.2. 

Table 6.2: Variables considered for defining TS. 
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Out of these 16 geometries, attempts to locate the TS for the cyclopropane 

ring-opening were unsuccessful, suggesting a flat PES around this species. 

Instead, TSs close to the formation of FCa1-6.4 were found, resulting in a 

total of 10 TSs derived from the initially proposed 16 structures. Among these 

structures, cis-TSa1-6.4 and trans-TSa1-6.4, were identified as the minimum 

energy pathways for the formation of the two possible product isomers, cis-

FCa1-6.4 and trans-FCa1-6.4, respectively. IRC calculations from these TSs 

confirmed the flatness of the PES and revealed a typical shoulder shape 

indicative of hidden intermediates (Figure 6.32, left). [59, 72] 

After the ring-opening of the cyclopropane, a highly polar structure is formed, 

and its stability relies on the interactions between the opposite charged 

fragments. These interactions also play a crucial role in determining the 

stability of the corresponding TSs, as indicated by the analysis of the NCI 

(Figure 6.32, right). [73]  It can be observed that cis-TSa1-6.4 exhibits a 

continuous surface that is larger than the interrupted surface of trans-TSa1-

6.4, indicating its lower stability. The energy difference between the two TS 

accurately predicts a moderate diastereoselectivity, which is consistent with 

the experimental results.  

Isomers
Derived

VariablesBond

1fixed as s-transC2-C3

2E / ZC3=C4

2
Re(im)-Si(enol)
Re(im)-Re(enol)

C4-C5
C5-C6

1only Z productiveC6=C7

2s-cis / s-transC7-C8

2E / ZC8=C9

TOTAL: 16



|   Chapter VI   

 

- 214 - 
 

 

Figure 6.32: (Left) IRC of the most stable TS corresponding to the attack by the two different 
diastereotopic faces, leading to cis-FCa1-6.4 and trans-FCa1-6.4. Dashed line indicates a 
complementary relaxed scan from the starting point of the IRC from cis-TSa1-6.4. (Right) 
Optimized geometries (wb97xd/def2svp/SMD=CH2Cl2) of cis-TSa1-6.4 and trans-TSa1-6.4 
showing a NCI analysis representing the electrostatic interactions between the two parts of 
the intermediate, along with a table summarizing the conformational differences between 
both TS. Respective free energy barriers are depicted in brackets (wb97xd/def2tzvp/ 
SMD=CH2Cl2//wb97xd/def2svp /SMD=CH2Cl2). 

The concerted pathway discovered contrasts with the previously proposed 

explanation of a common achiral intermediate. Since the reaction follows a 

concerted mechanism, theoretically, each starting geometry should lead to 

a unique pathway, and thus no kinetic resolution should be observed. 

However, when all the intrinsic reaction coordinate (IRC) pathways from the 

10 previously identified transition states (only 8 displayed) are superimposed, 

as depicted in  

Figure 6.33, it becomes apparent that the planar surfaces corresponding to 

all the hidden intermediates are very close in energy. This proximity allows 

for intercrossing between the IRC pathways. In other words, once a hidden 

intermediate is formed, it can either continue along the predetermined IRC 

pathway or bypass lower conformational transition states to transition from 

one IRC pathway to another. This merging occurs in the more stable 

conformations of the hidden intermediates, ultimately driving the reaction 

through the lowest transition states for cyclopentene ring closure.  
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Figure 6.33: IRC superposition from the 10 TSs geometries found for the ring-opening reaction 
of ENa1-6.4, only 8 out of 10 IRCs afforded normal termination, and these last are the only 
ones that could be displayed. Dashed lines indicate complementary relaxed scans from the 
starting point of each IRC. Cis-TSa1-6.4 and trans-TSa1-6.4 are written in red for clarity. 

Next, the real system was investigated by introducing the C-2 substituent of 

the pyrrolidine in the achiral system. Previous studies on the catalyst CAT-

6.4, conducted by Hayashi and co-workers, [74] demonstrated that this 

catalyst leads to highly energetically favored s-trans-(E,E)-eniminium ions, in 

which the new exocyclic C-C bond adopts a sc-exo conformation.  

This significantly reduced the number of conformers that needed to be 

considered for the chiral system. To explore the remaining conformational 

variables, the cis-TSa1-6.4 and trans-TSa1-6.4 models were grown, 

substituting the previous pyrrolidine catalyst with CAT-6.4, and performing 

Macromodel searches over these new structures. The searches only allowed 

exploration of the conformational variability around the new catalyst, 

including the C-2 substituent and the puckering of the pyrrolidine ring (Error! 

Reference source not found.).  

Further optimization of these structures led to the identification of cis-TSa2-

(1R,2S)-6.4, cis-TSa2-(1S,2R)-6.4 as the minimum energy TSs derived from 

a-TSa1-6.4

cis-TSa1-6.4

trans-TSa1-6.4

b-TSa1-6.4

c-TSa1-6.4

d-TSa1-6.4

e-TSa1-6.4

f-TSa1-6.4



|   Chapter VI   

 

- 216 - 
 

cis-TSa1-6.4. Similarly, trans-TSa2-(1R,2R)-6.4 and trans-TSa2-(1S,2S)-6.4 

were identified as the minimum energy TSs derived from trans-TSa1-6.4. The 

calculated relative free energy distribution predicted a 1.3:1 ratio in favor of 

the cis isomer, which is in good agreement with the experimental results 

(2.6:1). Furthermore, high enantioselectivities were also predicted, once 

again consistent with the experimental results (90% e.e.). 

As in the achiral model, NCI calculation explained the preference for one TS. 

Two major interactions can be defined in this system: the electrostatic 

interaction between both fragments of the previous cyclopropane ring, 

produced by the different charge of the enol and the imine moieties (as in 

the achiral system), and the London and π-interactions, between the catalyst 

C-2 substituent and the imine fragment.  
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Figure 6.34: Procedure for the model growing from the achiral system. Pyrrolidine catalyst has been replaced by CAT-6.4 in the normal, and 
mirror-inverted geometries of the achiral TSs. In the conformer structure superposition, thick bonds represent the fixed part of the molecule. 
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The highest TS of these four structures (trans-TSa2-(1S,2S)-6.4) lacks from 

any of the strong interactions previously described. The second and third 

highest TSs present only one strong interaction with the imine moiety, having 

cis-TSa2-(1S,2R)-6.4 a strong electrostatic interaction between both 

cyclopropane fragments, and trans-TSa2-(1R,2R)-6.4 a strong interaction 

with the catalyst. Finally, the lowest TS, cis-TSa2-(1R,2S)-6.4 presents a 

stronger interaction with both parts of the molecule, promoting the highest 

stability of this latter (Figure 6.35).  

 

Figure 6.35: Comparison between NCI interactions in the optimized geometries of the TSs 
corresponding to the chiral real model at wb97xd/def2svp/SMD=CH2Cl2. 

6.2.4.3 Conclusions 
The different selectivities of the reaction are influenced by both steric and 

electronic factors, with the critical variables being the electrostatic 

interactions between the cyclopropane fragments and the interactions with 

the catalyst. 

The loss of configurational information and the planar surface connecting the 

different hidden intermediate conformations enable a type II DYKAT process. 
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Regardless of the configuration of the starting material, one, unique, major 

enantiomer is obtained as the product. 

 

6.3 Conclusions 
In this chapter various organocatalytic processes has been explored. 

Computational techniques along with the experimental data has allowed for 

the accurate determination of the mechanism of multiple types of reactions. 

The enantioselectivity induced by the chiral catalysts has also been explored, 

obtaining similar results compared to the experimental. Other types of 

calculations, such as ELF, NCI and MD had demonstrated its utility as valuable 

tools for studying not only singular molecular species, but the whole reaction 

pathway.   

It is evident that the future of DFT calculations holds great promise for 

significant improvements. Through ongoing advancements in computational 

power, algorithmic developments, and the integration of machine learning 

techniques, the accuracy and efficiency of DFT calculations are poised to 

reach new heights. The incorporation of more accurate exchange-correlation 

functionals and the exploration of novel theoretical approaches will enhance 

the predictive capabilities of DFT, enabling the study of larger and more 

complex systems with higher precision. 

Additionally, the continued collaboration between experimentalists and 

theorists will facilitate the validation and refinement of DFT methods, further 

bolstering their reliability. As computational resources become more 

accessible and specialized, DFT calculations will become more routine, 

empowering researchers across various scientific domains to explore and 

uncover the intricacies of matter and phenomena with unprecedented detail. 

Ultimately, the future of DFT calculations appears promising, paving the way 

for groundbreaking discoveries and applications in materials science, 

chemistry, and beyond. 
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7.1 General conclusions 
During this research project, a multitude of systems have been studied, and 

the most innovative computational techniques have been applied to 

determine the mechanism and justify the experimentally observed 

selectivities.  

Techniques like ELF or NCI have been crucial for the analysis of intermediates 

and transition states, providing clear and concise explanations for the various 

interactions that have guided the reaction along the observed path. 

Alternatives such as molecular dynamics or Macromodel have allowed for 

more in-depth and efficient conformational analyses than the classical 

approach, thus reducing potential errors in energy barrier calculations. 

Nevertheless, on many occasions, experimental data have been key to 

distinguishing between possible mechanisms and/or corroborating 

computational results, offering precise and direct information about the 

kinetics and selectivity of the studied reactions. This fact once again 

demonstrates the synergistic nature of computational and experimental 

chemistry. The use of both methodologies is crucial for designing new 

synthetic routes and developing more efficient catalysis. 

Computational techniques have proven to be valuable tools for studying and 

identifying reaction mechanisms, particularly in cases where intermediate 

stability is low or involves transient intermediates.  

Finally, with the new technological advancements in computational capacity, 

algorithms, functionals, and bases, and adding the equation the new 

machine learning techniques, significant progress is anticipated in the 

development of these computational methods, enhancing their efficiency 

and precision. 
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CONCLUSIONES GENERALES 
 

Durante este proyecto de investigación se han estudiado multitud de 

sistemas, y aplicado las más novedosas técnicas computacionales para la 

determinación del mecanismo y la justificación de las selectividades 

observadas experimentalmente.  

Técnicas como ELF o NCI han sido fundamentales para el análisis de 

intermedios y estados de transición, y han permitido justificar de manera 

clara y concisa las diferentes interacciones que han dirigido a la reacción por 

el camino observado. Alternativas como la dinámica molecular o 

Macromodel han permitido realizar análisis conformacionales con mayor 

profundidad y eficiencia que la vía clásica, reduciendo así posibles errores en 

el cálculo de barreras de energía.  

Sin embargo, en muchas ocasiones los datos experimentales han sido la clave 

para poder discernir entre posibles mecanismos y/o corroborar los 

resultados computacionales, proporcionando información precisa y directa 

sobre la cinética y la selectividad de las reacciones estudiadas, demostrando 

una vez más el carácter sinérgico de la química computacional y la 

experimental. La utilización de ambas metodologías es crucial para el diseño 

de nuevas rutas sintéticas y el desarrollo de una catálisis más eficiente.  

Las técnicas computacionales han demostrado ser una buena herramienta 

para el estudio e identificación de mecanismos de reacción, sobre todo en 

aquellos casos en los que la estabilidad del intermedio es reducida o se trata 

de intermedios transientes.  

Finalmente, con los nuevos avances tecnológicos tanto en la capacidad 

cálculo, como en los algoritmos, funcionales y bases utilizadas, y añadiendo 

a esta ecuación las nuevas técnicas de machine learning, se prevé un gran 

avance en el desarrollo de estos métodos computacionales aumentando su 

eficiencia y precisión.
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