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Diseilo, implementacion y operacion de un
servicio SOC basado en software libre
RESUMEN

La empresa NOLOGIN ofrece distintos servicios para cubrir los aspectos relacionados con la
seguridad de los servicios informaticos de sus clientes. Para defender una infraestructura critica se
emplean soluciones Security Operations Center (SOC). Dado que la empresa solo dispone de
soluciones comerciales, surge la necesidad de disefiar e implementar una nueva solucion basada
estrictamente en herramientas open source.

El problema radica en que existen muy pocas herramientas open source ya implementadas, las
cuales solo aportan soluciones parciales a la problematica general del SOC. Es por ello que el
primer gran reto de este proyecto consiste en diseflar ¢ implementar una solucidon distribuida
conformada por varios servicios distribuidos. El segundo gran reto de este proyecto es que, para
demostrar la efectividad del mismo, se deben elegir diversos escenarios representativos de la
situacion actual que sirvan como prueba de concepto (PoC) para las capacidades defensivas de la
solucién propuesta. Estos escenarios han condicionado la toma de decisiones durante el proyecto.

El enfoque utilizado para resolver ambos retos entiende que una solucion SOC es un conjunto de
servicios correctamente desplegados y configurados, los cuales son operados por personas para
defender de forma activa la infraestructura y los servicios correspondientes. Es por ello que tras
estudiar el estado del arte, se ha decidido crear un SOC basado en tres pilares centrales: Security
Information and Event Management (SIEM), Security Orchestration, Automation and Response
(SOAR) y Endpoint detection and response (EDR). Cada elemento de los anteriores tiene su propio
despliegue automatizado, distribuido, escalable (de forma horizontal y vertical) y tolerante a fallos
(HA/DR). La solucion cubre los aspectos de disponibilidad, autenticacion, autorizacion y
confidencialidad, adicionalmente también otorga unas mejores capacidades de respuesta al equipo
humano encargado de operar el SOC.

Para obtener una solucion de calidad, se han definido unas politicas de seguridad que esta debe
cumplir. La arquitectura propuesta esta conformada por Graylog como SIEM, Shuffle como SOAR
y Wazuh como EDR. Los escenarios de prueba de concepto planteados representan de forma
fidedigna la situacidon actual de muchas empresas, y todos ellos han sido resueltos de forma muy
efectiva con la solucion propuesta.

La solucion final ha logrado sobrepasar los objetivos planteados inicialmente, desde los elementos
que conforman la misma hasta los escenarios que demuestran el alcance de esta, asi como en
cuanto a los requerimientos especiales de la solucion (escalado, tolerancia a fallos). Durante el
proyecto se ha contribuido en el ambito open source sobre el que se ha construido él mismo, mas
concretamente enriqueciendo la herramienta SOAR empleada en este TFG.



Design, implementation and operation of a
SOC service based on open source software

ABSTRACT

The company NOLOGIN offers various services to cover aspects related to the security of its
clients' IT services. In order to defend critical infrastructure, they use Security Operations Center
(SOC) solutions. Since the company only has commercial solutions, there is a need to design and
implement a new solution strictly based on open-source tools.

The problem is that there are very few pre-implemented open-source tools, and those available
only provide partial solutions to the overall SOC problem. Therefore, the first major challenge of
this project is to design and implement a distributed solution composed of several distributed
services. The second major challenge is to choose various scenarios representative of the current
situation to demonstrate the effectiveness of the solution as a proof of concept (PoC) for the
defensive capabilities of the proposed solution. These scenarios have influenced decision-making
throughout the project.

The approach used to address both challenges understands that a SOC solution is a set of properly
deployed and configured services operated by individuals to actively defend the infrastructure and
corresponding services. After studying the state of the art, it was decided to create a SOC based on
three central pillars: Security Information and Event Management (SIEM), Security Orchestration,
Automation and Response (SOAR), and Endpoint Detection and Response (EDR). Each of these
elements has its own automated, distributed, scalable (both horizontally and vertically), and
fault-tolerant deployment. The solution covers aspects of availability, authentication, authorization,
and confidentiality. Additionally, it provides improved response capabilities to the human team
responsible for operating the SOC.

To achieve a quality solution, security policies that it must comply with have been defined. The
proposed architecture consists of Graylog as SIEM, Shuffle as SOAR, and Wazuh as EDR. The
proof-of-concept scenarios presented faithfully represent the current situation of many companies,
and all of them have been effectively resolved with the proposed solution.

The final solution has surpassed the initially set objectives, both in terms of its components and the
scenarios demonstrating its scope, as well as meeting the special requirements of the solution
(scaling, fault tolerance). Throughout the project, contributions have been made to the open-source
community upon which it is built, specifically enhancing the SOAR tool used in this project.
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Glosario

Security Operations Center (SOC): Un centro de operaciones de seguridad es una instalacion
donde se monitorean, evaluan y defienden los sistemas de informacion empresariales.

Casos de uso (CDU): En este contexto particular hace alusion a los tipos de ataque que estan
contemplados en el sistema y que cuentan con su correspondiente procedimiento de deteccion y
tratamiento.

High Availability (HA): Alta disponibilidad, es la cualidad que tiene un sistema informatico si en
caso de que un nodo falle, el sistema es capaz de seguir plenamente operativo.

Disaster Recovery (DR): Recuperacion de desastres, en caso de un fallo general del sistema, este
debe poder ser recuperado en muy poco tiempo sin tener pérdidas significativas de informacion en
el mismo.

Ingenieria social: Metodologia de ataque, esta se basa en lograr engaflar a una o mas personas
para conseguir que estas realicen una o mas acciones potencialmente peligrosas.

Phishing: Ataque basado en ingenieria social, normalmente, este consiste en el envio de un correo
electronico haciéndose pasar por otra entidad/persona para conseguir los credenciales o
informacion asociada al usuario atacado.

Fuerza bruta: Metodologia de ataque basada en probar de forma exhaustiva credenciales para
lograr obtener un acceso no autorizado, se puede realizar contra paneles de login o servicios
directamente o contra el Hash de unos credenciales para a base de probar distintas opciones
encontrar aquella, la cual una vez aplicado la funcion correspondiente de Hash se obtenga el
mismo Hash. Para una mayor efectividad en este tipo de ataque se suelen emplear Wordlists que
contienen las contrasefias mas habituales, la mas famosa de estas es RockYou.

SSH (Secure Shell Protocol): Servicio que se encuentra habilitado en la gran mayoria de
servidores Linux, este permite al personal informatico autorizado obtener un acceso remoto de
consola sobre dichos servidores para llevar a cabo las acciones pertinentes.

DDoS (Distributed Denial of Service): Ataque de denegacion de servicio distribuido, este
consiste en que un gran nimero de equipos informaticos (usualmente botnets) bombardeen un
servidor a peticiones con el objetivo de saturar este, atentando asi contra la disponibilidad del
mismo o en su defecto contra la calidad del servicio.

Insider: Forma de denominar a una persona que trabaja dentro de una empresa y trata de atacar
esta desde dentro.

Data Leaks: Es la exfiltracion de informacion de caracter confidencial sin permiso, pueden ser
intencionales o accidentales dependiendo de como se originen.



Rubber Ducky: Herramienta empleada por los hackers, esta aparenta ser un USB normal no
obstante en su interior cuenta con una SD que permite guardar cddigo escrito en el lenguaje
DuckyScript, dicho codigo sera ejecutado en la maquina que se introduzca dicho USB de forma
inmediata, para lograr esto el USB finge ser un teclado a ojos de la maquina a la que ha sido
conectado.

SQL Injection: Ataque comiin contra servidores web, este se aprovecha de debilidades en el
backend a la hora de generar queries para la base de datos correspondiente. Para explotar dicho
ataque se introducen cadenas SQL mal formadas intencionalmente, de forma que se obtenga un
acceso no autorizado a informacion.

TOR (The Onion Router): Red especial de nodos empleada para anonimizar el trafico de internet,
funciona como una cebolla y sus capas. Dentro de esta red se encuentran paginas webs con
contenidos ilegales, dichas webs no pueden ser accedidas desde fuera de esta red dado que tienen
en sus dominios la extension .onion. Para acceder a dicha red de forma completamente
transparente se emplea el navegador TOR. También se puede usar dicha red de mas formas, para el
envio o recepcion de informacion de forma anonima.

Disponibilidad: Garantizar que los sistemas, servicios y datos se encuentren funcionando en
condiciones adecuadas, de forma que cuando un usuario los necesite estos provean un servicio

optimo y no fallen/se encuentren ralentizados.

Confidencialidad: Propiedad asociada normalmente a archivos, consiste en preservar las
restricciones autorizadas de acceso y divulgacion de la informacion.

Integridad: Proteccion contra la modificacion o destruccion indebidas de la informacion.
Autentificacion: El acto de probar la identidad declarada ante un sistema/servicio.

Autorizacion: Define lo que estd permitido o no realizar para una identidad concreta para la cual
previamente se ha realizado de forma satisfactoria un proceso de autentificacion.

CSIRT (Computer Security Incident Response Team): Término empleado para aludir al equipo
humano responsable de la respuesta a incidentes de seguridad.

XV



Capitulo 1

Introduccion

La ciberseguridad es una faceta muy importante dentro de la informatica dado que sustenta el
correcto funcionamiento de todos los sistemas informaticos y permite la deteccion en tiempo real
de ataques o de potenciales amenazas, defendiendo el sistema atacado cuando se detectan. Esto
permite asegurar un funcionamiento adecuado del sistema, asi como garantizar los 3 pilares
basicos de la ciberseguridad: confidencialidad, integridad y disponibilidad.

Otra parte importante de la ciberseguridad consiste en automatizar la respuesta a estos ataques y
amenazas de forma que al recibir una alerta, se realicen de forma automatica e inmediata las
acciones necesarias para contener y subsanar el problema.

1.1 Contexto y motivacion

Este proyecto se ha llevado a cabo en la empresa NOLOGIN, una consultora que se dedica a
gestionar los centros de datos y las soluciones de ciberseguridad de otras empresas donde ésta
juega un papel critico. Algunos de sus clientes son administraciones publicas, como el Gobierno de
Aragon (AST) o empresas multinacionales en las que la seguridad juega un papel crucial, como
Ferrovial. NOLOGIN, a pesar de estar principalmente localizada en Zaragoza, tiene importantes y
significativos clientes en varios paises.

Mediante el desarrollo de este proyecto se pretende ampliar la oferta de soluciones ofrecidas por la
empresa, de forma que esta nueva solucion “lowcost” pueda ser empleada por clientes
preocupados por su seguridad y con un bajo poder adquisitivo.

En este proyecto, el enfoque utilizado entiende que una solucion SOC es un conjunto de servicios
correctamente desplegados y configurados, los cuales son operados por personas para defender de
forma activa la infraestructura y los servicios correspondientes.

1.2 Objetivos

El objetivo global de este proyecto es disefiar, implementar y operar un Security Operations Center
(SOC)[4][5] basado en software libre que sirva como un nuevo producto dentro de las soluciones
que ofrece la empresa aumentando asi el publico objetivo de la misma. El sistema debe ser capaz
de monitorizar el correcto funcionamiento del sistema a proteger, detectando las anomalias o
ataques que aparezcan, generando las correspondientes alertas y sus consiguientes respuestas
automaticas y avisos.

Dado que este sistema va a ser la base de la solucion SOC, este debe tener ciertas cualidades
especiales. La primera de ellas es que, dado que es vital para garantizar la seguridad del cliente,
este debe ofrecer alta disponibilidad (HA) y en su defecto una recuperacion de desastres (DR).
Asi mismo, como cada cliente es diferente y esta es una solucion genérica, debe tener la capacidad
de escalar de forma que, aunque la infraestructura del cliente sea excesivamente grande y compleja
de monitorizar, la soluciéon pueda crecer y ajustarse para aguantar dichas cargas de trabajo.
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Otro aspecto a tener en cuenta es que, dado que este sistema se va a implantar en una gran cantidad
de entornos, el proceso de despliegue de la solucion que contiene las distintas herramientas debe
ser automatico y rapido. Un ultimo aspecto derivado del ultimo mencionado es que ademas de
tener que automatizar el despliegue, las herramientas subyacentes deben permitir importar y
exportar toda la operativa relativa a la implantacion de los casos de uso (CDUs). El primer objetivo
del proyecto es, entonces, disefiar ¢ implementar una solucion que cumpla con lo anteriormente
planteado.

El segundo objetivo del proyecto consiste en la operacion de la infraestructura del SOC una vez se
encuentre implementado para crear los mecanismos de defensa pertinentes y proteger la
organizacion ante los distintos escenarios de ataques representativos elegidos. Dichos escenarios
serviran como PoC (Prueba de Concepto) de las capacidades del SOC. A su vez, cada escenario
debera tener un CDU asociado para su segurizacion, y estos deben comprender todo el ciclo
defensivo. Es decir, desde la deteccion de la amenaza hasta su eliminacion y hacer lo pertinente
para que la misma no se repita.

1.3 Estructura

La memoria comienza con un glosario que recoge los términos técnicos mds importantes
empleados a lo largo de esta. En segundo lugar, en la introducciéon se centra el contexto del
problema y los objetivos a alcanzar en la solucion. Inmediatamente después en el estado del arte se
explica el estado actual de los SOC y de los conceptos de soluciones que pueden ser utilizadas en
estos. También estudia las herramientas comerciales y las alternativas open source.

Una vez se ha definido el contexto del problema y se han estudiado las herramientas que lo
resuelven parcialmente, se ha realizado una fase de analisis en la cual se analizan de forma
profunda los requisitos exigidos por cada una de las partes del proyecto, las herramientas
analizadas como posibles soluciones, también se encuentran los escenarios de alto nivel a ser
cubiertos y los CDUs concretos asociados.

Con todos los requisitos y escenarios de prueba definidos la siguiente fase es el disefio del sistema,
en esta se detalla la arquitectura deseada del sistema, como interactian los distintos componentes
entre si y los casos de usos contemplados en la solucion.

Dentro de la seccion de implementacion se explica de forma detallada la implementacion del
sistema, asi como el despliegue del mismo, cuenta también con la implementacion de los CDUs.
Una vez estuvo todo implementado se realizo la correspondiente fase de experimentacion, en esta
se encuentran todas las pruebas significativas sobre un despliegue lo mas cercano posible a la
realidad dentro de un entorno controlado de pruebas.

Para finalizar, en el apartado de conclusiones se reflexiona acerca del grado de finalizacion del
proyecto, asi como de su posible futuro.

Existen dos secciones adicionales que cuentan con las fuentes de informacién y con detalles
adicionales, estas son la bibliografia y los anexos respectivamente.



Capitulo 2
Estado del arte

“A security infrastructure will drive an attacker to the weakest link.”

La evolucion tecnoldgica ha hecho que la ciberseguridad sea vital en un mundo interconectado.
Inicialmente, la seguridad en sistemas informaticos era deficiente y estaba ausente a nivel de
disefio de aplicaciones y protocolos. Con la aparicion de servicios mas relevantes, la conciencia
sobre la necesidad de sistemas informaticos seguros ha crecido gradualmente en la sociedad.
Desde la aparicion de los SOCs hace 18 afios, su importancia se ha incrementado de forma
significativa. Este incremento se debe principalmente a la necesidad primordial de prevenir
incidentes de ciberseguridad, lo que ha llevado a la adopcion de los centros de operaciones de
seguridad en las distintas empresas. A pesar de su popularidad, la cantidad de material académico
al respecto es escasa.

Otro problema en este estado del arte es que carece de una buena definicion a nivel global,
dado que hay mas de una forma de interpretar como debe funcionar un SOC. Para algunos
investigadores, un SOC es unicamente una entidad responsable de supervisar la red. Para otros,
es una unidad organizativa que abarca todas las operaciones de seguridad, como la gestion de
incidentes y la inteligencia sobre amenazas. (Vielberth, 2020, Introduction)[1]

En la actualidad la mayoria de soluciones de ciberseguridad han evolucionado hasta contar con una
variedad de sistemas que conforman el SOC. Algunos de los sistemas mas relevantes en el
panorama actual son los siguientes: Los SIEM se encargan de centralizar la informacion y alertar
en caso de ataque (alerta), los SOAR se encargan de automatizar los procesos de respuesta a los
ataques para agilizar asi el ciclo defensivo (respuesta), y por ultimo para brindar una capa extra de
proteccion a los Endpoint se emplean los denominados EDR, los cuales actian como una version
mas avanzada de lo cominmente denominado antivirus (prevencion). A continuacion, en el
apartado de conceptos, se detalla con precision qué es cada uno de estos sistemas y su
funcionamiento.



2.1 Conceptos

A continuacion se presentan una serie de conceptos que explican las diferentes tipologias de las
herramientas mas comunmente empleadas dentro de una soluciéon SOC.

Security Information and Event Management (SIEM): Dispositivo que aglomera los logs
generados en las infraestructuras del cliente, los preprocesa, etiqueta, parsea y clasifica, y una vez
hecho esto correla dichos logs, es decir busca si se cumplen ciertas caracteristicas tanto intrinsecas
a un log concreto como extrinsecas al mismo como puede ser la relaciébn con otros logs.
Posteriormente en caso de haber encontrado una correlacion concreta genera una respuesta
asociada que puede consistir en notificar dicho evento de cierta forma o en avisar de dicho evento
a otros componentes de la solucion para que estos tomen las medidas oportunas.

Security Orchestration, Automation and Response (SOAR): Dispositivo que se encarga de
realizar las respuestas automaticas asociadas a los eventos generados en otros elementos del
sistema. Para generar dichas respuestas realiza los cambios necesarios en las maquinas
correspondientes, ya sea mediante alguna herramienta de CM (Configuration Management) o
mediante interacciones por medio de API/RPC con elementos especiales del sistema como pueden
ser los cortafuegos.

Endpoint detection and response (EDR): Herramienta compuesta por unos servidores y unos
agentes que se instalan en los Endpoints o sistemas finales. Monitoriza la actividad en los
Endpoints, pudiendo detectar ataques tanto por comportamientos sospechosos del sistema como
por las firmas de comportamiento. Ademas, un EDR es capaz de responder de forma inmediata con
acciones avanzadas ante un ataque. Ofrece capacidades para realizar una investigacion forense de
los incidentes.

Intrusion detection system (IDS); Herramienta compuesta por un servidor central y unos
sensores virtuales. Se emplea para detectar intrusiones, para ello el servidor central agrega y
procesa la informacion recibida por los sensores. Esta herramienta no esta preparada para tomar
acciones defensivas por si misma.

Intrusion prevention systems (IPS): Herramienta muy similar al IDS, la diferencia principal
radica en que esta si puede tomar acciones defensivas para prevenir el ataque, son especialmente
utiles para mitigar problemas de red.

2.2 Herramientas

Se ha elegido emplear como piezas de la solucion las herramientas SIEM, SOAR y EDR, es por
ello que para poder posteriormente realizar un buen analisis de requisitos primero hay que conocer
la situacion actual de sus distintas implementaciones comerciales. Para elegir herramientas
efectivas se ha recurrido al estudio de informes profesionales del sector[10][11][12].
Como implementaciones concretas de referencia para la comprension del funcionamiento de cada
tipo de herramienta se han elegido los siguientes fabricantes:

- SIEM: IBM

- SOAR : Palo Alto Networks

- EDR: Palo Alto Networks
Las justificaciones de las elecciones, como herramientas de referencia, se incluyen en el Anexo B.
Por otro lado, dentro de las herramientas open source encontramos las siguientes:

- SIEM: Graylog, ELK, Fluentd y Wazuh

- SOAR: Catalyst y Shuffle

- EDR: OpenEDR, Ossec y Wazuh



Capitulo 3

’ . .
Analisis
Antes de poder comenzar a disefiar la solucion, es necesario definir tanto los requisitos de cada una

de las herramientas que la componen como seleccionar los distintos escenarios de ataques mas
relevantes de hoy en dia.

Para la extraccion de requisitos se ha analizado el funcionamiento de las herramientas comerciales
tomadas como referencia. Adicionalmente, dado que existen una serie de requisitos transversales
para todas las herramientas, se han definido unos requisitos generales.

3.1 Requisitos del sistema

Dado que el proyecto tiene varias herramientas claramente diferenciadas, en cada una de ellas se
ha realizado el correspondiente estudio de las necesidades del sistema y a partir de este se ha
elaborado una tabla de requisitos. Dentro de los requisitos, los que mas se han valorado han sido
aquellos que afectan de forma directa y severa a la funcionalidad, es decir, aquellos que no se
pueden subsanar por medio de alguna alternativa o herramienta adicional.

Antes de definir los requisitos particulares de cada herramienta es necesario definir los requisitos
generales que todas ellas deben cumplir, por ello a continuacion se adjuntan algunos puntos clave
para elaborar dichos requisitos generales.

Un factor clave a la hora de la eleccion ha sido la calidad de la documentacion de las herramientas,
ya que si se pretenden instalar en clientes finales, se necesita una informacion completa y detallada
del fabricante para garantizar la operacion y el correcto mantenimiento. De la misma manera,
deben de ser herramientas en continuo desarrollo para ofrecer continuidad al cliente.

Puesto que a priori se desconoce el entorno a securizar, la solucion debe ser tan adaptable y
escalable como sea posible, ademds dado que el entorno es desconocido, este puede ser muy
homogéneo o completamente heterogéneo. Teniendo en cuenta esto Ultimo, la solucién debe
funcionar correctamente con sistemas Unix, Linux y Windows.

Otro factor muy importante de cara a los organismos encargados de auditar que efectivamente un
sistema ha sido o no vulnerado, es conservar todos los datos relevantes de este sin pérdida alguna
de informacion a pesar de que en alguna maquina se produzcan fallos incluso a nivel de hardware.
Por ello surge la necesidad de que el sistema cuente al menos con HA, o en su defecto DR.



REQUISITOS GENERALES

Identificador Requisito

RG1 El sistema debe ser capaz de funcionar tanto en entornos Linux/UNIX como en entornos Windows.
RG2 El sistema debe ser capaz de escalar de forma horizontal o vertical.

RG3 El sistema en su version distribuida, debe ser tolerante a fallos (HA/DR).

RG4 El sistema debe contar con una buena documentacion.

RGS5 El proyecto open source del sistema debe seguir en desarrollo activo.

Tabla 3.1.1 Listado de requisitos generales
En los requisitos anteriores, dado que son generales, no se ha querido distinguir entre funcionales y
no funcionales. Para extraer los requisitos particulares de cada herramienta se han extraido de las
capacidades esenciales de las soluciones comerciales estudiadas. El detalle del funcionamiento de
las herramientas comerciales tomadas como referencia se encuentra en el Anexo B.

3.1.1 SIEM

A partir de los objetivos planteados y de la solucion comercial de Security Information and Event
Management estudiada se han extraido los siguientes requisitos, que deben ser cumplidos por la
herramienta open source elegida:

REQUISITOS SIEM

Identificador Requisito

RF1 El sistema debe ser capaz de admitir tantos formatos de logs como sea posible.

RF2 El sistema debe ser capaz de realizar tagging/categorizacion sobre los logs preprocesados.

RF3 El sistema debe ser capaz de parsear la informacion de los logs taggeados mediante expresiones
regulares.

RF4 El sistema debe ser capaz de enriquecer los logs parseados.

RF5 El sistema debe ser capaz de tener reglas de busqueda complejas.

RF6 El sistema debe ser capaz de correlar distintos logs entre si.

RF7 El sistema debe ofrecer la posibilidad de customizar dashboards.

RF8 El sistema debe ser capaz de notificar tanto al analista como de generar un evento para notificar al
SOAR.

RF9 El sistema debe ser capaz de acceder a maquinas que guardan logs de forma local y extraer dichos
logs.

Tabla 3.1.1.1 Listado de requisitos del STEM



3.1.2 SOAR

Del informe profesional, que explica cuédles deberian ser las cualidades y funcionamiento de un
SOAR[11], en conjunto, con lo analizado en la alternativa comercial de Security Orchestration,
Automation and Response y teniendo en cuenta los objetivos planteados, se extraen los siguientes

requisitos:
REQUISITOS SOAR
Identificador Requisito
RF1 El sistema debe permitir crear llamadas a API custom para interaccionar con otros elementos.
RF2 El sistema debe ser capaz de notificar al SOC mediante correo electronico.
RF3 El sistema debe tener un registro del historico de workflows ejecutados.
RF4 El sistema debe permitir crear workflows con estructuras condicionales en su interior.
RF5 Los workflows deben permitir realizar paradas en su interior para una revisiéon manual de casos
importantes por analistas.
RNF1 El sistema debe tener las llamadas a APIs de los sistemas mas comunes ya implementadas.
Tabla 3.1.2.1 Listado de requisitos del SOAR
3.1.3 EDR

Tomando como referencia el funcionamiento de la herramienta comercial elegida como Endpoint
detection and response, asi como los objetivos planteados, se ha elaborado la siguiente tabla de

requisitos:
REQUISITOS EDR
Identificador Requisito
RF1 El sistema debe ofrecer capacidad de integracion con el resto de la solucion.
RF2 El sistema debe ser capaz de monitorizar el contenido de ficheros.
RF3 El sistema debe ser capaz de detectar la conexion de dispositivos externos.
RF4 El sistema debe permitir un analisis granular de los logs, para seguir la traza de una ejecucion
maliciosa.
RF5 El sistema debe ser capaz de aislar el host en el que se encuentre instalado.

Tabla 3.1.3.1 Listado de requisitos del EDR



3.2 Escenarios de prueba de concepto

Se establecen también una serie de escenarios que orientan los requisitos para la solucion
propuesta. Durante la seleccion se ha tenido en cuenta que estos deben ser una muestra lo
suficientemente representativa de diversos tipos de ataques para demostrar la efectividad y el
alcance real de la solucion propuesta. Cada uno de los escenarios propuestos tendra asociado el
correspondiente caso de uso dentro del SOC.

Para elegir los escenarios mas representativos de la situacion actual se ha estudiado el panorama de
la misma mediante el analisis de varios informes profesionales del sector[2][3]. Adicionalmente se
han tenido en cuenta politicas internas de la empresa. Aqui se encuentra un listado de los distintos
escenarios (a alto nivel) que deberan ser cubiertos por la solucion, asi como la justificacion de la
razon de su eleccion:
e Ataques de ingenieria social
Segun el reporte de 2022 de Verizon Data Breach Investigations Report (DBIR)[2], el
74% de las brechas de seguridad involucran un factor humano y mas del 50%
incluyen un factor de ingenieria social.
e Ataques de fuerza bruta
Uno de los ataques mas sencillos, consiste en el acceso no autorizado a recursos
mediante el uso de un gran nimero de credenciales hasta lograr acceder al sistema.
e Accesos a potenciales amenazas
El eslabon mas débil en un contexto de ciberseguridad siempre va a ser el factor
humano, es por ello que para brindar una capa extra de proteccion, se ha decidido
cortar todo acceso a amenazas conocidas.
e Ataques contra la disponibilidad
A diferencia de otros tipos de ataque que pretenden vulnerar la confidencialidad de la
informacion, esté atenta contra la disponibilidad de los servicios, por lo que afecta
directamente a la imagen empresarial, al coste y a su facturacion. Es un tipo de ataque
relevante que debe ser contemplado como tal.
e Ataques de insiders
Otro punto débil de las organizaciones es ante los denominados “insiders”, empleados
que por desconocimiento o por intenciones propias realizan ataques o robos de
informacion desde dentro.
e Ataques contra servidores Web
La mayoria de empresas hoy en dia cuentan con distintos servidores webs, por lo que
es extremadamente comun tratar de explotar vulnerabilidades en estos.
e Accesos a contenidos restringidos
Existen contenidos confidenciales a los que un empleado normal no deberia acceder,
es por ello que es necesario restringir dichos accesos.
e Ataques de intrusion fisica
Otro punto débil en muchas entidades es la prevencion de ataques basados en
privilegios obtenidos a partir de una intrusion fisica en las instalaciones.
e Utilidades CSIRT (equipo humano que emplea el SOC como respuesta)
Un SOC también debe mejorar la capacidad de respuesta del CSIRT.



Dado que estos escenarios son abstractos y el caso de uso concreto elegido para representar cada
uno va a condicionar el diseno del sistema, aqui se adjunta la tabla de correspondencias entre los
escenarios planteados y los casos de uso que los representan. Adicionalmente inmediatamente
después de la tabla se adjunta la explicacion concreta asociada a los 2 CDUSs de utilidad del CSIRT.

Escenario Caso de uso
Ataques de ingenieria social Analisis de Phishing
Ataques de fuerza bruta Fuerza bruta a SSH
Accesos a potenciales amenazas Accesos a webs con URLSs maliciosas conocidas
Ataques contra la disponibilidad Ataque DDoS
Ataques de insiders Data Leaks USB + Rubber Ducky Attack
Ataques contra servidores Web Ataque de SQL Injection
Accesos a contenidos restringidos Accesos a lared TOR
Ataques de intrusion fisica Analisis y deteccion de anomalias en red
Utilidades CSIRT Rescue-Terminal
Utilidades CSIRT Cuarentena completa de Hosts comprometidos

Tabla 3.2.1 Listado de correspondencias entre escenarios y casos de uso

Una de las caracteristicas mds utiles de algunas de las soluciones comerciales de EDR son las
denominadas “Live Terminal”. Esta funcionalidad consiste en poder acceder a una terminal con
privilegios elevados en cualquiera de los dispositivos donde estd instalada la solucion. Esto
permite al CSIRT responder de forma rapida ante las amenazas, ademas de poder ejecutar acciones
de forense de forma remota antes de que la evidencia se pierda. Gracias a todas las ventajas que
ofrece, se ha decidido crear un CDU que ofrezca una terminal similar (denominada
Rescue-Terminal).

Otro CDU utilizado como utilidad del CSIRT es la posibilidad de contener una amenaza que ya ha
ocurrido, mediante una cuarentena completa del equipo que ha sido comprometido, para evitar el
denominado desplazamiento lateral.



Capitulo 4

Diseno del sistema

Es pertinente elegir algunas de las herramientas concretas a utilizar, porque estas condicionan el
disefio de la solucion. Teniendo en cuenta las tablas de requisitos previas y los escenarios elegidos
se han realizado las siguientes elecciones:

- SIEM: Graylog

- SOAR: Shuffle

- EDR:Wazuh
El detalle completo de las elecciones previas se encuentra disponible en el Anexo C.
Los conceptos de las herramientas seleccionadas se encuentran en el Anexo D.

Antes de plantear ningtn disefio se han definido las politicas de seguridad que estos deben cumplir.
Con las politicas de seguridad ya definidas, se ha disefiado una arquitectura global, y a su vez
también se han definido las arquitecturas internas de sus elementos subyacentes, asi como, los
flujos de informacion del sistema en conjunto. Ya con el sistema completo, se han disefiado de
forma abstracta los casos de uso que posteriormente seran implementados con la arquitectura
propuesta. Asi, se ofrece hacia el final de este apartado un marco teorico de arquitectura y servicio
que sirve como base para la posterior implementacion.

4.1 Politicas de seguridad

El sistema debe ser capaz de proteger de distintos vectores de ataque. El denominador comun de
estos es que, para poder lanzar el correspondiente mecanismo de defensa, primero es necesario que
el sistema se alimente de los logs necesarios para detectar los ataques.

Teniendo en cuenta los aspectos mencionados anteriormente y estos ultimos se extrae la siguiente
lista de politicas de seguridad:

e El sistema debe ser capaz de agregar informacion de todos los elementos a defender sin
incurrir en fugas de informacion.

e El sistema debe tener un disefio basado en bastionado, es decir, contar con segmentacion
de red y un control firme del trafico autorizado tanto de entrada como de salida dada su
gran importancia.

e La informacion interna del sistema debe estar tan compartimentada como sea posible entre
los distintos componentes.

e En la fase de implementacion se debe tener en cuenta el principio de minimo privilegio.

e El sistema debe ser tolerante a situaciones de fallo o de alta carga.

El sistema debe tener capacidad de respuesta a todos los niveles posibles, es decir desde
respuestas individuales en los distintos hosts de la red, hasta control del trafico general de
la red o del sistema centralizado de gestion de cuentas del mismo.

e Se debe poder brindar una respuesta tan rapida como sea posible en funcion de la amenaza.
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Estas politicas se van a ver reflejadas a lo largo de toda la etapa de disefio desde la arquitectura
hasta el flujo de informacion del sistema.
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4.2 Arquitectura global del sistema

El sistema esta conformado por varios componentes interconectados entre si, donde cada uno de
ellos tiene su propia arquitectura interna. En este apartado se detalla la arquitectura general de la
red y los elementos significativos con los que interacttia la solucion.

T, e irainformatic
T . Ery NTERNET
rma gue

ZONADE ACCESO RESTRINGIDO

Directorio Activo nfrae ctura informatica interna

Figura 4.2.1 Arquitectura del sistema completo

Lo primero que debemos destacar de la arquitectura del sistema propuesto es que dado que el SOC
es una pieza fundamental para garantizar la seguridad de toda la red, este no puede ser
comprometido de ninguna manera. Es por ello que se encuentra en una zona de acceso restringido
y extremadamente controlado mediante un cortafuegos adicional dentro de la propia red.

Los elementos mas interesantes con los que el sistema va a interactuar de forma activa en las
respuestas a incidentes son el cortafuegos externo y el Directorio Activo (sistema de gestion
centralizada de usuarios), dado que con ellos se van a efectuar las acciones mas relevantes. Otro
elemento muy importante para efectuar las acciones van a ser los agentes del EDR que permite
ejecutar acciones de respuesta rapida.
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4.3 Arquitectura interna de las soluciones

Dado que los despliegues en HA/DR no han sido algo trivial, aqui se adjunta el disefio de los
mismos asi como una muy breve explicacion de cada uno, no obstante el detalle completo de estos
se encuentra en el Anexo E. Tanto en el SIEM como en el EDR ya existia una documentacion
indicando la tipologia de nodos que deberia tener un despliegue distribuido, no obstante en el
SOAR no existia dicha documentacién. A pesar de que dos de las herramientas contaban con
informacion relativa al despliegue, ambas dejaban completamente de lado el despliegue de una
arquitectura con balanceadores de carga a prueba de fallos, la cual es necesaria en ambos casos.

El principal reto ha sido automatizar el despliegue de las siguientes infraestructuras de forma que
estas puedan escalar sin necesidad de modificar los distintos elementos encargados de realizar el
despliegue, necesitando simplemente modificar Ginicamente una linea de codigo para reescalar la
solucion completa.

4.3.1 SIEM

Balanceador

de carga .
HHAQ N Elasticsearch cluster

grmonRO grmonR1 grmonR2

Figura 4.3.1.1 Arquitectura interna del SIEM
El SIEM se ha disefiado de forma que contiene una base de datos distribuida, concretamente
ElasticSearch. También contiene un cluster de nodos que ejecutan la base de datos que contiene las
configuraciones de la herramienta principal, concretamente MongoDB (en modo replicaset), y la

herramienta principal Graylog.

El SIEM recibe logs desde el balanceador de carga HA y envia notificaciones de eventos al SOAR.
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4.3.2 SOAR

Orborus cluster
SIEM Eventos S ©
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Figura 4.3.2.1 Arquitectura interna del SOAR
De forma similar a la arquitectura anterior, el diseflo planeado cuenta con una base de datos
clusterizada (Opensearch). Asimismo esta cuenta con un cluster de nodos Orborus, los cuales
actian como workers del SOAR. Por ultimo el nodo Shuffle contiene la Web y el Backend. En este
disefio por limitaciones de la herramienta solo se alcanza la propiedad DR y no la de HA, otra
limitacion de la herramienta es que esta debe ser desplegada mediante contenedores.

El SOAR recibe notificaciones de eventos del SIEM y del EDR. También envia llamadas a API al
EDR y llamadas API o comandos al cortafuegos interno (que los puede reenviar a otros puntos).

Cabe destacar que a diferencia de las otras herramientas, el proyecto Open Source del SOAR no
contaba con documentacion relativa a como realizar un despliegue distribuido (a pesar de que la
herramienta si estaba preparada para este). Es por ello que tras comprobar exhaustivamente el
correcto funcionamiento de este despliegue, se contribuy6 al proyecto Open Source afiadiendo
dicho disefio. Para ello se realizo un fork del repositorio oficial de Github, se cre6 una nueva rama
en dicho fork y posteriormente se abrié una Pull Request para incluir los nuevos contenidos en el
repositorio oficial de la documentacion de la herramienta.
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4.3.3 EDR
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Figura 4.3.3.1 Arquitectura interna del EDR

Al igual que en las arquitecturas previas, la solucion propuesta cuenta con una base de datos
distribuida (un Fork modificado de Opensearch). Otro elemento significativo es el cluster de
servidores que ejecutan toda la logica y backend. Por ultimo existe un Unico nodo encargado del
Frontend Web. A pesar de la existencia del punto de fallo unico en el Frontend, dado que la
herramienta no necesita este para seguir en pleno funcionamiento, si se ha conseguido un
despliegue en HA (a excepcion de dicho nodo que es DR). No se incluye en el diagrama pero
también utiliza los balanceadores en HA.

El EDR recibe los logs desde el balanceador de carga HA, también puede recibir llamadas a API

desde el SOAR. Por otro lado, este puede notificar eventos al SOAR y enviar respuestas activas a
sus endpoints a través del cortafuegos interno.
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4.3.4 Balanceador de carga en HA

Balanceador de carga en HA

Cortafuegos

___‘_"--.

SIEM

Cluster

EDR

Cluster

Figura 4.3.4.1 Arquitectura interna de los balanceadores de carga en HA
Dado que se agrega mucha informacion de entrada tanto para el SIEM como para el EDR y esta
necesita ser distribuida de forma equivalente entre los servidores que conforman cada uno de
dichos clusters, surge la necesidad de crear un balanceador de carga, no obstante dado el contexto
y el requerimiento de la HA, no es suficiente con un balanceador.

Para crear una estructura de balanceador de carga en HA, primero se definen una serie de réplicas
de balanceadores de carga que comparten una misma configuracion. Para tener siempre una IP
disponible aunque alguno de los balanceadores de carga falle se emplea una IP virtual, la cual en
caso de que un balanceador caiga, se autoasigna a otra de las réplicas de los balanceadores de
forma que se mantiene el servicio.

El balanceador HA recibe los logs provenientes del cortafuegos interno y los envia al EDR o al
SIEM segun corresponda.
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4.4 Funcionamiento del sistema

Para poder realizar un esbozo a alto nivel de los casos de uso contemplados por el sistema, primero
es necesario definir el funcionamiento basico del mismo y cuales van a ser los flujos de
informacion principales dentro de este.

Ademas dado que la solucion cuenta con componentes claramente diferenciados, estos deben ser
capaces de interaccionar de forma correcta entre si, creando de esta forma una secuencia de pasos
ordenados que cubra todo el ciclo defensivo.

4.4.1 Generacion de alertas en el SIEM

El SIEM va a ser el punto neuralgico a la hora de manejar informacion del estado global del
sistema. Va a ser el encargado de agregar la informacion de los distintos elementos (recibida en
forma de logs) para lanzar las alertas correspondientes en caso de ataque.

Los logs entran a Graylog a través de los denominados /nputs, nada mas entrar estos son parseados
por los denominados Extractores, posteriormente son almacenados en los Stream, estos ultimos
pueden aplicar filtros sobre los logs para determinar si pueden ser almacenados en un Stream
concreto o no.

Tras ser almacenados por primera vez, los logs pueden ser enriquecidos mediante el uso de
Pipelines. Estas se conforman de Stages, y cada uno de ellos tiene una o mas reglas que deben
cumplirse para avanzar al siguiente Stage o Pipeline. Estas reglas permiten manipular los distintos
logs o almacenarlos en otros Stream.

Para enriquecer logs con informacion externa se emplean los LookUp Tables. Estos se componen
de una Memoria Caché y de un Data Adapter, donde el tltimo de estos es el encargado de extraer
la informacion ya sea mediante un CSV o una llamada a API.

Para generar eventos y alertas se ha empleado el plugin de correlaciones desarrollado por
Airbus-Cyber. Este plugin proporciona una forma muy sencilla para, en base a una serie de reglas,
agrupar ciertos tipos de logs y en caso de que se den una serie de condiciones generar la alerta
correspondiente. El uso del plugin agiliza la creacion de nuevos eventos y alertas, lo que implica
una mejora significativa en el tiempo de respuesta ante incidentes. Al crear una Alerta en el plugin
este crea un Stream que contiene las reglas necesarias para filtrar solo los logs que pueden disparar
el evento. Ademas, crea el evento, el cual realiza de forma periodica la busqueda en este Stream
generando la correspondiente notificacion.

Las alertas generadas son notificadas a través de una comunicacion HTTPs a un Webhook
configurado en el SOAR.
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4.4.2 Generar respuestas automaticas en el SOAR
Los workflows son disparados por los triggers. Estos tres son los triggers mas interesantes:

e Mediante un webhook, donde el SIEM o el EDR se encargan de lanzar una peticion HTTPs
POST que contiene la informacion del evento.

e El segundo de ellos es mediante una ejecucion programada de forma temporal. Esto
permite realizar comprobaciones periodicas con las que realimentar al SIEM.

e La tercera opcion nos permite abstraer como si de funciones se tratase, mediante el uso de
llamadas a Subworkflows.

Cada CDU cuenta con su workflow particular segiin el procedimiento de actuacion a seguir.
Aquellas partes repetidas en varios workflows se deben encapsular en subworkflows.

Una vez activado el trigger de un workflow, se ejecutan las acciones definidas en este. Dentro de
estas ejecuciones podemos encontrar variables de workflow, es decir, constantes predefinidas antes
de que este fuese ejecutado, y execution arguments, o variables que son generadas en runtime.

Es posible realizar ejecuciones condicionales o bucles. Siempre se puede acceder a los resultados
de las ejecucion de tareas previas. Estos datos son accesibles en formato JSON y se pueden
modificar mediante el uso de Python embebido o con sintaxis de Liquidity.

4.4.3 Funcionamiento del EDR

El EDR se encarga de monitorizar de forma proactiva todos los Endpoint detectando cambios en
los ficheros relevantes del sistema, asi como virus conocidos o patrones de comportamiento. Un
agente instalado en un Endpoint también se encarga de todo lo relacionado con Configuration
Management (CM), tal que un administrador puede ir realizando los parches de seguridad
necesarios sobre el sistema.

Ofrece capacidades como herramienta de investigacion forense para analizar de forma detallada
una traza temporal de lo ocurrido, asi como la posibilidad de responder de forma completamente
automatica cuando se activan determinadas alertas, como por ejemplo la deteccion de un ataque
de SQL injection. Se pueden crear respuestas automadticas creando los scripts correspondientes en
Python.

El EDR cuenta con una API la cual permite interactuar con este, de forma que otros componentes
de la soluciéon puedan lanzar acciones del mismo en uno o varios endpoints. Si a lo anterior le
afladimos la posibilidad de emplear respuestas activas propias programadas en Python, las
posibilidades son infinitas.
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4.5 Casos de uso

Con toda la arquitectura y los flujos de informacion ya definidos, es necesario también disefar el
funcionamiento de los CDUs, concretados previamente en la etapa de analisis, los disefios de estos
vienen condicionados por los tipos de herramientas seleccionadas para la solucion.

A continuacion se adjunta el disefio del funcionamiento, de cada uno de ellos, donde estos se
explican a un nivel independiente de las herramientas concretas elegidas.

Los disefios de funcionamiento a alto nivel han sido ordenados y agrupados segun el aspecto de
seguridad que cubren. Cada vez que aparece una nueva mecénica operativa, dentro de estos
disefios, se explica el funcionamiento de la misma.

4.5.1 Disponibilidad
Ataque DDoS

Ban IPs in the fw

Figura 4.5.1.1 Diserio alto nivel CDU ataque DDoS.

Para detectar un ataque DDoS se deben emplear los logs del cortafuegos, ya que de estos se puede
extraer la informacioén de todo el trafico entrante de la red, mas concretamente el tamafio en Bytes
de las comunicaciones (también se puede emplear la cantidad de peticiones). El SIEM almacena
dichos logs en la BBDD correspondiente, correla estos y en caso de detectar un posible ataque
lanza el correspondiente Workflow en el SOAR. El workflow a su vez bloquea las IPs
correspondientes en el cortafuegos.
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4.5.2 Autenticacion
Fuerza bruta a SSH

sshd logs

EVENT
SSH_brute

SOAR

'ce Workflow

Ban IP in the fw Notify the SOC

Figura 4.5.2.1 Diserio alto nivel CDU ataque fuerza bruta a SSH.
La deteccion de un ataque de fuerza bruta comienza con el envio y procesamiento en el SIEM de
los logs de acceso SSH de un servidor. Este disefio incluye la ejecucion condicional, dentro del
Workflow del SOAR.
Ataque de SQL Injection

WEB SERVERS

SERVER

SOL Injection Worl

Figura 4.5.2.2 Diserio alto nivel CDU ataque SQLi
Para proteger a los servicios de este tipo de ataque, se van a emplear los logs del servidor web que
registran las peticiones contra la base de datos. Dado que estos no necesitan ni ser correlados, ni
ser enriquecidos, se puede emplear directamente el EDR para detectar el ataque sin necesidad de
pasar por el SIEM, posteriormente se actua empleando para ello el SOAR.
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Deteccion de phishing

new mail

ENRICHMENT

EVENT
new_mail

Mail Workflow

I dailycount:

Figura 4.5.2.3 Diserio alto nivel CDU Deteccion de phishing.

Concretamente este CDU trata el phishing realizado a través del correo electronico, es por ello que
el primer paso es detectar la recepcion de este. Para ello, los logs del correspondiente servidor de
correo electronico son enviados al SIEM y procesados. Ademas de las etapas comunes de
procesamiento, estos logs tienen una fase adicional de enriquecimiento. Posteriormente estos son
almacenados en un lugar especifico de la BBDD o en otro dependiendo del contenido que ha sido
afadido mediante el enriquecimiento. También destaca que en este caso dentro del SOAR, un
workflow lanza otro workflow.
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4.5.3 Autorizacion
Accesos a webs con URLSs maliciosas conocidas

new https query logs

LOGS DATABASE

ENRICHMENT AR

suspicious URL
EVENT

Ban the IPs in the fw

Figura 4.5.3.1 Diserio alto nivel CDU acceso a webs maliciosas
El primer paso para la deteccion de un acceso a una web maliciosa es conseguir extraer las IPs
destino de los accesos a paginas web. Para ello se deben emplear los logs de trafico del cortafuegos
al ser este el elemento central de las comunicaciones.
Accesos a la red TOR

new htips que

SIEM Y :
[ lisTor

LOGS DATABASE

ENRICHMENT WEB TRAFFI

TOR ACCE
EVENT

Notify the SOC Ban the IPs in the fw

Figura 4.5.3.2 Disenio alto nivel CDU accesos a la red TOR.
La red TOR (The Onion Router) es una red que encapsula el trafico mediante capas de cifrado para
tratar de ocultar informacion, como por ejemplo los datos enviados o la IP tanto de destino como
de origen de quien la utiliza. Ademas, visto desde fuera, parece trafico HTTPs comun, por ello
para poder detectarlo se deben emplear logs del cortafuegos.
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Analisis y deteccion de anomalias en red

traffic logs

SIEM ¢ \— lisPrivate || isknown ]

ENRICHMENT = * | LOGS DATABASE

not Known [P
EVENT

izn==|bloguear |

add IP 2 Known IPs not Known [P
Workflow Workflow

Motify the SOC Ban the IPs in the fw Quarentine Host

Figura 4.5.3.3 Diserio alto nivel CDU andlisis y deteccion de anomalias en red
Este CDU pretende cubrir un caso de intrusion fisica en el que el atacante se conecta sin

autorizacion a la red. E1 CDU consiste en dos fases, una etapa inicial de aprendizaje de la red y una
posterior de defensa, en la cual se puede decidir si bloquear o no las IPs sospechosas..
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4.5.4 Confidencialidad
Data Leaks mediante USB y Ataque mediante Rubber Ducky

usb connection logs

SIEM

ENRICHMENT
| allowedUsb |

S DATABASE
sb attached and not

usb attac

Motify the SOC

bflow
s in the fw

[ danger ] )

Subflow
Quarentine Host

Figura 4.5.4.1 Diserio alto nivel CDU Data Leaks mediante USB y ataque mediante Rubber Ducky

Para ambas casuisticas de ataque son necesarios los logs de conexion de los USBs a los distintos
dispositivos, los cuales deben ser enriquecidos en el SIEM.
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4.5.6 Utilidades para CSIRT

Dado que ambos CDUs son lanzados de forma manual, estos comienzan
posteriormente aprovechan las capacidades del EDR para actuar sobre los
corresponde.

Rescue-Terminal

Lanzamiento manual

SERVER API

EDR CLIENT Execute some actions

Figura 4.5.6.1 Diserio alto nivel CDU Rescue-Terminal
Cuarentena completa de Hosts comprometidos

SOAR

Cluarentine

anzamiento manua
Lanzamiento manual Waorkflow

SERVER API

All Hosts

EDR CLIENT Block IP

en el SOAR y
endpoints como

Figura 4.5.6.2 Diserio alto nivel CDU Cuarentena completa de Hosts comprometidos
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4.6 Despliegue

En la figura 4.6.1 se muestra el disefio del diagrama de despliegue de la zona de acceso restringido
de la solucion, mostrada en el diagrama de arquitectura global previo:

3.* |Grmon Machine 3. 3.+ | Elasticsearch Machine
Mongod Graylog Elasticsearch
2
1 3.+ | EDR Indexer Machine
Load Balancer Machine 2 1 EDR Dashboard Machine Wazuh Indexer
Keepalived ‘Wazuh Dashboard 1
2
Endpoints Machine 2 3.7

3.+ |EDR Server Machine
*

2

2| Eirewall Machine Shuffle Machine 1 3.~ | Opensearch Machine
Shuffle Shuffle Opensearch
Frontend | | Backend P

1

T

N
-

Orborus Machine
*

2.
Shuffle Orborus

Figura 4.6.1 Diagrama de despliegue de la solucion completa

El despliegue base, el cual ha sido disefiado para poder ser escalado, cuenta con un total de 23
maquinas, este garantiza el HA de todos los componentes (exceptuando el SOAR que solo alcanza
la DR).

Todo el trafico entrante y saliente debe pasar por el cortafuegos, de forma que sea imposible
realizar comunicaciones no autorizadas con la zona de red de la solucion.

Para ahorrar recursos se reutiliza la misma estructura de balanceadores de carga en HA, para el
SIEM y el EDR.

Este despliegue concreto, arrastra una serie de implicaciones posteriormente a la hora de
implementar la solucion y de resolver los CDUs con la misma.
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Capitulo 5

Implementacion

La implementacion del sistema cuenta con la puesta en marcha de cada uno de los elementos
significativos del sistema y una breve explicacion de como se emplean, adicionalmente se
contemplan en un ultimo apartado algunas de las configuraciones necesarias de dichos elementos
para funcionar de forma correcta en los casos de uso planteados.

5.1 Despliegue de la infraestructura
5.1.1 Hardware empleado y SO

Inicialmente para los entornos de prueba tempranos se emplearon despliegues sobre maquinas
virtuales (VM, de sus siglas en inglés) temporales. Una vez se alcanzé un despliegue
completamente automatico que contaba con las caracteristicas deseadas, este se llevo a cabo en un
entorno real de preproduccion, el cual es completamente idéntico al de produccion dado que la
metodologia de despliegue y de red siguen el mismo funcionamiento. Ademas, para garantizar su
comportamiento real sin impactar en produccion, los sistemas base de estas VMs estables fueron
desplegados por el departamento de servicios internos de Nologin acorde a los procedimientos de
produccion que tienen definidos. Todas las VMs tienen como S.O. Ubuntu Focal dado que este es
compatible con todas las herramientas empleadas y es un S.O. muy curado y estable. Como
modelo de contenedores para el SOAR se ha optado por emplear Docker, dado que todavia no
existe una documentacion adecuada para una implementacion sobre Kubernetes (K8s).

Cada VM cuenta con unas especificaciones de hardware diferentes dependiendo del tipo de tarea
que va a realizar, estas se recogen en la siguiente tabla:

Tipo de maquina RAM Cores de CPU Disco
BBDD 2-4 GB 2 15 GB
Procesado 3-6 GB 2-4 10 GB
Balanceador de carga | 1 GB 1 8 GB

Tabla 5.1.1.1 Especificaciones Hardware de cada tipo de maquina en la implementacion

De cualquier manera, se han seguido las especificaciones de los desarrolladores en cuanto a
capacidades para garantizar despliegues exitosos en clientes. Dependiendo de los requisitos del
cliente se deberia aumentar el tamafio del almacenamiento en disco de las bases de datos.

El cortafuegos empleado ha sido el de Palo Alto Networks, dada la relacion comercial existente
entre ambas empresas.
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5.1.2 Despliegue automatico

En cuanto a la automatizacion del despliegue, teniendo en cuenta que este se puede reescalar
simplemente afiadiendo o eliminando una linea de c6digo, en primera instancia se emplea un script
programado en Ruby que se encarga de una primera etapa de aprovisionamiento a través de SSH,
en la cual se realiza una copia de todos los ficheros necesarios a todas las VMs.

Este script ademas genera de forma automatica unas variables auxiliares que son necesarias para
automatizar este escalado. Posteriormente dicho script ejecuta distintos playbooks (ficheros que
modelan las configuraciones con las que debe contar el sistema objetivo) de Ansible (herramienta
de modelado de sistemas) inyectando en cada uno las variables mencionadas anteriormente. Cada
tipo de nodo cuenta con un playbook asociado. Todos los playbooks han sido creados
especificamente para este despliegue. Aproximadamente suman un total de 550 lineas, solo
contando los propios playbooks.

Dichos playbooks realizan todas las configuraciones en las VMs poniendo en funcionamiento
todos los elementos del sistema mediante una sola llamada a este script. Adicionalmente para
facilitar las configuraciones de algunos ficheros concretos se ha recurrido al uso de templates
hechos con la sintaxis de jinja2.

El resultado que subyace a todo lo anterior es realizar un despliegue automatico y transparente en
el cliente. De esta manera, se puede comenzar rapidamente a monitorizar la ciberseguridad de los
clientes sin que tenga que verse afectado su negocio. Al contar con una configuracion base,
solamente seran necesarias pequefias configuraciones tras el despliegue.

5.1.3 Software y configuraciones de cada tipo de nodo

En lo relativo a la puesta en marcha de los servidores se utiliza la nomenclatura RX para
denominar aquellos elementos que se encuentran replicados, siendo la X el numero de la réplica en
cuestion.

e clasticRX: Se ha instalado la base de datos ElasticSearch y se ha manipulado el fichero
/etc/elasticsearch/elasticsearch.yml.

e ¢ormonRX: Se han instalado la base de datos MongoDB y el SIEM Graylog, también se
han modificado los ficheros /etc/mongod.conf , /etc/graylog/server/server.conf y
/etc/default/graylog-server.  Adicionalmente se ha instalado el plugin de
graylog-plugin-alert-wizard desarrollado por Airbus-Cyber.

e opensearchRX: Se ha instalado la base de datos OpenSearch y se ha modificado el fichero
/etc/opensearch/opensearch.yml.

e orborusRX: Se ha clonado el repositorio de Shuffle, se ha modificado la variable de
entorno BASE URL y se ha lanzado el correspondiente Docker-Compose.

e shuffle: Se ha clonado el repositorio de Shuffle, se ha modificado la variable de entorno
SHUFFLE OPENSEARCH_URL y se ha puesto en ejecucion el Docker-Compose.

e indexerRX, wazuhRX, dashboard: Se ha descargado y lanzado el instalador
wazuh-install.sh. En el altimo nodo de tipo indexerRX se ha iniciado el cluster empleando
el flag --start-cluster.

e [bRX: Se han instalado los servicios Nginx y Keepalived, se han modificado los ficheros
/etc/keepalived/keepalived.conf y /etc/nginx/nginx.conf.
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5.2 Desarrollo casos de uso

En este apartado se encuentran detallados los desarrollos de los CDUs definidos previamente,
partiendo desde el razonamiento sobre diagramas de alto nivel especificos de las herramientas
empleadas hasta la implementacion en cada una de las herramientas de los distintos CDUs. Los
elementos auxiliares empleados, como subworkflows, pipelines (y sus respectivos stages),
configuraciones del EDR y lookup tables se encuentran al ser menos relevantes en el Anexo F.

5.2.1 Deteccion de phishing

Para la etapa de enriquecimiento se han empleado las APIs de OTX (implementado con Data
Adapters, LookUp Tables y Pipelines disponibles en Anexo F.1 y F.4) para revisar en una primera
instancia la legitimidad del origen del correo. Los logs son correlados y se genera un evento por
cada mail recibido, que es notificado al SOAR mediante una llamada HTTPs, disparando el
workflow de Analyze Mail.

En el caso de que inicialmente se haya detectado que este correo electronico es potencialmente
peligroso, desde este workflow se ejecuta directamente el workflow Dangerous Mail. Si no es asi,
el workflow inicial Analyze Mail obtiene una copia del contenido del e-mail y lo analiza en busca
de 2 elementos: enlaces, los cuales son verificados mediante la API de VirusTotal, y los Hashes de
ficheros, que también son verificados con esta API. En caso de detectar algo sospechoso se ejecuta
el workflow Dangerous Mail.

Dentro del workflow Dangerous Mail se realiza una cuarentena preventiva del correo electronico
para proteger a la organizacion y al usuario. Adicionalmente, se aumenta un contador diario con el
numero de phishings recibidos por ese usuario y, si este contador supera un umbral predefinido
(por ejemplo, 5 correos electronicos no legitimos) se notifica al SOC dado que la direccion de
correo puede haber sido comprometida.

La pipeline del SIEM cuenta con 2 etapas. La primera de ellas realiza el enriquecimiento, y la

segunda en caso de que el correo venga de una fuente maliciosa lo elimina del stream de new_mail
y lo afade al stream de dangerous_mail.
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new mail logs

INPUT EXTRACTORES STREAM

new_mail

STREAM [ peligroso | Ared e
dangerous_mail A mail_enrich

! peligroso |

EVENT STREAM EVENT

dangerous_mail new_mail new_miail

Analyze Mail Workflow

Add counter

Quarentine Mail

Dangerous Mail Work

y the SOC

[ dailycounter=5 ]

Figura 5.2.1.1 Diagrama de implementacion CDU Deteccion de phishing
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Alert rule parameters

Define the p ete alert rule
Alert Title and Severity new_mail Info
Fields Condition Messages must match | all of the following rules:
n APP contains postfix
Count Condition There must be | more than 0 messages
Time Range Condition Messages must come in the last | 1 minutes
Group by Condition Messages must be grouped by ID —string | X
Distinct by Condition .
Messages must be distincted by
Description (optional)
P
Cancel

Figura 5.2.1.2 Implementacion alerta SIEM new_mail

1 condition .| F e

I ‘ Viflis Total UR

New mail

notify_soc

1 conglition

1 coRdition

Figura 5.2.1.4 Implementacion workflow SOAR Dangerous Mail
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5.2.2 Fuerza bruta a SSH

Los logs son correlados, en el caso de que se detecten mas de 10 intentos de login fallidos con un
mismo usuario o desde una misma IP en menos de 1 minuto se genera un evento. Este evento es
notificado por HTTPs al SOAR activando el SSH Bruteforce workflow.

El workflow del SOAR analiza la informacion y extrae la IP del atacante, asi como las cuentas
afectadas. Dentro del ataque cabe distinguir dos tipos. El primero de ellos es mediante el uso de un
diccionario de cuentas comunes tipo root, admin, pi, etc. Este caso es el mds comun y no debe
generar preocupacion en el SOC. No obstante, un caso que si que debe ser analizado en
profundidad es el intento de ataque de una cuenta real de un empleado de la empresa,
especialmente si esta es de alguien con muchos privilegios. En el primer caso se opta por bloquear
la TP mediante una llamada API al cortafuegos empleando para ello el subworkflow asociado
(disponible en el Anexo F.2). El segundo caso adicionalmente debe notificar al equipo de
ciberseguridad para una investigacion en mayor profundidad de forma manual. Con esta
investigacion se determinara por qué dicha cuenta es objeto del ataque, lo que puede proporcionar
informacion muy util sobre posibles fugas de informacion, insiders, etc.

INPUT EXTRACTORES

‘ENT STREAM
_bruteforce _bruteforce

S5H Bruteforce Wol

Subflow
Ban IP in the fw

MNofify th

Figura 5.2.2.1 Diagrama de implementacion CDU Fuerza bruta a SSH
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Alert rul

e parameters

Alert Title and Severity ssh_bruteforce Low
Fields Condition Messages must match | all of the following rules:
n APP contains sshd
ﬂ STATE matches exactly Failed
Count Condition There mustbe | more than 5 messages
Time Range Condition Messages must come in the last | 1 minutes
Group by Condition Messages must be grouped by IP| X || USER—string X

Distinct by Conditi
stinct by tondition Messages must be distincted by

Description (optional)

Cancel

Figura 5.2.2.2 Implementacion alerta SIEM ssh_bruteforce

.:‘ 1 condition .)
' 4 T"egndition

1 corglition 1 congition | I block public IP

| alerta
1 condition

] 1 condition )
‘ email2_soc_team

Figura 5.2.2.3 Implementacion workflow SOAR Fuerza bruta SSH
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5.2.3 Accesos a webs con URLs maliciosas conocidas

En el caso particular del entorno donde se ha implementado el CDU, los logs del cortafuegos son
bastante completos y permiten encontrar todos los logs relativos a peticiones web aplicando los
siguientes criterios:

El puerto destino es el 80 o el 443
La tecnologia empleada para lanzar la peticion es browser-based
Contiene el campo URLFilename

Una vez se han analizado y filtrado los logs, necesitan ser enriquecidos mediante Feeds (fuentes de
informacion) externos a través de llamadas API. Este enriquecimiento se lleva a cabo con un
Pipeline que afiade a cada log el campo suspiciousUrl, el cual contiene un booleano que indica si
el acceso es sospechoso o no. Si se detecta que es sospechoso se genera un evento que notifica al
SOAR, el cual ejecuta el workflow correspondiente y bloquea la IP sospechosa.

INPUT EXTRACTORES STREAM HTTPS
WEB TRAFFIC

suspicious URL STREAM HTTPS PIPELINE
EVENT WEB TRAFFIC URL enrich

Suspicious URL Subflow
Workflow Ban the IPs in the fw

Figura 5.2.3.1 Diagrama de implementacion CDU Accesos a webs con URLs maliciosas conocidas
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Alert rule parameters
Define the parameters of the alert rule
Alert Title and Severity Suspicious URL Low
Fields Condition Messages must match | all of the following rules:
n | suspiciousUr' contains true
Count Condition There must be | more than 0 messages
Time Range Condition Messages must come in the last | 1 minutes
Description (optional)
4
Cancel

Figura 5.2.3.2 Implementacion alerta SIEM Suspicious URL

danger web

Ips_destino

I [ ] I block ips

Figura 5.2.3.3 Implementacion workflow SOAR Web peligrosa

35



5.2.4 Ataque DDoS

Con los logs ya en el SIEM, se clasifican segin el tipo de log y se realiza el sumatorio de los Bytes
que tienen los logs de los ultimos 5 minutos. Si este valor supera un umbral predefinido, puede
tratarse de un ataque DDoS.

Para fijar el umbral, se realizd6 un estudio de la carga de red del entorno de desarrollo y
posteriormente se multiplicO por 10 para tener un margen y filtrar falsos positivos. Una vez
detectado el ataque se notifica por HTTPs al SOAR vy se dispara la ejecucion del workflow DDOS
que ejecuta las acciones necesarias para bloquear ese trafico en el cortafuegos.

firewall traffic logs

INPUT EXTRACTORES

EVENT

DDOS STREAM DDOS

https

Subflow

DDOS Workflow ;
IOV Ban the IPs in the fw

Figura 5.2.4.1 Diagrama de implementacion CDU Ataque DDOS
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Filter |_ @ How many Events wil Filter & Aggregation create?

Add information to fiter the log messages that are relevant for this Event Definition.

Search Query Filter Preview

2023.08-28T10:03:37.0002

Aggregation

Summarize log messages matching the Filter defined above by using a function. You can optionally group the Filter results by identical field values.

Create Events for Definition

Messages must meet | all of the following rules:

i Is Threshold

sum() Bytes —string > 5000000 -+  AwG

Figura 5.2.4.2 Implementacion alerta SIEM DDoS

ban ip alerta y
I ] I block public IP

Figura 5.2.4.3 Implementacion workflow SOAR DDoS
5.2.5 Data Leaks mediante USB y Ataque mediante Rubber Ducky

Para realizar el enriquecimiento en el SIEM se emplea la pipeline not-allowed-usb-flag
(disponible en Anexo F.4.3), la cual consulta la LookUp Table de allowed-usbs (disponible en
Anexo F.1) y consulta mediante un Data Adapter un CSV que contiene la lista de USBs
autorizados. En caso de que sea un USB no autorizado se mueve el log al Stream usb attached
and not allowed y genera el evento que notifica al SOAR y ejecuta el correspondiente workflow.

1 condition

En una primera instancia se notifica al SOC para evitar un potencial Data Leak, y adicionalmente
se emplea la API del EDR para escanear los ficheros y las vulnerabilidades de la maquina en la
que se ha conectado el USB. Si se detecta algun fichero peligroso, la maquina se pone en
cuarentena completa y se evitan los movimientos laterales.

La pipeline de enriquecimiento del SIEM cuenta con 2 etapas. La primera de ellas comprueba si el

dispositivo esta autorizado, y la segunda en caso de que no lo esté lo afnade al stream de usb
attached and not allowed.

37



usb connection logs

!
rsyslog

STREAM All
messages
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not-allowed-usb-flag

EXTRACTORES
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usb attached and not [«
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Run File Integrity
Scan on Host
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Notify the SOC Workflow

Run Yulnerahilities
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Subflow
Ban the IPs in the fw

[ danger ] O‘(

Subflow
Quarentine Host

Figura 5.2.5.1 Diagrama de implementacion CDU USB Data Leaks y Ataque mediante Rubber Ducky




Alert rule parameters

Define the parz ers of the alert rule
Alert Title and Severity usb attached and not allowed High
Fields Condition Messages must match | all of the following rules:
n allowedUshb matches exactly false
Count Condition There must be | more than 0 messages
Time Range Condition Messages must come in the last | 1 minutes
Description (optional)
g
Cancel

Figura 5.2.5.2 Implementacion alerta SIEM USB Attached and not allowed

'x‘ notify_soc

.| . 1 condition .

not allowed USB

.. . . .| . ‘ I [ I Cuarentena Host

Figura 5.2.5.3 Implementacion workflow SOAR Conexion USB no autorizado
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5.2.6 Ataque de SQL Injection
Para que el EDR detecte el ataque, es necesario configurar el este para tal proposito, dicha
configuracion se encuentra disponible en el Anexo F.5.1

Una vez se detecte el ataque en el EDR, este notificard por medio de una integracion al SOAR y
se ejecutard el workflow SQL Injection, el cual emplea el subflow para bloquear la IP en el
cortafuegos.

WEB SERVERS

EDR Agent

= INDEXERS
WAZUH SERVER CLUSTER

Subflow SQL Injection Workflow
Ban the IP in the fw

Figura 5.2.6.1 Diagrama de implementacion CDU Ataque de SOL Injection

SQL Injection

1 condition

&)

Figura 5.2.6.2 Implementacion workflow SOAR SQL Injection

40



5.2.7 Accesos a lared TOR

Dado que desde fuera parece trafico HTTPs comun, para poder detectarlo se debe localizar el
primer punto de entrada a la red TOR que utiliza el usuario (TOR tiene la estructura de nodos
interconectados, cuyas entradas y salidas a dicha red se denominan Nodos Frontera). .

El SIEM los recibe y en una fase de enriquecimiento afiade un campo a todas las conexiones de
tipo HTTPs donde se indica con un booleano si la [P destino es o no un nodo conocido de la red
TOR. La informacién de los nodos frontera se obtiene mediante la LookUp Table Tor Exit Nodes
(disponible en Anexo F.1), la cual coteja cada IP de forma local contra un fichero que se renueva
de forma periddica.

Tras detectarse una conexién con un nodo TOR, se lanza el evento correspondiente access to TOR
network y se alerta al SOAR por medio de una notificacion webhook que ejecuta el
correspondiente workflow para alertar al equipo del SOC del acceso a la vez que se bloquea la IP
del nodo TOR mediante la API del cortafuegos. De esta forma, toda comunicacion con el nodo de
entrada queda bloqueada.

La pipeline de este caso de uso cuenta con 2 etapas. La primera de ellas comprueba si una IP
publica forma o no parte de los nodos conocidos de la red TOR La segunda pipeline, en el caso de
que la IP forme parte, lo elimina del stream de https web traffic y lo afiade al stream de access to
TOR network traffic. La pipeline se encuentra disponible en F.4.4

TOR Access .

‘ E . block ips

ips_destino

Figura 5.2.9.1 Implementacion workflow SOAR Acceso a la red TOR
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new https query

INPUT

0 TOR
T

TORACC
EVENT

XTRACTORES

STREAM HTTPS
WEB TRAFFIC

STREAM HTTPS
WEB TRAFFIC

PIPELINE
TOR EXIT NODE
CHECK

TOR Access Workflow
Subflow

Ban the IPs in the fw

Notify the SOC

Figura 5.2.7.2. Diagrama de implementacion CDU Acceso a la red TOR

Alert rule parameters

Alert Title and Severity access to TOR network High

Fields Condition Messages must match | all of the following rules:

n isTar matches exactly true
Count Condition There must be | more than 0 messages
Time Range Condition Messages must come in the last | 1 minutes

Description (optional)

Cancel

Figura 5.2.7.3 Implementacion alerta SIEM Access to TOR network
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5.2.8 Andlisis y deteccidon de anomalias en red

La implementacién de este caso de uso requiere dos fases de funcionamiento. La primera de ellas
se basa en el aprendizaje, en la cual el SIEM recibe los logs del cortafuegos y mediante el SOAR
se afiaden las IPs privadas a un fichero CSV. Tras un periodo de aprendizaje, esta lista es revisada
y aprobada por un responsable de los servicios internos para confirmar las IPs vistas.

La segunda fase trata de detectar IPs anomalas, ya que mediante los logs del cortafuegos analiza si
alguna de las IPs privadas es desconocida. Si es asi y una IP privada no aparece en el CSV
aprobado, el log analizado se mueve al stream de not known IP y se manda un evento al SOAR
para que alerte al equipo SOC. El bloqueo de la IP no se ha configurado de forma automatica para
evitar pérdidas de servicio (analisis de riesgo y relacion entre seguridad y servicio).

SIEM

INPUT » EXTRACTORES [ STREAM ALL
MESSAGES

STREAM ke . PIPELINE
not Known IP KNOWN IP CHECK

not Known IP STREAM ALL
EVENT

== defensa ]

not Known IP Workflow
add IP 2 Known IPs
Workflow

Subflow ecision== bloguear
Ban the IPs in the fu [€

Notify the SOC

Figura 5.2.8.1 Diagrama de implementacion CDU Analisis y deteccion de anomalias en red
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La pipeline del SIEM cuenta con 3 etapas. La primera contiene 2 reglas que comprueban si un log
tiene alguna IP privada y en caso de ser asi almacena esta en el campo privatelP. La segunda, si la
primera es verdadera, comprueba contra la LookUp Table si la IP privada estd dentro de las
definidas o no. Por ultimo, la tercera etapa mueve el log al stream not known IP si no encuentra la
IP en el listado de IPs definidas. La pipeline se encuentra disponible en el Anexo F.4.5.

Alert rule parameters

Alert Title and Severity not known IP Info

Fields Condition Messages must match | all of the following rules:

n knownlP matches exactly false

Count Condition There must be | more than 0 messages
Time Range Condition Messages must come in the last | 15 minutes
Group by Condition Messages must be grouped by privatelP — string | X

Distinct by Condition -
Messages must be distincted by

Description (optional)

Cancel

Figura 5.2.8.2 Implementacion alerta SIEM Not known IP

Anomalia de red

1 conditen m

IP.] .}

1 condition

email_2_ask_if_block

)

4

Figura 5.2.8.3 Implementacion workflow SOAR Andlisis y deteccion de anomalias en red
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5.2.9 Implementacion de herramienta Rescue-Terminal

Para implementar la Rescue-Terminal se ha optado por emplear las “active-response” de Wazuh,
mas concretamente se ha empleado un script de codigo propio programado en Python que abre una
escucha en el Socket designado para acceder a la terminal con privilegios. Para acceder es
necesario conocer una contrasefia previamente definida. En caso de fallar la contrasefa o de que en
un tiempo de 5 minutos desde el lanzamiento del servidor de escucha no se haya autenticado nadie,
este se cierra automaticamente por seguridad. Este enfoque es similar a lo que desde la perspectiva
del atacante se denomina bind-shell. Para este CDU se ha modificado la configuracion del EDR,
esta se encuentra disponible en Anexo F.5.2.

Para lanzar esta respuesta activa de forma manual se ha empleado un workflow dentro del SOAR,
el cual se comunica con la API del EDR y ejecuta el ya mencionado script en Python.

e Terminal
orkflow

Lanzamiento manual

EDR AGENT rescue_terminal.py

Figura 5.2.9.1. Diagrama de implementacion CDU Rescue-Terminal

E ) token - .

y @
N

Figura 5.2.9.2 Implementacion workflow SOAR Rescue-Terminal
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5.2.10 Cuarentena completa de Hosts comprometidos

Una forma de solucionar el problema del desplazamiento lateral es dejar incomunicada una
maquina si se determina que ha sido comprometida. Sin embargo, no se puede recurrir al
cortafuegos ya que las comunicaciones dentro del mismo segmento de red no se bloquearian y se
produciria el desplazamiento lateral; asi pues, la maquina comprometida se tiene que incomunicar
a nivel de equipo, es decir, de forma individual, aislarla de tal forma que no pueda recibir ni enviar
trafico de red. Para realizar este CDU se ha vuelto a modificar la configuracion del EDR, el
cambio se encuentra en el Anexo F.5.3.

Dado que la confirmaciéon de si una maquina ha sido comprometida es un proceso que requiere
por lo menos de una comprobacion manual, este CDU al igual que el anterior se ejecuta de forma
manual. Para implementarlo, se ha creado un workflow en el SOAR que recurre a la API del EDR
para bloquear todo el trafico entrante o saliente a la maquina comprometida empleando el
comando ya predefinido de “firewall-drop”.

Quarentine Ho
Workflow

Lanzamiento manual

EDR AGENT firewall-drop

Figura 5.2.10.1 Diagrama de implementacion CDU Cuarentena completa de Hosts comprometidos

token .

(@ l'n/_h-l BAN IP

Figura 5.2.10.2 Implementacion workflow SOAR Cuarentena completa
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5.3 Configuracion del SIEM

5.3.1 Configuracion de clientes

Se debe configurar en cada cliente como corresponda el envio de logs al servidor Graylog, para
entornos Linux la forma mas sencilla es mediante el uso de la herramienta rsyslog. Para el
despliegue en Nologin, se ha seguido este método.

En el propio SIEM se tiene que configurar, en el caso de que atin no exista, un INPUT asociado a
ese protocolo en un puerto determinado. Si es necesario emplear un protocolo no estandar se puede
recurrir a una maquina de transformaciones intermedias mediante un c6digo propio.

5.3.2 Carga de configuraciones

Graylog contiene los denominados Content-Packs, los cuales permiten que a partir de un estado de
la herramienta se genere una copia de seguridad de los distintos elementos y configuraciones del
mismo. Esta copia se puede usar para hacer una instalacion idéntica a la original de forma muy
sencilla.

5.4 Configuracion del SOAR

5.4.1 Carga de configuraciones
Para cargar todo lo configurado simplemente debemos emplear la interfaz web y subir todos los
workflows previamente exportados.

Una vez hemos importado todo simplemente debemos acceder a los distintos Workflows y activar
los triggers.

5.5 Configuracion del EDR
5.5.1 Puesta en marcha de los agentes del EDR

Para lanzar un nuevo agente simplemente debemos ir a la interfaz web, rellenar un formulario y
nos dard un comando para ejecutar, este debe ser ejecutado en el host que queremos incluir en
nuestros endpoint monitorizados

5.5.2 Carga de configuraciones

Las modificaciones que siempre se deben realizar en la herramienta estdn incorporadas de forma
automatica en los scripts de instalacion, no obstante si queremos cambiar la configuracion de los
endpoints esto es posible y sencillo mediante el uso de la configuracion de grupos que se encuentra
sincronizada por defecto.
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Capitulo 6

Experimentacion

Con el despliegue realizado sobre un entorno real, se han llevado a cabo algunas pruebas para
verificar y probar la solucion disefiada. Todos los resultados obtenidos y el detalle concreto de las
pruebas exactas realizadas se encuentran en el Anexo G.

6.1 Pruebas de carga

Una parte relevante del funcionamiento del sistema que ha estado presente desde el analisis de
requisitos es que este pueda gestionar altas cargas de trabajo, es por ello que se han realizado
pruebas de carga individuales sobre cada uno de los componentes para poner a prueba dicha
propiedad. Para ello se ha llevado al limite cada uno de los diferentes elementos de la solucion:

SIEM: El sistema soporta perfectamente cargas excesivamente altas de logs en cuanto a
procesado se refiere. Se ha visto que el principal cuello de botella no es el SIEM, sino la red o el
balanceador de carga.

EDR: Se ha comparado la utilizacion de recursos fisicos en los distintos nodos conforme
se aumentaba la cantidad de equipos monitorizados mediante un agente. Los resultados muestran
que el nimero de agentes no supone un incremento significativo en el consumo de recursos.

SOAR: Se ha analizado el aumento del tiempo de respuesta para un determinado workflow
conforme el nimero de instancias simultaneas del mismo workflow aumentaban hasta llegar a 50.
Asimismo, se ha comprobado cémo cambia el tiempo de ejecucion total de 100 workflows
conforme cambia el nimero de nodos workers.

Las graficas generadas durante las pruebas se pueden encontrar en el Anexo G.

La conclusion general de las distintas pruebas de carga es que el sistema tolera de forma
satisfactoria grandes cargas de trabajo y que en caso de ser necesario este sistema puede escalar
para aumentar la capacidad de procesado de dicha carga de trabajo.

6.2 Pruebas de escenarios de fallo

Estas pruebas fueron realizadas durante la fases de disefio e implementacion para asegurar que
cada uno de los elementos aseguraba la propiedad de HA o en su defecto la de DR.

La metodologia para el desarrollo de las pruebas fue observar el funcionamiento de cada una de las
herramientas conforme sus distintos nodos van “fallando”. En todos los casos (exceptuando los
nodos que hacen que el sistema solo tenga DR y no HA), se pudo perder 1 nodo de cada tipo y el
sistema seguia funcionando en las mismas condiciones sin que la pérdida se notara a nivel de
servicio.
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6.3 Pruebas de CDUs

Se ha seguido una metodologia de desarrollo basada en pruebas, es decir, una vez se comenzaba la
operacion del SOC para cierto CDU, no se avanzaba a otro sin haber completado este y sin que
este haya pasado las pruebas concretas del mismo. Dicho de otra forma, se han probado todos los
CDUs de forma iterativa e intensiva uno a uno, a lo largo del desarrollo. Las diferentes pruebas
realizadas para cada uno se detallan en el Anexo G. Para las pruebas se han empleado en todo
momento situaciones reales a excepcion del CDU del phishing, en el que en vez de emplear el
servidor principal de la empresa, por la importancia de este mismo, se ha empleado un servidor
Postfix, no obstante los mails que han sido testeados contra el sistema si eran reales.
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Capitulo 7

Conclusiones

El proyecto, tras sus distintas fases, ha alcanzado y sobrepasado los objetivos planteados
inicialmente. Durante su realizacion se han afiadido nuevos escenarios que inicialmente no habian
sido planteados, como el de las Rescue-Terminal, para enriquecer tanto la funcionalidad como el
alcance del proyecto. Asimismo, para continuar enriqueciendo la solucion planteada, se afiadio el
EDR, el cual de forma inicial solo se habia planteado como una remota posibilidad dada la
limitacion temporal de este trabajo académico. Otro aspecto que se mejor6 durante el proyecto fue
que inicialmente solo se debia plantear una solucion distribuida conformada por varios servicios,
sin que estos tuviesen necesariamente que ser distribuidos, escalables y tolerantes a fallos, no
obstante dichos aspectos fueron tomados en consideracion para plantear la solucion final.

Ademés, la solucion propuesta ha conseguido subsanar mediante distintos enfoques las carencias
de algunas de las herramientas empleadas para poder alcanzar los requisitos especiales comentados
en los objetivos del proyecto, mas concretamente los aspectos de alta disponibilidad y
recuperacion de desastres.

Desde un punto de vista economico, también se ha logrado demostrar que es posible realizar una
solucion de seguridad informatica empresarial de bajo coste, a pesar de la creencia generalizada de
que segurizar una empresa de forma adecuada y profesional resulta extremadamente caro.

Dado que el proyecto se ha realizado sobre una red real en un entorno de produccion, esto ha
causado ciertas dificultades a lo largo del mismo. Las caracteristicas especiales del proyecto
relativas al HA y DR también han tenido sus implicaciones problematicas sobre la red.

Otras dificultades que destacan han sido el estado del arte difuso y la mala documentacion de
algunas herramientas.

Todo este trabajo ha sido posible gracias a los distintos proyectos OpenSource y a toda la
comunidad que los respalda. Tras compararlo con un entorno de soluciones comerciales queda
demostrado que a pesar de las limitaciones de estos proyectos, estos son lo bastante potentes para
brindar un buen servicio como soluciéon SOC. Es cierto que la cantidad de esfuerzo requerido
inicialmente puede ser algo mayor dado que estos no son soluciones Out of the Box, pero, no
obstante, es posible de llevar a cabo tal y como aqui queda demostrado.

Cabe destacar que siguiendo la filosofia Open Source, durante el desarrollo de este proyecto se ha
contribuido de forma proactiva en la mejora de una de las herramientas empleadas en el mismo,
concretamente el SOAR, tanto reportando bugs como mejorando la documentacion de la
herramienta empleada, incluyendo en esta el disefio arquitectural de DR planteado durante el
proyecto.
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7.1 Trabajo futuro

Los siguientes pasos serian emplear este proyecto en clientes finales de forma gradual,
enriqueciendo durante este proceso dicho proyecto mediante la explotacion de nuevos CDUs o la
mejora de los ya existentes teniendo en cuenta aspectos mucho mas detallados.

Otro posible punto de mejora seria afiadir mas herramientas a la solucion, que en este caso no se
han incorporado dada la magnitud esperada de este trabajo académico. Tales herramientas podrian
ser un NIDS o un HoneyPot, entre otras cosas.

Un ultimo punto que se podria mejorar seria un trabajo de desarrollo de codigo, mas
concretamente del SOAR empleado, de forma que el frontend y el backend de dicha herramienta
sean compatibles con un despliegue HA, como lo son las demés herramientas empleadas en este
TFG.
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Anexo A

Gestion del tiempo

El proyecto se ha desarrollado a lo largo de 4 meses en NOLOGIN invirtiendo alrededor de 350
horas. A continuacion se puede observar el diagrama de Gantt en la figura A.1 donde se puede ver
el tiempo invertido cada semana por tareas y por subproyecto. Dado que este TFG fue realizado
antes de haber cursado por primera vez la asignatura de seguridad informatica, una vez cursada la
asignatura se reviso el contenido de esta memoria en Enero.

Las distintas fases han sido el andlisis y estudio del funcionamiento de cada una de las
herramientas a implementar, el estudio de las herramientas que se van a emplear para alcanzar
dichas implementaciones, una vez elegidas las herramientas concretas disefiar el sistema e
implementarlo, una vez implementado este debe ser probado. Ademas se debe documentar todo
tanto de forma técnica para la propia empresa como para este TFG por lo que la documentacion se
va realizando durante el desarrollo y no tinicamente al final.

Fases Junio Julio Agosto Septiembre Enero

27 |28 129 |30 |31 32 |33 [34 |35 1 2

Analisis y
estudio

Disefio

Implementacion

Explotacion

Pruebas

Documentacion

Tabla A.1 Diagrama de Gantt

Parte del proyecto Color

SIEM

SOAR

EDR

SIEM + SOAR

SIEM + SOAR + EDR

Nada

Tabla A.2 Leyenda del diagrama de Gantt
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Anexo B

Detalle herramientas del estado del arte
B.1 SIEM

Para extraer los requisitos relativos al SIEM, se ha tomado como referencia la solucién de IBM,
dado que este es uno de los mejor valorados y dada la relacion de partners existente entre IBM y
Nologin. Tras analizar dicho SIEM se extrajeron los siguientes requisitos. Se adjunta un informe
profesional de la situacion actual de las herramientas de propietario para justificar dicha eleccion.
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COMPLETENESS OF VISION As of June 2022 © Gartner, Inc

Figura B.1.1 Magic Quadrant for Security Information and Event Management[10]

A continuacion se explica de forma resumida el funcionamiento y los conceptos asociados a la
solucion de referencia elegida. La herramienta distingue entre 2 tipos de fuentes de datos
dependiendo del origen de los datos Flow data (routers/switches) y Event Data (todo lo demas).
En ambos casos los datos se recogen mediante los Flow Collector y los Event Collector
respectivamente, los datos son normalizados y parseados. Posteriormente los datos son procesados
por los Flow Processor y los Event Processor respectivamente, en esta etapa son ejecutados por el
Custom Rules Engine (CRE), este es el responsable de generar las alertas y las ofensas. Existe una
3° capa que permite a los usuarios realizar busquedas sobre los datos para analizar,reportar e
investigar las alertas y ofensas.
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B.2 SOAR

Dado que para el SOAR no existe una comparativa realizada por la empresa Gartner, se han
extraido los requisitos de un reporte de mercado sobre los elementos clave de un SOAR elaborado
también por dicha entidad[11], adicionalmente se ha realizado un estudio de la solucién comercial
de PaloAlto Networks que emplea la empresa actualmente.

A continuacion se explica de forma resumida el funcionamiento y los conceptos asociados a la
solucion de referencia elegida. La herramienta basa su funcionamiento en Playbooks, cada
playbook contiene en su interior una serie de acciones a ejecutar, se permiten ejecuciones
condicionales asi como ejecuciones repetitivas. Los Playbooks a su vez cuentan con 2
componentes interesantes para ser mas efectivos, el primero de ellos son las denominadas
Integrations estas permiten de forma muy simple interactuar con otros elementos comunes en una
red empresarial o del propio SOC. El segundo elemento son Scripts programados en Python o
Javascript, estos permiten al equipo encargado de manejar la herramienta crear sus propias
utilidades.
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B.3 EDR

Para extraer los requisitos se han empleado los EDR de Palo Alto Networks y de CrowdStrike
dado que estos estan bien valorados y se disponia de ambas opciones. Tras analizar dichos EDRs
se extrajeron los siguientes requisitos.
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Figura B.3.1 Magic Quadrant for Endpoint detection and response[12]

A continuacién se explica de forma resumida el funcionamiento y los conceptos asociados a la
solucion de referencia elegida. La herramienta consta de un servidor centralizado y de unos
agentes instalados en los endpoints, los agentes analizan todo lo que ocurren en los endpoints y
envian dichos datos al servidor central. El servidor central en base a datos irregulares, patrones de
comportamiento y uso de inteligencia compartida por medio de cloud detecta las potenciales
amenazas conteniendo estas antes de que se manifiesten. Ofrece un listado detallado de la situacion
de cada agente monitorizado, destaca la capacidad de poder acceder de forma remota como usuario
privilegiado a una maquina para aplicar parches de seguridad sobre la misma o para realizar
investigaciones forenses mediante el uso de la denominada Live-Terminal.
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Anexo C

Comparativa de las herramientas
C.1 SIEM

Durante el analisis se contemplaron mas opciones que no aparecen recogidas en la tabla. Estas
fueron descartadas por diversas razones, tales como una documentacion escasa y pobre o por ser
soluciones muy complejas que abarcan demasiados aspectos aparte de los deseados.

COMPARATIVA SIEM

Requisito
RG1
RG2
RG3
RG4

RF1

Tabla C.1.1 Comparativa de requisitos soluciones SIEM

De entre las soluciones estudiadas y reflejadas en la tabla, las 2 tUnicas realmente viables
especificamente como SIEM son Graylog y ELK, no obstante se ha elegido emplear Graylog dado
que la documentacion oficial es mas completa y detallada. De entre las otras 2 opciones, Fluentd se
descarto por ser simplemente un agregador de logs, y Wazuh porque a pesar de tener capacidades
de EDR, le faltaban algunas caracteristicas como la correlacion de logs entre distintos sistemas
monitorizados y el enriquecimiento de logs.
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C.2 SOAR

Al igual que con el andlisis de soluciones SIEM, se contemplaron mas opciones que no aparecen
recogidas en la tabla, pero estas fueron descartadas por diversas razones tales como ser proyectos
archivados y sin soporte o tener como enfoque principal otras tareas de forma que la funcionalidad
SOAR pasa a ser algo secundario.

COMPARATIVA SOAR
Requisito Catalyst
RG1
RG2
RG3
RG4
RF1

Tabla C.2.1 Comparativa de requisitos soluciones SOAR

De entre las 2 soluciones posibles, en la tabla queda reflejado que especificamente como SOAR
resulta mejor opcion Shuffle. Catalyst se ha descartado ademés de por no cumplir todos los
requisitos, porque estd planteada como una herramienta de ticketing para investigacion, estando
todo el sistema centrado en tickets, no obstante en la alternativa de Shuffle nos encontramos con
un SOAR en el sentido mas estricto, ya que se encuentra centrado exclusivamente en workflows
(concatenacion de acciones en base a entradas y condicionales) y en aplicaciones que son
utilizadas en dichos workflows.
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C.3 EDR

No se han encontrado tantas soluciones EDR open source como en el resto de apartados ya
comentados. Al ser tecnologias quiza algo mas avanzadas, la mayoria de los productos de este tipo
son de pago. No obstante, y tal y como aparece en la tabla anterior, se han podido analizar tres
interesantes productos que casi en su mayoria satisfacian los requisitos del proyecto.

COMPARATIVA EDR

Requisito
RG1
RG2
RG3
RG4

RF1

Tabla C.3.1 Comparativa de requisitos soluciones EDR

De entre las 3 posibles opciones, OpenEDR a pesar de ser bastante completa quedé completamente
descartada dado que solo se encontraba disponible para entornos Windows. De entre las otras 2
opciones se eligid Wazuh debido a que esta se basa en Ossec, un sistema de deteccion de intrusos
HIDS (Host Intrusion Detection System) multiplataforma, aportando todas las funcionalidades y
reglas de este pero en un formato mas accesible y con una mejor documentacion.
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Anexo D

Detalles del analisis de herramientas
Graylog

Los aspectos mas significativos de la herramienta son los siguientes:

e Iindices: Almacenan los mensajes guardados, contienen las configuraciones a nivel de
sharding, replicacion, criterios de orden de los mensajes almacenados y capacidad
maxima.

e Adaptadores: Se encargan de dada una Key consultar un feed ya sea interno o externo,
para ello puede consultar ficheros CSV o realizar consultas de APIL.

e Lookup tables: Funcionan como tablas HASH, es decir para una key nos devuelven el
valor asociado, se emplean para enriquecer los logs.

e Pipelines: Secuencias de acciones de procesado avanzado de logs de forma individual para
su enriquecimiento

e Streams: Una vez un log ha pasado por todas las etapas de procesado pertinentes, se
almacena en los streams, cada stream almacena los logs en el indice que tenga
configurado, las correlaciones se realizan sobre estos.

e Inputs: Servicios de escucha de los logs, tienen asociado un puerto, protocolo de
comunicacion a nivel de red y a nivel de aplicacion.

e Extractors: Distintos tipos de parser para extraer la informacion del log bruto, entre ellos
destacan las expresiones GROK que son agrupaciones de expresiones REGEX.

e Alert rules(plugin): Permite configurar de forma muy rapida y sencilla las busquedas
periodicas que disparan los eventos, asimismo crea dichos tipos de eventos y sus
notificaciones basicas asociadas.

Shuffle

Los aspectos mas significativos de la herramienta son los siguientes:

e Workflows: Serie de acciones a ejecutar cuando se dispara cierto trigger, permiten
ejecucion condicional, llamadas a otros workflows y ejecucion en bucle.

e Triggers: Elementos encargados de lanzar los workflows, son webhooks, ejecuciones
programadas.

e Apps: Todas las acciones se realizan por medio de lo que se denominan Apps, estas
ofrecen una interfaz muy clara para realizar ciertas acciones comunes, por ejemplo mandar
un correo electronico. Ademads en caso de necesitarlo se pueden crear Apps propias de
forma sencilla.

e Liquidity: Sintaxis que permite la manipulacién de datos de forma sencilla teniendo para
ello comandos como puede ser “first” para quedarnos con el primer elemento de una lista.
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Wazuh

Los elementos mas interesantes de la herramienta son los siguientes:

e Agentes: Son los nodos monitorizados, nos permite ver de forma rapida el estado general
del conjunto asi como de forma granular el estado individual de cada uno de ellos.

e Security Events: Nos permite visualizar de forma rapida los ultimos eventos significativos
en cuanto a seguridad tales como un acceso Root, la escucha en un puerto, también
permite ver el listado completo de eventos.

e Integrity Monitoring: Muestra los hashes de los distintos ficheros relevantes para el SO, en
Windows adicionalmente también monitoriza las claves de registro, asi como también
muestra un historial de los cambios realizados sobre dichos ficheros.

e Security configuration assessment: Evalua en base a los benchmark elaborados por el
CIS(Center for Internet Security), este comprueba desde paramétros de kernel hasta
permisos de ficheros.

e Vulnerabilities: De forma periddica se realizan analisis del sistema en busca de amenazas
conocidas.

e MITRE ATT&CK: Analiza el sistema teniendo en cuenta técnicas observadas en el mundo
real, clasificando estas por tacticas lo cual permite un analisis bastante granular.

e Regulatory Compliance: Analiza los requerimientos que exigen distintas normativas de
referencia para establecer si un sistema es seguro o no. Por defecto cuenta con las
siguientes normativas PCI DSS, GDPR, HIPAA, NIST 800-53, TSC.

e Inventory data: Permite visualizar en tiempo real las especificaciones de hardware y
sistema operativo, las interfaces de red, puertos activos, los paquetes instalados y los
procesos activos.

e Rules: Implementan la parte de deteccion mediante el analisis simple de logs, se pueden
personalizar.

e Active Response: Lanza de forma inmediata un comando(un script python) cuando se
activa una regla concreta, esto permite una primera defensa instantanea hasta que todo el
sistema en su conjunto responde con la defensa a nivel global.
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Anexo E

Detalles de la arquitectura interna de las
soluciones

E.1 SIEM

Balanceador

de carga .
HAg B Elasticsearch cluster

- J
cR2

SOAR .
Cluster SIS grmonR0O grmonR1

Figura E. 1.1 Arquitectura interna del SIEM

Por un lado las maquinas elasticR se encargan de ejecutar la base de datos distribuida
ElasticSearch. En esta configuraciéon todos los nodos tienen los mismos roles. No obstante si el
sistema a implementar fuese de un gran tamafio se podrian asignar roles concretos a cada nodo,
pudiendo distinguir entre los siguientes roles: master, data, data content, data_hot, data warm,
data_cold, data_frozen, ingest, ml, remote cluster client y transform. Su labor en el SIEM es la de
guardar toda la informacion relativa a los logs, indices y streams, ademas de ser usado por el motor
de busqueda.

Por el otro lado nos encontramos con las maquinas grmonR, las cuales ejecutan la base de datos
distribuida MongoDB en formato de replicaset, este formato se traduce en varias réplicas, una de
ellas es la primaria y es con la que se interactiia via API, esta replica la informacion en los nodos
secundarios, todos los nodos se envian latidos entre si. Esta base de datos es empleada por el SIEM
para guardar toda la informacion de sus configuraciones tales como las definiciones de eventos y
alertas entre otras. El principal servicio de estas maquinas es Graylog, y cada maquina tiene su
propia interfaz web. No obstante lo interesante es que la carga de trabajo de procesado de logs se
reparte entre ellas dado que no son independientes sino que estan clusterizadas tal y como se puede
apreciar.

El SIEM recibe los logs desde los balanceadores de carga en HA y envia las notificaciones de
eventos al SOAR.
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E.2 SOAR

SIEM Eventos Orborus cluster
Cluster
Cluster orborusRO arborusR1 orborusR2

shuffle

opensearchR0O opensearchR1 opensearchR2

Cortafuegos
interno

Figura E.2.1 Arquitectura interna del SOAR

De forma similar a la arquitectura anterior, contamos con una base de datos distribuida, esta
concretamente es Opensearch, y en ella se almacena toda la informacion relativa al SOAR, desde
los Workflows, Apps, Ficheros y variables de entorno configuradas hasta cada una de las distintas
ejecuciones de Workflows con una traza de ejecucion completa.

Asimismo contamos con un cluster de nodos Worker, estos son los denominados Orborus. Son los
encargados de ejecutar cada paso de los Workflow cuando estos son lanzados. Este tipo de
despliegue permite escalar de forma lateral la cantidad maxima de ejecuciones paralelas de
Workflows.

Por tultimo para ejecutar tanto el backend como el frontend contamos con el denominado nodo
Shuffle. En esta ocasion, no se ha configurado una arquitectura HA para este tipo de nodo debido a
que todavia no se ha desarrollado una buena gestion de la concurrencia para esta parte de la
herramienta y que la misma no esta probada. No obstante, como es un requisito del proyecto, se ha
implementado un mecanismo automatizado de disaster recovery (DR) con el que el nodo es
levantado en cuestion de segundos de forma rapida y sin pérdida de informacion.

Tanto los nodos Orborus como el nodo Shuffle se han desplegado empleando Docker como
herramienta de control de contenedores.

El SOAR recibe alertas por parte del SIEM y del EDR. Este envia llamadas a APl/comandos

remotos o bien al EDR o bien al cortafuegos interno para que estos se apliquen sobre el mismo o
sean reenviados a otros puntos del sistema.
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Figura E.3.1 Arquitectura interna del EDR

De forma similar a las arquitecturas anteriores, la herramienta emplea una base de datos
distribuida, esta concretamente esta en los nodos indexerRX, estos emplean por debajo la base de
datos Elasticsearch, en ella se almacena toda la informacion relativa a los endpoints y a las
configuraciones de la herramienta.

También contamos con un cluster de nodos servidor. Estos son los encargados de recibir y procesar
toda la informacion de los endpoint, donde uno de ellos actiia como master y los otros dos como
workers. Son los denominados wazuhRX.

Por ultimo para ejecutar el frontend contamos con el denominado nodo dashboard. A pesar de que
el despliegue de un solo nodo de este tipo evita que obtengamos el ya mencionado HA, dado que
este solo contiene el frontend web no resulta relevante para el funcionamiento propio del sistema,
solo es util para el analista que lo quiera emplear, por lo que a pesar de ser un unico punto de fallo
no existiria pérdida alguna de funcionalidad o informacion. De cualquier manera, se ha generado
un procedimiento de DR asociado.

Para que los agentes se puedan comunicar con los servidores Wazuh y enviarles las
comunicaciones pertinentes se ha decidido emplear una estructura intermedia de balanceadores de
carga que distribuyen toda la informacion recibida a los distintos nodos servidor.

El EDR puede recibir llamadas a API desde el SOAR, adicionalmente también puede enviar

notificaciones de eventos a este. Para enviar las respuestas activas a los endpoints se envian a
través del cortafuegos interno.

64



E.4 Balanceador de carga en HA

Balanceador de carga en HA

___‘_"--.

IbRO
SIEM

Cluster

EDR

Cluster

Figura E. 4.1 Arquitectura interna de los balanceadores de carga en HA
Dado que se agrega mucha informacion de entrada tanto para el SIEM como para el EDR y esta
necesita ser distribuida de forma equivalente entre los servidores que conforman cada uno de
dichos clusters, surge la necesidad de crear un balanceador de carga, no obstante dado el contexto
y el requerimiento de la HA, no es suficiente con un balanceador.

Para crear una estructura de balanceador de carga en HA, primero se definen una serie de réplicas
de balanceadores de carga que comparten una misma configuracion. Para tener siempre una IP
disponible aunque alguno de los balanceadores de carga falle se emplea una IP virtual, la cual en
caso de que un balanceador caiga, se autoasigna a otra de las réplicas de los balanceadores de
forma que se mantiene el servicio.

El balanceador en HA recibe los logs provenientes del cortafuegos interno y los envia al EDR o al
SIEM segun corresponda.

Como implementaciones concretas de balanceador se ha empleado Nginx, como IP virtual se ha
decidido emplear Keepalived.
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Anexo F

Elementos basicos comunes

En este anexo se encuentran todos los elementos basicos configurados en cada una de las
herramientas, para hacer posible el funcionamiento de los distintos CDUs implementados.
Concretamente a continuacion se detallan los siguientes elementos:

- Lookup Tables: Son las encargadas de hacer posible el enriquecimiento en el SIEM.

- Subflows: Son workflows que son llamados desde los workflows principales en el SOAR,
se usan para reutilizar la implementacion de las funcionalidades repetidas en distintos
workflows.

- Pipelines: Manipulan los logs en el SIEM, hacen uso de las Lookup Tables y modifican los
logs y donde se almacenan.

- Configuraciones EDR: Son pequefios fragmentos de codigo que se deben incluir en la
configuracion del EDR, para hacer posible el funcionamiento de algunos de los CDUs que
lo utilizan.

F.1 Lookup Tables

Para la fase de enriquecimiento de los logs se emplean las denominadas Lookup tables. Cada una
de estas se compone de una memoria caché y de un Data Adapter. El Data Adapter se encarga de
realizar consultas sobre una clave que se le pase, pudiendo obtener informacion sobre dicha clave
tanto a través de API externas como de ficheros CSV que se encuentren dentro del propio Graylog
o en un host remoto. Para poder elaborar los distintos CDUs se han empleado las siguientes
Lookup tables:

Configured lookup tables

Search Reset Create lookup table (2]

Title Description
tor-exit-nodes

known-ips

allowed-usbs

Open Threat Exchange (OTX) -

P This is the lookup table for AlienVault's Open Threat Exchange platform, containing crowd-sourced loCs
(Indicators of Compromise). For more information see https://otx.alienvault.com. This lookup table is used
internally by Graylog's Threat Intel Plugin. Do not delete it manually.

Open Threat Exchange (OTX) - Domain This is the lookup table for AlienVault's Open Threat Exchange platform, containing crowd-sourced loCs
(Indicators of Compromise). For more information see https://otx.alienvault.com. This lookup table is used
internally by Graylog's Threat Intel Plugin. Do not delete it manually.

r==a

10BJ!
[ivarart

Figura F.1.1 SIEM LookUp Tables

Aunque hay una gran cantidad de feeds externas con las que obtener informacién, para los CDUs
propuestos se han utilizado APIs que obtienen las IPs de los nodos conocidos de TOR, asi como
las feeds de AlienVault (OTX) para dotar al sistema de unos IOCs (indicadores de compromiso)
confiables.
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F.2 Subflows

A lo largo de los distintos CDUs se dan ciertas tareas comunes repetitivas, como por ejemplo el
bloqueo de una IP en el cortafuegos. Es por ello por lo que para no tener que implementarlas de
forma repetitiva en cada uno de los Workflow principales, se han implementado mediante

Workflows secundarios denominados subworkflows.

virus_total_api_getDATA
L)

=

] virus_total_api_postPetition w

Figura F.2.1 SOAR Subflow Analizar URLs VirusTotal

ips_to_text

Figura F.2.2 SOAR Subflow Bloguear IP en el cortafuegos
En el primer subworkflow se realizan dos peticiones sobre la API de VirusTotal la primera de ellas
se encarga de escanear una determinada URL y la segunda se encarga de obtener los resultados del
analisis previamente realizado. El segundo subworkflow realiza una primera etapa de parseo y
posteriormente actualiza el CSV que contiene las IPs bloqueadas, dicho CSV es leido de forma
periddica por el cortafuegos mediante las denominadas listas dindmicas externas, posteriormente
en el cortafuegos hay una regla encargada de bloquear toda IP que se encuentre en dicha lista.

F.3 Scheduled Workflows

Otra de las capacidades interesantes del SOAR es la ejecucion de forma automatica de Workflows
cada cierto tiempo. Concretamente, para aportar la interactividad a uno de los CDUs desarrollados
(Analisis y deteccion de anomalias en red), se ha optado por que una vez tomada la decision de
bloquear una IP por parte del analista, este envie un correo electronico que sigue cierto formato a
una direccién especial de correo electronico. De esta manera, el SOAR revisa de forma periddica
la bandeja de entrada de esta cuenta especial y en caso de existir algiin correo que siga el formato
especificado el SOAR bloquea la IP y elimina el correo de la bandeja de entrada.

cada 10 min \ 3 ‘ 1 condition w : F
-_— u I ‘ block IPs

buscar_correos_|P_block

Figura F.3.1 SOAR Scheduled Workflow Revisar correos para bloguear IPs
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F.4 Pipelines

F.4.1 Dangerous mail
Stage 1:

rule "Check IP against Threat Intelligence"

when
has_field"HOSTNAME") and contains(to_string($message.APP),"postfix/qmgr")

then
let result = threat_intel lookup domain(to_string($message.hostname), "domain_name");
set_field("isBad", result);

end

Tabla F.4.1.1 SIEM Pipeline Dangerous mail Stage 1

Stage 2:

rule "Route to dangerous MAIL and remove from new_mail"
when contains(to_string($message.isBad),"true")
then
route_to_stream("dangerous mail");
remove from_stream("new_mail");
end

Tabla F4.1.2 SIEM Pipeline Dangerous mail Stage 2

F.4.2 URL Enrichment

rule "Check URL against Threat Intelligence"

when
has_field("URLFilename")

then
let result = threat_intel lookup domain(to_string($message.URLFilename), "domain_name");
set_field("suspiciousUrl", to_string(result));

end

Tabla F4.2.1 SIEM Pipeline URL Enrichment Stage 1

F.4.3 Allowed USBs
Stage 1:

rule "Check USB against allowed USBs"

when
has_field("ID") and has_field("NUMBER")

then
let result = lookup_value("allowed-usbs",to_string($message.ID) + to_string($message. NUMBER));
set_field("allowedUsb", result);

end

Tabla F4.3.1 SIEM Pipeline Allowed USBs Stage 1

Stage 2:

rule "Route to usb attached and not allowed"
when contains(to_string($message.allowedUsb),"false")
then

route_to_stream("usb attached and not allowed");
end

Tabla F4.3.2 SIEM Pipeline Allowed USBs Stage 2
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F.4.4 TOR Enrichment
Stage 1:

rule "Check IP against TOR Exit Nodes"

when
has_field("DestinationAddress")

then
let result = lookup_value("tor-exit-nodes",to_ip($message.DestinationAddress),"false");
set_field("isTor", result);

end

Tabla F.4.4.1 SIEM Pipeline TOR Enrichment Stage 1
Stage 2:

rule "Route to access to TOR network and remove from https web traffic"
when contains(to_string($message.isTor),"true")
then
route_to_stream("access to TOR network");
remove_from_stream("https web traffic");
end

Tabla F.4.4.2 SIEM Pipeline TOR Enrichment Stage 2

F.4.5 Known IPs
Stage 1:

rule "Check for DestinationAddress is Private IP"
when

has_field("DestinationAddress") && // Check if the field exists

regex("MTOW AT 72\ 1 [6-91\W A 172\ 2[0-91\W. [~ 172\.3[0- 1T\ A 192\ 168\\.",
to_string($message.DestinationAddress)).matches == true
then

set_field("privateIP", to_string($message.DestinationAddress)); / Add the new field if condition is met
end

Tabla F.4.5.1 SIEM Pipeline Known IPs Stage 1

rule "Check for SourceAddress is Private IP"
when

has_field("SourceAddress") && // Check if the field exists

regex("MOWAMT72\W 1 [6-9\ A T72\\.2[0-97\W[A 172\ 3[0- 1T\ A 192\ 168\\.",
to_string($message.SourceAddress)).matches == true
then

set_field("privateIP", to_string($message.SourceAddress)); / Add the new field if condition is met
end

Tabla F4.5.2 SIEM Pipeline Known IPs Stage 1

Stage 2:

rule "Check if privatelP is in KnownIPs CSV"

when
has_field("privateIP")

then
let result = lookup value("known-ips",to_string($message.privatelP));
set_field("knownIP", result);

end

Tabla F4.5.3 SIEM Pipeline Known IPs Stage 2
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Stage 3:

rule "Route to not known IP"
when contains(to_string($message.knownIP),"false")
then
route_to_stream("not known IP");
end

Tabla F4.5.4 SIEM Pipeline Known IPs Stage 3

F.5 Configuracion adicional EDR
F.5.1 Ataque SQL Injection

<integration>
<name>shuffle</name>
<hook_url>https://10.111.3.63:3443/api/v1/hooks/webhook 4189588a-ae52-403b-8ef3-7f3254a3162b</hook url>
<rule_id>31103</rule_id>
<group>sql_injection</group>
<alert format>json</alert format>
</integration>

Tabla F5.1.1 EDR Configuracion adicional CDU Ataque SQL Injection

F.5.2 Rescue-Terminal

<command>

<name>rescueterm</name>
<executable>rescue_terminal.py</executable>
<timeout_allowed>yes</timeout_allowed>

</command>

<active-response>
<command>rescueterm</command>
<location>local</location>

</active-response>

Tabla F5.2.1 EDR Configuracion adicional CDU Rescue-Terminal

F.5.3 Cuarentena completa de Hosts comprometidos

<active-response>
<command>firewall-drop</command>
<location>local</location>
</active-response>

Tabla F.5.3.1 EDR Configuracion adicional CDU Cuarentena completa de Hosts comprometidos
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Anexo G

Resultados experimentales

En este Anexo se encuentra todo el detalle relativo a la experimentacion realizada, se recogen tanto
los resultados obtenidos como explicaciones de las pruebas realizadas.

El anexo cuenta con 2 subcapitulos: El primero de ellos trata todo lo relacionado a las pruebas de
carga realizadas sobre cada uno de los componentes del sistema. El segundo de ellos explica las
pruebas exactas realizadas para cada CDU, en estas se exploran todas las posibilidades de los
workflows implementados.

G.1 Pruebas de carga

Prueba de carga SIEM
20.0 A
—— Tiempo promedio de procesado
17.5 A
15.0 1
12.5 A
0
o
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Figura G.1.1.1 Prueba de carga SIEM

Por otro lado también se ha probado a saturar completamente mediante el envio masivo de logs al
SIEM, con un envio de 100000 logs en un plazo de 2 segundos, la conclusion extraida de dicha
prueba es que a pesar de que el tiempo de procesado aumente, el limitante real del SIEM es la red
dado que hace de cuello de botella tanto en la maquina desde la que se realiza el envio como en el
balanceador de carga, es decir el SIEM soporto todos los logs manteniendo el funcionamiento
esperado. Para la prueba de carga se ha empleado un log del cortafuegos, el cual es uno de los mas
costosos en tiempo de procesado debido a la cantidad de parametros que debe parsear.
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G.1.2 SOAR

La primera prueba trata de evaluar el incremento del tiempo medio de ejecucion de cada workflow,
empleando un Unico worker y conforme el nimero de workflows lanzados aumenta.

Prueba de carga SOAR con 1 worker
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Figura G.1.2.1 Prueba de carga SOAR

Como se puede observar en la grafica, el tiempo medio de ejecucion por workflow aumenta
conforme lo hace el nimero de workflows a ejecutar, no obstante se puede observar que este
aumento no es muy significativo, dado que a pesar de tener un solo nodo worker el tiempo medio
de ejecucion por workflow teniendo 50 workflows en ejecucion simultanea es de menos de 2
segundos. Si a esto afadimos el dato de que la solucion estd pensada para escalar de forma lateral
este resultado es muy bueno.

Dado que en la documentacion de la herramienta no aparece de forma explicita el escalado
horizontal mediante el uso de varios workers, era necesario comprobar esta propiedad por lo que se
ha realizado la siguiente prueba: Para un nimero N de workflows a ejecutar, se ha medido el
tiempo absoluto de ejecucion variando en cada prueba el nuimero W de nodos workers. Los
resultados obtenidos son los siguientes:
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Prueba de escalado SOAR con 100 peticiones
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Figura G.1.2.2 Prueba de escalado SOAR

Como se comprobo durante las primeras fases de analisis ¢ implementacion de la herramienta, esta
cuenta con la propiedad de escalado horizontal siendo la diferencia entre emplear un solo nodo
worker y dos nodos muy significativa, ya que casi se divide el tiempo total de ejecucion a la mitad,
si seguimos aumentando la cantidad de nodos se siguen obteniendo ganancias en rendimiento pero
no son tan significativas como esta primera.
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G.1.3 EDR

Un factor importante en un EDR que se encarga de monitorizar/defender unos endpoints es
conocer como aumenta la cantidad de recursos empleados por el servidor en comparaciéon a como
aumenta el numero de endpoints que cuentan con el agente instalado. Para medir esto se emplearon
las siguientes métricas: El porcentaje de RAM empleado por el servidor y el la carga media de
trabajo de los ultimos 5 minutos, es decir para obtener unas medidas estables una vez instalado un
nuevo agente se debia esperar 5 minutos para poder apreciar los cambios en dicha carga media.

Prueba de carga EDR
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Figura G.1.3.1 Prueba de carga EDR

Como cabia esperar el servidor mantiene la cantidad de recursos empleados de forma estable a
pesar del aumento de endpoints monitorizados, asimismo cabe destacar que el servidor se
encuentra clusterizado como se ha explicado anteriormente por lo que la carga de trabajo se reparte
entre todos los nodos por igual.
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(5.2 Pruebas funcionamiento CDUs
G.2.1 Analisis de phishing

Se han probado todos los casos contemplados: Recibir un correo desde una IP maliciosa, recibir un
correo cuyo contenido tiene enlaces maliciosos, recibir un correo que trae consigo ficheros
adjuntos sospechosos, recibir un correo no malicioso.

G.2.2 Fuerza bruta a SSH

Se ha probado a atacar los siguientes tipos de cuenta: usuario estandar como admin/root, usuario
que sigue la denominacién nominal pero no se encuentra en el AD, usuario que sigue la
denominacion nominal y si existe en el AD. Asimismo también se han probado accesos normales
de un usuario que si existe en el AD.

(G.2.3 Accesos a webs con URLs maliciosas conocidas
Se han realizado pruebas de acceso a webs seguras conocidas como google.es y a webs con mala
reputacion tales como thepiratebay.org .

G.2.4 Ataque DDOS
Se ha simulado un ataque DDOS mediante la bajada del Threshold, sobre la cantidad de trafico de

red, que determina cuando se esta sufriendo este tipo de ataque.

G.2.5 Data Leaks mediante USB + Ataque Rubber Ducky

Se ha probado a emplear: un dispositivo USB permitido, un dispositivo USB no autorizado y un
USB no autorizado seguido de la ejecucion de muchos comandos en un corto intervalo de tiempo.

G.2.6 Ataque SQL Injection

Se ha empleado un servidor web propio como entorno de pruebas, sobre este se ha ejecutado una
SQL Injection de forma manual, asi como de forma automatica con la herramienta sqlmap.
También se ha probado el uso normal de dicho servidor web.

G.2.7 Accesos a lared TOR

Para comprobar la deteccion y corte instantaneo de accesos a la red TOR, se han realizado
conexiones a esta red de dos formas distintas, la primera de ellas mediante un navegador web
normal preparado para acceder a esta red, concretamente Brave, la segunda forma ha sido emplear
el propio navegador TOR.

(G.2.8 Anélisis y deteccion de anomalias en red

Dada la naturaleza especial de este CDU, primero se ha realizado una etapa de aprendizaje de la
red y posteriormente para simular un ataque de intrusion no autorizada en la red se ha lanzado una
MYV con una IP autoasignada, que no existia en la fase de aprendizaje.

G.3 CDUs Manuales

G.3.1 Rescue-Terminal

Se han probado todos los casos contemplados por el script Python de la bindShell es decir lanzar
esta y acceder correctamente, lanzarla e introducir una contrasefia errénea y por ultimo lanzar la
terminal y no acceder en el tiempo limite de 5 minutos.

(G.3.2 Cuarentena completa Hosts comprometidos
Se ha creado una MV la cual ha sido puesta en cuarentena completa, en esta se han hecho pruebas
de conectividad de red, tanto antes como después de aplicar la cuarentena.
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