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Abstract
Purpose: This study addressed the utilisation of machine learning techniques to 
estimate tear osmolarity, a clinically significant yet challenging parameter to meas-
ure accurately. Elevated tear osmolarity has been observed in contact lens wearers 
and is associated with contact lens- induced dry eye, a common cause of discom-
fort leading to discontinuation of lens wear.
Methods: The study explored machine learning, regression and classification 
techniques to predict tear osmolarity using routine clinical parameters. The data 
set consisted of 175 participants, primarily healthy subjects eligible for soft contact 
lens wear. Various clinical assessments were performed, including symptom as-
sessment with the Ocular Surface Disease Index and 5- Item Dry Eye Questionnaire 
(DEQ- 5), tear meniscus height (TMH), tear osmolarity, non- invasive keratometric 
tear film break- up time (NIKBUT), ocular redness, corneal and conjunctival fluores-
cein staining and Meibomian glands loss.
Results: The results revealed that simple linear regression was insufficient for ac-
curate osmolarity prediction. Instead, more advanced regression models achieved 
a moderate level of predictive power, explaining approximately 32% of the os-
molarity variability. Notably, key predictors for osmolarity included NIKBUT, TMH, 
ocular redness, Meibomian gland coverage and the DEQ- 5 questionnaire. In clas-
sification tasks, distinguishing between low (<299 mOsmol/L), medium (300–307 
mOsmol/L) and high osmolarity (>308 mOsmol/L) levels yielded an accuracy of 
approximately 80%. Key parameters for classification were similar to those in re-
gression models, emphasising the importance of NIKBUT, TMH, ocular redness, 
Meibomian glands coverage and the DEQ- 5 questionnaire.
Conclusions: This study highlights the potential benefits of integrating machine 
learning into contact lens research and practice. It suggests the clinical utility of as-
sessing Meibomian glands and NIKBUT in contact lens fitting and follow- up visits. 
Machine learning models can optimise contact lens prescriptions and aid in early 
detection of conditions like dry eye, ultimately enhancing ocular health and the 
contact lens wearing experience.
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INTRO DUC TIO N

Machine learning methods have seen widespread adop-
tion in various domains, including ophthalmology,1 and 
yet their application in soft contact lens research remains 
underutilised. This study addresses the application of 
machine learning techniques in estimating a clinically im-
portant, however costly, and challenging- to- measure pa-
rameter, namely tear osmolarity.

Tear osmolarity, which quantifies the concentration of 
osmotically active particles in tears, is typically defined as 
the number of osmoles per litre of solution (mOsm/L). In 
tears, it is predominantly influenced by the electrolytes 
found in their aqueous component, with proteins and 
sugars playing a comparatively lesser role.2 Tear osmolar-
ity is a valuable clinical metric that provides insight into 
tear production, evaporation, drainage and absorption.3 
Several studies have suggested that tear osmolarity serves 
as the most effective solitary diagnostic test for dry eye 
disease (DED), and serves as an objective numerical gauge 
for diagnosing, grading the severity of and managing this 
condition.4,5 Therefore, it is included in the definition of 
the disease, and is a part of the recommended diagnostic 
protocol.6,7

As many as 150 million contact lens users worldwide re-
port symptoms of ocular discomfort to be the main reason 
for contact lens discontinuation.8,9 While some subjects 
suffer from contact lens discomfort that subsides after 
lens removal, contact lens- induced DED does not always 
resolve after cessation of contact lens use. It has been 
suggested that elevated tear osmolarity is a key feature in 
contact lens- induced DED.10,11 This makes tear hyperosmo-
larity a critical factor in the development of DED in individ-
uals—both contact lens wearers and non- wearers.12

Consequently, effectively managing tear osmolarity 
becomes essential for ensuring the proper fit of contact 
lenses. Tear hyperosmolarity has been observed in individ-
uals who wear both soft and rigid contact lenses, whether 
on a daily or extended- wear basis.13 Research indicates that 
the increase in tear osmolarity during contact lens wear 
can be attributed to several factors, including environmen-
tal conditions, tear film properties, contact lens materials 
and specifications, as well as the wearing schedule.14–16 In a 
previous study, it was demonstrated that contact lens users 
with higher initial tear osmolarity rates may benefit from 
switching to daily disposable contact lenses, resulting in 
reduced contact lens discontinuation rates.17 The identifi-
cation of such individuals in need of special attention is of 
clinical importance.

Despite all the above- mentioned benefits of including 
tear osmolarity in the clinical protocol, its utility is ham-
pered by the cost and complexity associated with even 
the simplest point of care devices such as the Tear Lab 
Osmolarity system (tearl ab. com). While the accuracy of tear 
osmolarity measurements performed with this device re-
mains consistent across all osmolarity ranges, in vivo mea-
surements displayed poor repeatability, which puts doubt 

on the diagnosis when only one sample is taken from each 
eye.18 This requires the use of more than one lab- on- chip 
for sampling, making it more costly and time consuming. 
As a result, the widespread assessment of osmolarity re-
mains limited in routine clinical practice, especially in the 
assessment of contact lens fit, and is mostly confined to the 
research setting.13

This study aimed to explore various techniques for pre-
dicting osmolarity using some routine clinical parameters 
that could be assessed using standard clinical tools for con-
tact lens fit and ocular surface assessment.

M ETHO DS

Subjects and data collection

This study was performed on a population of healthy sub-
jects who were considered likely to be successful contact 
lens wearers. The study pool comprised individuals at least 
18 years of age who were either habitual contact lens wear-
ers fitted with contact lenses by the (IKG) of this study or 
who had expressed an interest in wearing contact lenses. 
Participants had the opportunity to enrol through an on-
line registration form. A total of 175 participants (175 eyes) 
were included in this study. Some of the data were retro-
spectively collected from baseline measurements from 
a previous study of tear osmolarity in contact lens wear-
ers.17 The study adhered to the tenets of the Declaration 
of Helsinki and was approved by the University's ethical 
board. Written informed consent was obtained from all 
participants. Participants were adults (133 females, 42 
males) between 20 and 77 years old (mean: 31 ± 13 years 
old). Exclusion criteria included the absence of severe dry 
eye, significant inflammation or substantial impairment 
of tear flow, as well as the absence of any systemic condi-
tions that were recognised for their potential to negatively 
affect the ocular surface and therefore impact soft con-
tact lens wear. Some subjects were contact lens wearers 

Key points

• Machine learning models can provide a non- 
invasive and inexpensive tool to optimise con-
tact lens prescriptions and aid in early detection 
of conditions like dry eye disease.

• This study demonstrated the limitations of sim-
ple linear regression for osmolarity prediction 
and underscores the need for advanced ma-
chine learning models in clinical settings.

• This study highlights the importance of assess-
ing tear film stability and Meibomian gland mor-
phology for precise tear osmolarity prediction 
and improved contact lens fitting.
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before commencing the study and were asked to refrain 
from wearing contact lenses at least 3 days prior to their 
participation. As shown in a previous investigation, a 3- 
day break should be sufficient to stabilise the tear film be-
fore commencing the study.17

Study protocol

The study protocol included qualifying subjects for contact 
lens wear. Measurements were performed from the least to 
the most invasive.19 Firstly, after a medical history check, 
the Ocular Surface Disease Index (OSDI) and 5- Item Dry Eye 
Questionnaire (DEQ- 5) were administered to assess ocu-
lar surface and DED symptoms. Both questionnaires were 
administered in the subjects' native language.20 While the 
OSDI is more focused on symptoms of any ocular surface 
disease, the DEQ- 5 was used to rule- out symptoms specific 
for DED. Measurements described below were performed 
by the same practitioner under consistent conditions (in 
the same laboratory with controlled temperature and rela-
tive humidity). For osmolarity measurements, the same 
diagnostic pen was used each time and care was taken to 
sample tears from the same area of the tear meniscus.

Ocular symptom assessment was followed by measure-
ment of the tear meniscus height (TMH) with the Oculus 
Keratograph 5M (K5M; Oculus Optikgeräte GmbH, oculus.
de).21 Secondly, tear osmolarity was measured using an 
in  vitro diagnostic device (TearLab™ Osmolarity System, 
tearl ab. com). This osmometer is a disposable ‘lab- on- a- 
chip’ system, which requires less than 50 nanolitres of tear 
fluid to be sampled for analysis.22 A desktop instrument 
transforms the electrical signals produced by the labora-
tory card into a numerical measurement and presents the 
result on a screen. After calibration of the instrument at 
the beginning of each session, tears were collected by the 
same trained investigator with a single- use test card di-
rectly from the lower temporal part of the tear meniscus. 
The device immediately displays the osmolarity value in 
mOsm/L after docking the probe with a chip in the de-
vice. The values were documented. This process involved 
two to three measurements for each eye, and the average 
value was recorded. If the two measurements were not 
consistent (differed more than 10 mOsm/L), a third mea-
surement was performed and the most outlying value 
was omitted.

Subsequently, the non- invasive Keratograph break- up 
time (NIKBUT) was assessed with the K5M.23,24 This device 
measures tear film break- up based on the quality of the 
images of Placido disks reflected from the surface of the 
tear film. As described in a previous study,25 two readings 
were taken at the end of each NIKBUT assessment; the First 
NIKBUT, which was the time taken from a blink to the first 
appearance of substantial deformation of the reflected 
image that indicates tear film break- up, and the Mean 
NIKBUT, which was the average time taken from the blink 
to the ring deformations in all regions monitored over the 

duration of the recording. Each recording lasted a maxi-
mum of 24 s.

Afterwards, ocular limbal and bulbar redness was 
scored using a K5M function called R- Scan. The temporal 
and nasal values of limbal redness and the temporal and 
nasal values of bulbar redness were averaged. The K5M 
used bright visible white light to score ocular redness, 
which results in some subjects reporting light sensitivity 
and tearing. Therefore, this procedure was performed after 
NIKBUT estimation, so as not to influence the tear film.

Further, slit- lamp fluorescein staining scoring with the 
Efron scale was performed (Righton RS1000, right on-  oph. 
com) with a cobalt blue filter and Wratten 12 yellow filter 
after one drop of 0.9% saline solution was used to moisten 
a 1 mg fluorescein sodium ophthalmic sterile strip (BioGlo; 
HUB Pharmaceuticals Inc, hubrx. com) and administered to 
the lower conjunctival sac.26

Lastly, the Meibomian glands were visualised in infra-
red light with the Meibo- Scan K5M tool.27,28 Default set-
tings were used with 0.5× magnification. Images of both 
the lower and upper everted eyelids were acquired and 
saved for further processing. ImageJ (US National Institutes 
of Health, imagej. nih. gov) was used to perform the image 
processing. The Polygon selection tool was used to mark 
and calculate the surface area of two regions: the area 
of the eyelid where Meibomian glands were not present 
(drop- out area) and the area of the whole exposed eyelid. 
The Meibomian Upper and Lower Lid Percentages were 
calculated as the percentage of the drop out area com-
pared with the whole exposed surface of the everted eye-
lid (upper and lower eyelid, respectively).

Data pre- processing and machine learning regression 
and classification algorithms were implemented in Python 
(Python Software Foundation, python. org) and were based 
on the scikit- learn data science library (sciki t-  learn. org).

Variable selection for osmolarity prediction

Based on the protocol described above, a set of 11 input 
parameters was used to predict osmolarity. These inde-
pendent variables, serving as predictors for the depend-
ent variable (osmolarity), included first NIKBUT, mean 
NIKBUT, TMH, bulbar ocular redness, limbal ocular redness, 
fluorescein corneal staining, fluorescein conjunctival stain-
ing, Meibomian upper lid percentage, Meibomian lower 
lid percentage, OSDI and DEQ- 5 score. To gain insights 
into potential interrelationships between these variables, 
their pairwise linear correlations were evaluated using the 
Pearson coefficient (r), which ranges from −1 to +1. These 
correlations were visualised in a correlation heat map, a 
graphical tool that presents the relationships between 
multiple variables as a colour- coded matrix.

Variable selection in the training of regression and classi-
fication models is a crucial step in determining which inde-
pendent variables are included in the model. While some 
algorithms automatically choose the best combination of 
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variables, others provide the operator with more flexibil-
ity. In such cases, the selection process can follow two pri-
mary approaches: forward selection, where variables are 
added one by one, starting with none and including the 
most relevant at each step, and backward selection, where 
all variables initially serve as candidates, and the least im-
portant ones are iteratively eliminated. Both methods were 
employed when applicable.

Data pre- processing

Data pre- processing is essential before testing any regres-
sion or classification machine learning model because it 
helps ensure that the input data is clean, consistent and 
appropriately formatted, improving the model's perfor-
mance, reducing the risk of overfitting and enhancing the 
interpretability of the results.1 Data pre- processing con-
sisted of four steps described below.

1. Imputation: This statistical technique is used in data 
analysis and pre- processing to fill in missing or incom-
plete data with estimated values. Imputation is an es-
sential step in data pre- processing, as missing data can 
lead to biased or inaccurate results in machine learning 
models if not handled properly. K- nearest neighbours 
(KNN), with k = 5, was chosen as the imputation tech-
nique in variables with missing values. KNN is often 
better than linear correlation for imputation because it 
considers a broader range of similar data points, making 
it more robust for handling complex relationships and 
non- linear patterns in the data.

2. Outlier detection: Outlier detection helps identify data 
points that deviate significantly from the norm, which 
can profoundly impact model accuracy and the valid-
ity of the insights drawn from the data. The interquar-
tile range (IQR) outlier detection method was applied. It 
involves calculating the range between the first quartile 
(25th percentile) and the third quartile (75th percentile) 
of a data set. Data points that fall below the first quar-
tile minus 1.5 times the IQR or above the third quartile 
plus 1.5 times the IQR are considered as potential outliers 
and often flagged for further investigation or treatment 
in data analysis. The IQR method was chosen for its sim-
plicity and robustness. IQR is robust to the presence of 
extreme outliers because it is based on the quartiles of 
the data rather than the mean and standard deviation, 
which can be heavily influenced by outliers. From the 
175 available instances, 164 remained after outlier deple-
tion (i.e., 6.3% of the whole data set, which was consid-
ered acceptable).

3. Data scaling: Data scaling is important in pre- processing 
because it ensures that variables with different scales 
do not unduly influence machine learning algorithms, 
enabling fair comparisons between features and pre-
venting certain algorithms from being dominated 
by the magnitude of the data. It also helps improve 

convergence and performance in several machine- 
learning models. Z- score standardisation, also known 
as standard score transformation, was chosen. This is 
a data scaling technique that involves transforming 
data into a standardised scale with a mean of zero and 
a standard deviation of one by subtracting the mean 
and dividing by the standard deviation of the data. 
Advantages of Z- score standardisation over other data 
scaling methods include making data interpretable in 
terms of standard deviations from the mean, allowing 
for easy comparison of variables with different units 
and scales and reducing the sensitivity of models to 
outliers as extreme values are brought within a similar 
range.

4. Dividing the data set in training and validation: The 
test set (validation) is a distinct portion of the data set 
that remains unused during the training phase. Instead, 
it comes into play after the model has been trained to 
assess its performance and its ability to generalise new 
data. The test set offers a realistic evaluation of the mod-
el's accuracy and effectiveness in real- world scenarios. It 
is crucial for the test set to be as independent as possible 
from the training set to avoid overfitting. The process of 
data splitting was executed randomly to prevent biases 
in both the training and test sets. For regression models, 
allocating 80% of the data for training and the remain-
ing 20% for validation is common. In the case of classi-
fication models, a split of 75% for training and 25% for 
validation is often chosen. These were the chosen pro-
portions in this work. The variation in data proportion 
is based on the specific characteristics of each problem 
type. In regression, the output is a continuous numeri-
cal value, necessitating the model to learn more intricate 
relationships for precise predictions. Conversely, in clas-
sification, the task involves assigning discrete labels or 
categories, allowing models to learn more swiftly, as the 
relationships between classes are typically more distinct 
and less subtle in most cases. Consequently, in classifica-
tion problems, allocating a relatively smaller portion of 
data for training is feasible while still achieving satisfac-
tory results. However, in regression problems, having a 
larger volume of training data is essential for the model 
to capture adequately the intricacies of the continuous 
values it aims to predict.

Machine learning regression algorithms

Four supervised regression algorithms were imple-
mented and tested: (1) multiple linear regression, (2) pol-
ynomial regression, (3) support vector regression (SVR) 
and (4) random forest regression. Within a given regres-
sion algorithm, certain setting variations were allowed. In 
this work, different settings were tested, resulting in the 
selection of algorithms due to their higher performance. 
Specifically, a second- order polynomial regression and 
SVR using a polynomial kernel with a power of three was 
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implemented. The coefficient of determination (R2) was 
used to assess the performance of different regression 
models. R2 ranges from 0 to 1 and represents the propor-
tion of variance in the dependent variable (osmolarity) 
explained by the independent variables in a regression 
model, where 0 indicates no explanatory power and 1 in-
dicates a perfect fit.

Machine learning classification algorithms

Six supervised classification algorithms were implemented 
and tested: (1) Logistic regression, (2) KNN, (3) Support vec-
tor machine (SVM), (4) Naïve Bayes, (5) Decision tree and 
(6) Random forests. Similar to regression algorithms, some 
classification algorithms (such as KNN and SVM) offer 
certain degrees of flexibility. The best performance was 
achieved using KNN with seven neighbours and SVM with 
a radial kernel (rbf). The confusion matrix for the training 
data set was calculated to evaluate the performance of 
different classification models. The confusion matrix pro-
vides information on true positives, true negatives, false 
positives and false negatives. With these values, accuracy, 
precision, sensitivity and specificity were computed.

The DED status in an individual in terms of tear osmo-
larity was measured against values derived from pop-
ulation norms, generated from subjects of both sexes 
representing a wide age range. Average tear osmolar-
ity in healthy adults is around 302 ± 9.7 mOsm/L.7,29,30 
Jacobi et al. using the TearLab osmometer reported val-
ues around 301 mOsm/L, ranging from 298 to 304 mOs-
m/L.31,32 Since this study included mainly heathy 
subjects who qualified for soft contact lens wear clas-
sifications, the focus was on normal osmolarity values. 
Therefore, in classification algorithms, two cases were 
investigated. Case 1 consisted of a binary classification, 
that is, two groups: osmolarity <300 mOsmol/L (n = 94) 
and osmolarity >300 mOsmol/L (n = 70). Case 2 con-
sisted of a tripartite classification, that is, three groups, 
defined as low osmolarity (<299 mOsmol/L [n = 94]), me-
dium osmolarity (300–307 mOsmol/L [n = 80]) and high 
osmolarity (>308 mOsmol/L [n = 90]). The osmolarity of 
308 mOsm/L was considered to be the most sensitive 
threshold to distinguish normal from mild/moderate 
forms of DED.5 In tripartite classification, random noise 
was applied as a data augmentation technique in the 
medium and high osmolarity groups. Data augmenta-
tion techniques for numerical variables revolve around 
introducing controlled randomness or variability into 
the data to create additional training samples. Given 
the constraints of the data set, which comprised 164 in-
stances, expanding beyond this tripartite classification 
was carefully considered but ultimately not pursued. 
Introducing more classes in a data set of this size could 
significantly increase the risks of bias and noise, specif-
ically leading to overfitting, class imbalance and noise 
amplification.

R ESULTS

Pairwise linear correlations

As depicted in Figure  1, none of the 11 predictor vari-
ables exhibited a direct relationship with osmolarity 
(all p > 0.05). The strongest correlations were found be-
tween similar parameters, that is, first and mean NIKBUT 
(r = 0.91, p < 0.001), bulbar and limbal ocular redness 
(r = 0.32, p < 0.001), upper and lower Meibomian lid cov-
erage (r = 0.41, p < 0.001) and OSDI and DEQ- 5 question-
naires (r = 0.60, p < 0.001).

Machine learning regression algorithms

The most successful regression model, as shown in 
Table  1, achieved an R2 of 0.32 using multiple linear re-
gression. This suggests a moderate level of predictive 
power, indicating that approximately 32% of the variabil-
ity in osmolarity can be explained by the included vari-
ables in the model, namely NIKBUT, TMH, ocular limbal 
redness, Meibomian upper lid coverage and the DEQ- 5 
questionnaire.

Machine learning classification algorithms

In binary classification (Case 1), the highest accuracy 
achieved in distinguishing between osmolarity groups 
(<300 and >300 mOsmol/L) was 78% using decision trees, 
as presented in Table 2. Notably, this model employed the 
same input variables as the multiple regression model pre-
sented in Table 1; specifically: NIKBUT, TMH, ocular limbal 
redness, Meibomian upper lid coverage and the DEQ- 5 
questionnaire.

In tripartite classification (Case 2), the highest accuracy 
attained for distinguishing between low, medium or high 
osmolarity levels was 83%, employing random forests, 
as detailed in Table  3. The input variables for this model 
closely resembled those used in the binary classification al-
gorithm, with the primary distinction being the absence of 
TMH. Remarkably, the input variables for both binary and 
tripartite classification remained consistent across each re-
spective model.

D ISCUSSIO N

This study explored various techniques for predicting os-
molarity using routine clinical parameters. The findings 
indicate that simple linear regression is inadequate for 
accurate osmolarity prediction, as evident from Figure 1. 
Therefore, the task of predicting osmolarity necessi-
tates more advanced regression models. The regression 
models employed in the current analysis achieved a per-
formance of 32% (Table  1), while classification models 
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achieved an accuracy of approximately 80% (Tables  2 
and 3).

It is important to note that regression and classifica-
tion serve distinct objectives, contributing to differences 
in their complexity and performance. Regression seeks 

to predict the precise numerical value of osmolarity for 
an individual, while classification focuses on categoris-
ing individuals into groups, such as low or high osmo-
larity, without providing specific osmolarity values. 
Remarkably, despite variations in model objectives and 

F I G U R E  1  Correlation heat map pairwise linear correlations among the study variables evaluated using the Pearson coefficient (r). DEQ- 5, 5- item 
dry eye questionnaire; NIKBUT, non- invasive keratometric tear film break- up time; OSDI, ocular surface disease index; THM, tear meniscus height.

T A B L E  1  Top- performing regression models for osmolarity estimation, with the model's input variables denoted by (×).

Multiple lineal 
regression

Polynomial regression 
(second degree)

SVR (third- degree 
polynomial kernel)

Random 
forests

First NIKBUT × × × ×

Mean NIKNUT × × ×

TMH × ×

Ocular bulbar redness

Ocular limbal redness × ×

Corneal staining ×

Conjunctival staining ×

Meibomian upper lid % ×

Meibomian lower lid % × ×

OSDI

DEQ- 5 × ×

R2 0.32 0.28 0.23 0.24

Abbreviations: DEQ- 5, dry eye questionnaire; NIKBUT, non- invasive keratometric tear film break- up time; OSDI, ocular surface disease index; SVR, support vector 
regression; TMH, tear meniscus height.
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   | 7GARASZCZUK et al.

performance, the predictor variables consistently fea-
tured in all models (Tables  1–3). Notably, NIKBUT, TMH, 
limbal ocular redness, Meibomian upper lid percentage 
and the DEQ- 5 emerged as key parameters for osmolarity 
prediction. These key objective parameters were shown 
to be increased in severe DED.28 The adopted approach 
integrated both objective parameters and subjective as-
sessments, such as the OSDI and DEQ- 5 questionnaires, 
to encompass the full spectrum of clinically available 
tools. Intriguingly, the DEQ- 5 questionnaire proved to be 
a valuable parameter for osmolarity prediction, whereas 
the OSDI did not exhibit the same level of predictive util-
ity (Tables 1–3).

There is a case for using the Contact Lens Dry Eye 
Questionnaire- 8 (CLDEQ- 8) instead of the DEQ- 5, as the 
former better describes contact lens performance and 
contact lens- related dry eye, whose underlying causes and 
symptoms differ from the typical manifestations of DED. 
However, we need to consider that many of the subjects 
participating in this study (n = 100) were novice contact 
lens users with no prior experience of contact lens use. 
Therefore, they could not (even retrospectively) complete 
this questionnaire. The CLDEQ- 8 could be administered 
during a follow- up visit, which while being very import-
ant in contact lens fitting, was not the part of this study. 
Additionally, the universal protocol applied here may be 
performed as a part of general clinical practice, not only for 
contact lens fitting.

In this study, the primary aim was to demonstrate 
the potential benefits of integrating machine learning 
methodologies into contact lens research. Consequently, 
the participant pool was limited to healthy subjects, as 

individuals with severe dry eye symptoms often face chal-
lenges in wearing regular soft contact lenses. This inher-
ent limitation added complexity to the prediction task.

In scenarios involving individuals with ocular health 
issues, it was anticipated that alterations in the overall 
parameter profiles would facilitate both regression and 
classification predictions. Future iterations of this research 
would benefit from including dry eye patients, potentially 
leading to improved predictive model performance. Given 
that many ocular surface parameters measured in this 
study were pertinent to multifocal contact lens fitting and 
exhibit correlations with age,27 care was taken to include 
subjects across a wide age range.

In addressing the choice of analytical tools used in this 
study, it is important to note why regression and classifi-
cation models were preferred over deep neural network- 
based solutions, which are increasingly popular in medical 
data classification.1 Deep learning techniques are particu-
larly adept at extracting features directly from image data, 
a capability that was not required for this research which 
focused on quantified clinical parameters. A key objective 
of this study was not only to predict tear osmolarity but 
also to understand the relative significance of various clini-
cal parameters in these predictions. Deep learning models, 
despite their powerful predictive abilities, often lack trans-
parency in their decision- making processes, functioning as 
‘black boxes’. This characteristic of deep learning models 
poses a challenge in medical research where interpretabil-
ity is crucial. This approach enabled us to maintain a clear 
insight into the influence of individual clinical parameters 
on osmolarity levels, an aspect deemed essential for the 
objectives of this study. However, it would be interesting 

T A B L E  2  Performance of classification algorithms in binary classification, specifically in distinguishing between osmolarity groups (<300 and 
>300 mOsmol/L), with the model's input variables marked by (×).

Logistic 
regression

KNN  
(k = 7)

SVM  
(rbf kernel)

Naïve  
Bayes

Decision  
trees

Random 
forests

First NIKBUT × × × × ×

Mean NIKNUT × × × ×

TMH × ×

Ocular bulbar redness × ×

Ocular limbal redness × ×

Corneal staining

Conjunctival staining × ×

Meibomian upper lid % × × × × ×

Meibomian lower lid % × × ×

OSDI

DEQ- 5 × × × × ×

Sensitivity 58% 68% 53% 53% 89% 53%

Specificity 82% 82% 91% 82% 68% 95%

Accuracy 71% 76% 73% 68% 78% 76%

Precision 73% 76% 83% 71% 71% 91%

Abbreviations: DEQ- 5, dry eye questionnaire; KNN, K- nearest neighbours; NIKBUT, non- invasive keratometric tear film break- up time; OSDI, ocular surface disease index; 
SVM, support vector machine; TMH, tear meniscus height.
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for future work to explore the potential of deep learning, 
particularly in the analysis of image data, which could un-
cover new dimensions in the diagnosis and understanding 
of tear film- related conditions.33

The results obtained here support the clinical assess-
ment of Meibomian glands with non- contact infrared 
Meibography in contact lens fitting. The principal source 
of dry eye and discomfort in contact lens wearers is not 
well identified. However, research suggests that the prob-
lem is multifactorial, with a strong link towards physio-
logical changes occurring in the eyelids and particularly 
the Meibomian glands. Alterations to Meibomian gland 
morphology and function accompany contact lens wear, 
especially during the first 2 years of use.34,35 Even though 
more prolonged exposure beyond this point does not ap-
pear to be associated with further shortening of Meibomian 
glands,36 one must consider that these changes most prob-
ably do not resolve over time after the cessation of contact 
lens wear.35 Moreover, Meibomian gland disfunction seems 
to be the most prominent cause of evaporative DED.37

One could argue that non- contact infrared meibography 
(NIM), as used in this study, also requires a sophisticated and 
costly device and is not part of most routine examinations. 
However, many studies show advantages of NIM over stan-
dard lid margin assessment; this method has proven useful 
in diagnosing non- obvious cases of Meibomian gland dys-
function,38 could be used to diagnose subtle changes in 
Meibomian gland morphology in subjects with DED and 
contact lens wearers34,39,40 and enables a more objective 
approach36,41 compared with the routinely used methods 
of lid margin assessment. Additionally, devices with a NIM 
option are multitools, enabling extensive clinical evaluation 
of those parameters that appeared to be key in osmolarity 
predictions. Alternatively, they may come as hardware at-
tachments to slit- lamp biomicroscopes that are several times 
less expensive than osmometers. These devices are used 
worldwide by practitioners and do not require single- use 
cartridges and calibration solutions that add to the total cost.

This study also suggests including NIKBUT in contact 
lens assessment. In a previous study, we showed that it 

T A B L E  3  Performance of classification algorithms in tripartite classification, specifically in distinguishing between low (<299 mOsmol/L), medium 
(300–307 mOsmol/L) and high osmolarity (>308 mOsmol/L), with the model's input variables marked by (×).

Logistic 
regression

KNN  
(k = 7)

SVM  
(rbf kernel)

Naïve  
Bayes

Decision 
trees

Random 
forests

First NIKBUT × × × × ×

Mean NIKNUT × × × ×

TMH × ×

Ocular bulbar redness × ×

Ocular limbal redness × ×

Corneal staining

Conjunctival staining × ×

Meibomian upper lid % × × × × ×

Meibomian lower lid % × × ×

OSDI

DEQ- 5 × × × × ×

Sensitivity

Low osm. 60% 60% 65% 75% 40% 80%

Medium osm. 21% 47% 32% 26% 79% 79%

High osm. 30% 56% 59% 7% 89% 89%

Specificity

Low osm. 38% 60% 58% 21% 91% 89%

Medium osm. 57% 73% 78% 52% 78% 98%

High osm. 70% 84% 73% 95% 79% 86%

Accuracy

Low osm. 38% 43% 45% 36% 67% 76%

Medium osm. 21% 47% 43% 24% 63% 94%

High osm. 53% 79% 70% 67% 80% 83%

Precision

Overall 36% 55% 53% 33% 71% 83%

Abbreviations: DEQ- 5, dry eye questionnaire; KNN, K- nearest neighbours; NIKBUT, non- invasive keratometric tear film break- up time; OSDI, ocular surface disease index; 
osm., osmolarity; SVM, support vector machine; TMH, tear meniscus height.
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may be clinically beneficial to include NIKBUT assessment 
in contact lens fitting and in the follow- up visits to increase 
the rate of successful fits.25 NIKBUT can be now assessed 
non- invasively without the use of fluorescein with many 
devices used in standard clinical settings. These devices 
can be used as multitools for both tear film assessment and 
corneal topography. Traditional objective tests to quantify 
tear film break- up time with the use of fluorescein are lim-
ited by their invasiveness, low repeatability and reproduc-
ibility; therefore, non- invasive, objective and automatic 
tests are recommended.

This research presents valuable clinical utility in the con-
text of contact lens applications. By employing machine 
learning methods to estimate osmolarity accurately, it ad-
vances contact lens research and practice. Clinicians can 
leverage these models to optimise contact lens prescrip-
tions, ensuring improved comfort and visual outcomes 
for wearers. Additionally, the research provides potential 
methods to detect early signs of dry eye among contact 
lens users, enabling proactive management and protocol 
design, enhancing overall ocular health and the contact 
lens wearing experience.
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