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Abstract
Let 𝑋 and 𝑌 be complex Banach spaces with 𝐵𝑋 denoting the open unit ball
of 𝑋. This paper studies various aspects of the holomorphic Lipschitz space
𝐿0(𝐵𝑋, 𝑌), endowed with the Lipschitz norm. This space consists of the func-
tions in the intersection of the sets Lip0(𝐵𝑋, 𝑌) of Lipschitz mappings and
∞(𝐵𝑋, 𝑌) of bounded holomorphic mappings, from 𝐵𝑋 to 𝑌. Thanks to the
Dixmier–Ng theorem,𝐿0(𝐵𝑋, ℂ) is indeed a dual space, whose predual 0(𝐵𝑋)

shares linearization properties with both the Lipschitz-free space and Dineen–
Mujica predual of∞(𝐵𝑋). We explore the similarities and differences between
these spaces, and combine techniques to study the properties of the space of
holomorphic Lipschitz functions. In particular, we get that 0(𝐵𝑋) contains a
1-complemented subspace isometric to𝑋 and that 0(𝑋) has the (metric) approx-
imation property whenever 𝑋 has it. We also analyze when 0(𝐵𝑋) is a subspace
of 0(𝐵𝑌), and we obtain an analog of Godefroy’s characterization of functionals
with a unique norm preserving extension in the holomorphic Lipschitz context.
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1 INTRODUCTION

Linearizing nonlinear functions is a typical procedure in infinite-dimensional analysis. Originating nearly 70 years ago
with Grothendieck [32] (and his research about linearization of bilinear mappings through the projective tensor product),
the practice of identifying spaces of continuous nonlinear functions with spaces of continuous linear mappings defined
on Banach spaces has proved to be a useful technique. Accordingly, the study of geometric and topological properties of
these linearizations has increasingly attracted interest.
Lipschitz functions (defined on pointed metric spaces) and holomorphic bounded functions (defined on the open unit

ball of a Banach space) are really different both as sets and as function spaces. However, when looking at their linearization
processes several similarities emerge. The purpose of this paper is to study, in light of these resemblances, the new set of
functions consisting of the intersection of the previous sets. Lipschitz holomorphic functions defined on the open unit ball
of a Banach space taking the value 0 at 0 will be our focus of attention. In the exploration of this set, we take advantage of
a result of Ng [41] concerning the existence of preduals and all the background about related linearization processes.
We beginwith a brief review of important terms and concepts. General references for Lipschitz functions include [31, 46]

and a standard reference for holomorphic functions on finite- or infinite-dimensional domains is [40]. The linearization
process for bounded holomorphic functionswas originally developed in [38]. A review of linearization procedures both for
Lipschitz functions and for bounded holomorphic functions appeared in the recent survey [27], while a general approach
to linearizing nonlinear sets of functions was settled in [18].
For a metric space (𝑀, 𝑑) and a Banach space 𝑌, let Lip(𝑀,𝑌) be the vector space of all 𝑓 ∶ 𝑀 → 𝑌 such that‖𝑓(𝑥1) − 𝑓(𝑥2)‖ ≤ 𝐶𝑑(𝑥1, 𝑥2) for some 𝐶 > 0 and for all 𝑥1 ≠ 𝑥2 ∈ 𝑀. The smallest 𝐶 in the above definition is the Lips-

chitz constant of 𝑓, 𝐿(𝑓). Let 0 ∈ 𝑀 denote an arbitrary fixed point. In order to get a normed space, we will be particularly
interested in the subspace Lip0(𝑀,𝑌) consisting of those 𝑓 ∈ Lip(𝑀,𝑌) such that 𝑓(0) = 0. In this way, 𝐿(𝑓) = 0 if and
only if 𝑓 = 0, and so ‖⋅‖ = 𝐿(⋅) defines a norm on Lip0(𝑀,𝑌).
For complex Banach spaces 𝑋 and 𝑌 and open set 𝑈 ⊂ 𝑋, denote by∞(𝑈,𝑌) the vector space of all 𝑓 ∶ 𝑈 → 𝑌 such

that 𝑓 is holomorphic (i.e., complex Fréchet differentiable) and bounded on 𝑈, endowed with the supremum norm. In
both the Lipschitz and∞ situations, if the range 𝑌 = 𝕂, then the notation is shortened to Lip0(𝑀) and∞(𝑈).
It is known that Lip0(𝑀) and ∞(𝑈) are dual spaces and that in some special situations, the predual is unique. The

construction of a (or, in some cases, the) predual follows the same lines for both the Lipschitz and∞ situations: calling
𝑋 one of Lip0 or ∞, we consider those functionals 𝜑 ∈ 𝑋∗ such that 𝜑|𝐵𝑋

is continuous when 𝐵𝑋 is endowed with the
compact-open topology. Among such functionals are the evaluations𝑓 ⇝ 𝛿(𝑥)(𝑓) ≡ 𝑓(𝑥)where 𝑥 ranges over the domain
of 𝑓 ∈ 𝑋. In the case of Lip0(𝑀), the closed span of the set of such 𝜑 will be denoted as (𝑀), while the analogous closed
span for∞(𝑈) is∞(𝑈). Each of these is a Banach space, being a closed subspace ofLip0(𝑀)∗, and∞(𝑈)∗, respectively.
Using a standard technique developed by Ng [41], it follows that (𝑀)∗ ≡ Lip0(𝑀) and ∞(𝑈)∗ ≡ ∞(𝑈).
Among the most important common features of Lip0 and ∞ is linearization. In each of the two cases below, 𝛿 is the

evaluation inclusion taking 𝑥 ⇝ 𝛿(𝑥). Also, for 𝑓 in either Lip0(𝑀,𝑌) or ∞(𝑈,𝑌), 𝑇𝑓 is the unique linear mapping
making the diagram commute. Moreover, ‖𝑓‖ = ‖𝑇𝑓‖.

1.1 Notation

𝑋,𝑌 will stand for complex Banach spaces. We denote by 𝐵𝑋 (respectively 𝑆𝑋) its open unit ball (respectively unit sphere).(𝑋, 𝑌) denotes the space of continuous linear maps from 𝑋 to 𝑌, and 𝑋∗ = (𝑋,ℂ). (𝑚𝑋, 𝑌) stands for the space of
continuous𝑚-homogeneous polynomials, that is, those 𝑃 ∶ 𝑋 → 𝑌 so that there exists a continuous𝑚-linear symmetric
map �𝑃 ∶ 𝑋 × ⋯ × 𝑋 → 𝑌 with 𝑃(𝑥) = �𝑃(𝑥, … , 𝑥). We also write (𝑚𝑋) = (𝑚𝑋,ℂ). We say that 𝑃 ∈ (𝑚𝑋, 𝑌) is of
finite type if 𝑃(𝑥) =

∑𝑛

𝑗=1
[𝑥∗

𝑗
(𝑥)]𝑚𝑦𝑗 for certain 𝑥∗

𝑗
∈ 𝑋∗ and 𝑦𝑗 ∈ 𝑌. 𝑓(

𝑚𝑋,𝑌) stands for the space of finite type
𝑚-homogeneous polynomials. Moreover, we set (𝑋, 𝑌) (resp. 𝑓(𝑋, 𝑌)) to be the space of finite sums of continuous
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ARON et al. 3

homogeneous polynomials (resp. homogeneous polynomials of finite type) from 𝑋 to 𝑌. Also, 𝔻(𝑧, 𝑟) (resp. 𝐶(𝑧, 𝑟))
denotes the open disc (resp. the circumference) in ℂ centered at 𝑧 with radius 𝑟, in particular 𝔻 = 𝔻(0, 1).
Recall that𝑋 is said to have the bounded approximation property (BAP) if there is 𝜆 > 0 such that the identity 𝐼 ∶ 𝑋 → 𝑋

can be approximated by finite-rank operators in 𝜆𝐵(𝑋,𝑋) uniformly on compact sets (equivalently, pointwise). If 𝜆 = 1,
then 𝑋 is said to have the metric approximation property (MAP). If 𝑋 has 𝜆-BAP and 𝑌 is 𝜆′-complemented in 𝑋, then 𝑌

has 𝜆𝜆′-BAP. Recall, also, the version of this notion without control of the norms: 𝑋 has the approximation property (AP)
if the identity 𝐼 ∶ 𝑋 → 𝑋 can be approximated by finite-rank operators in (𝑋, 𝑋) uniformly on compact sets. We refer
the reader to [19] for examples and applications.

1.2 Organization of the paper

Section 2 introduces the main space of interest, 𝐿0(𝐵𝑋, 𝑌), consisting of those functions that are in both Lip0(𝐵𝑋, 𝑌)

and∞(𝐵𝑋, 𝑌), endowed with the Lipschitz norm. A number of properties of𝐿0(𝐵𝑋, 𝑌) are discussed and it is proved
that this space really differs from Lip0(𝐵𝑋, 𝑌) and ∞(𝐵𝑋, 𝑌) (in the sense that a nonseparable space can be injected
between them). Then, we focus on the predual 0(𝐵𝑋) of𝐿0(𝐵𝑋) (where 𝑌 = ℂ). Specifically, we will see that𝐿0(𝐵𝑋)

has a canonical predual whose properties echo those of ∞(𝐵𝑋) and Lip0(𝐵𝑋). In Section 3, we deal with the (metric)
approximation property (AP) for 0(𝐵𝑋), again inspired by the results for ∞(𝐵𝑋). The next two sections involve a closer
inspection of 0(𝐵𝑋) and its relationship with 0(𝐵𝑋∗∗). Section 4 begins by considering the interaction between 0(𝐵𝑋)

and 0(𝐵𝑌)when𝑋 ⊂ 𝑌 and then focuses on the case of𝑋 ⊂ 𝑋∗∗. Section 5 studies a natural connection between 0(𝐵𝑋∗∗)

and 0(𝐵𝑋)
∗∗ under the hypothesis of 𝑋∗∗ having the MAP. Among other things, this enables us to characterize, under

natural conditions on 𝑋 and 𝑋∗∗, when a function 𝑓 ∈ 𝐿0(𝐵𝑋) has a unique norm preserving extension to 𝐿0(𝐵𝑋∗∗).
Both Sections 4 and 5 make use of the concept of (Arens) symmetric regularity, which is reviewed in Section 4. The final
section is the Appendix which provides an alternative argument for the main result in Section 2.

2 THE SPACE OF HOLOMORPHIC LIPSCHITZ FUNCTIONS AND ITS PREDUAL

In the case that the metric space 𝑀 is 𝐵𝑋 , the open unit ball of a complex Banach space 𝑋, and 𝑌 is another complex
Banach space, Lip0(𝐵𝑋, 𝑌) is the space of Lipschitz functions 𝑓 ∶ 𝐵𝑋 → 𝑌 with 𝑓(0) = 0 and:

𝐿(𝑓) = sup

{‖𝑓(𝑥) − 𝑓(𝑦)‖‖𝑥 − 𝑦‖ ∶ 𝑥 ≠ 𝑦 ∈ 𝐵𝑋

}
.

It is well known that 𝐿(⋅) defines a norm on Lip0(𝐵𝑋, 𝑌) and (Lip0(𝐵𝑋, 𝑌), 𝐿(⋅)) is a Banach space. Indeed, Lip0(𝐵𝑋, 𝑌)

is isometrically isomorphic to the space of operators ((𝐵𝑋), 𝑌), where (𝐵𝑋) denotes the Lipschitz-free space over 𝐵𝑋

(see, e.g., [29, 46], and [1] for the complex version).
Next,∞(𝐵𝑋, 𝑌) stands for the space of bounded holomorphic functions from 𝐵𝑋 to 𝑌, which is a Banach space when

endowed with the supremum norm. Analogous to the Lipschitz case above, we have that∞(𝐵𝑋, 𝑌) is isometrically iso-
morphic to (∞(𝐵𝑋), 𝑌), where ∞(𝐵𝑋) is Mujica’s canonical predual of∞(𝐵𝑋) [38] (we will review the space ∞(𝐵𝑋)

later in this section).
The parallel behavior of these Lipschitz and∞ spaceswas the authors’motivation to introduce and study the following

space and its canonical predual:

𝐿0(𝐵𝑋, 𝑌) = {𝑓 ∈ Lip0(𝐵𝑋, 𝑌) ∶ 𝑓 is holomorphic on 𝐵𝑋}.

We will also denote 𝐿0(𝐵𝑋) = 𝐿0(𝐵𝑋, ℂ). Sometimes we will deal with holomorphic Lipschitz functions without
assuming 𝑓(0) = 0, and then we use the notation𝐿(𝐵𝑋, 𝑌) and𝐿(𝐵𝑋).
Since both normed spaces ∞(𝐵𝑋, 𝑌) and Lip0(𝐵𝑋, 𝑌) are complete (with their respective norms) and each 𝑓 ∈

𝐿0(𝐵𝑋, 𝑌) satisfies ‖𝑓‖∞ ≤ 𝐿(𝑓)we easily derive that𝐿0(𝐵𝑋, 𝑌) is a Banach space with norm 𝐿(⋅). Similar to Mujica’s
study we could define and study 𝐿0(𝑈, 𝑌) for any open set 𝑈 ∋ 0, but we have preferred to concentrate on, what is in
our opinion, the most interesting case 𝑈 = 𝐵𝑋 .
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4 ARON et al.

If 𝑓 ∶ 𝐵𝑋 → 𝑌 is a holomorphic function and 𝑥 ∈ 𝐵𝑋 then 𝑓(𝑥 + ℎ) =
∑∞

𝑚=1
𝑃𝑚(𝑥)(ℎ) for ℎ in a suitable neighborhood

of 0, where 𝑃𝑚(𝑥) is an 𝑚-homogeneous polynomial. Recall that the first differential 𝑑𝑓 satisfies 𝑑𝑓(𝑥)(ℎ) = 𝑃1(𝑥)(ℎ)

for every ℎ ∈ 𝑋. Given 𝑓 ∈ ∞(𝐵𝑋, 𝑌) such that 𝑑𝑓 ∈ ∞(𝐵𝑋,(𝑋, 𝑌)) and 𝑓(0) = 0, by the mean value theorem, we
have that ‖𝑓(𝑥) − 𝑓(𝑦)‖ ≤ ‖𝑑𝑓‖‖𝑥 − 𝑦‖ for any 𝑥, 𝑦 ∈ 𝐵𝑋 . Then, 𝑓 ∈ Lip0(𝐵𝑋, 𝑌) and 𝐿(𝑓) ≤ ‖𝑑𝑓‖. Conversely, if 𝑓 ∈

𝐿0(𝐵𝑋, 𝑌) we know that 𝑑𝑓 ∈ (𝐵𝑋,(𝑋, 𝑌)). Also, for 𝑥, 𝑦 ∈ 𝐵𝑋 ,

‖𝑑𝑓(𝑥)(𝑦)‖ = lim
ℎ→0

‖‖‖‖𝑓(𝑥 + ℎ𝑦) − 𝑓(𝑥)

ℎ

‖‖‖‖ ≤ 𝐿(𝑓)‖𝑦‖ ≤ 𝐿(𝑓).

This means that 𝑑𝑓 belongs to∞(𝐵𝑋,(𝑋, 𝑌)) and ‖𝑑𝑓‖ ≤ 𝐿(𝑓).
This shows that there is another useful representation of our primary space of interest.

Proposition 2.1. 𝐿0(𝐵𝑋, 𝑌) = {𝑓 ∈ ∞(𝐵𝑋, 𝑌) ∶ 𝑑𝑓 ∈ ∞(𝐵𝑋,(𝑋, 𝑌)); 𝑓(0) = 0}. Moreover, for every 𝑓 ∈

𝐿0(𝐵𝑋, 𝑌), 𝐿(𝑓) = ‖𝑑𝑓‖ ; that is, 𝐿(𝑓) = sup𝑥∈𝐵𝑋
‖𝑑𝑓(𝑥)‖.

Note that 𝑃|𝐵𝑋
∈ 𝐿0(𝐵𝑋, 𝑌) for every 𝑃 ∈ (𝑋, 𝑌) such that 𝑃(0) = 0, a fact that will be useful later.

When 𝑌 = ℂ, we can define a mapping

Φ ∶ 𝐿0(𝐵𝑋) → ∞(𝐵𝑋, 𝑋
∗)

𝑓 ↦ 𝑑𝑓

In general,Φ is an isometry into∞(𝐵𝑋, 𝑋
∗), although if𝑋 also equalsℂ, thenΦ is onto. Indeed, in the one-dimensional

case, Φ is surjective since every holomorphic function 𝑓 on 𝔻 has a primitive that is Lipschitz whenever 𝑓 is bounded.
However, Φ is not surjective for 𝑋 ≠ ℂ. To see this, given 𝑃 ∈ (2𝑋), we have that 𝑃|𝐵𝑋

∈ 𝐿0(𝐵𝑋) and 𝑑𝑃 ∈ (𝑋, 𝑋∗) is
symmetric (i.e., 𝑑𝑃(𝑥)(𝑦) = 𝑑𝑃(𝑦)(𝑥) for every 𝑥, 𝑦 ∈ 𝑋). Note that 𝑑𝑓 is linear only when 𝑓 is a 2-homogeneous polyno-
mial. Hence, a non-symmetric element of (𝑋, 𝑋∗) (which always exists whenever the dimension of 𝑋 is strictly bigger
than one) cannot be in the range of Φ.
In particular, we see that

𝐿0(𝔻) = {𝑓 ∈ ∞(𝔻) ∶ 𝑓(0) = 0 and 𝑓′ ∈ ∞(𝔻)}.

A lot of research has been done on 𝐿0(𝔻) and on 𝐿0(𝑈) for certain domains 𝑈 ⊂ ℂ𝑛 such as the Euclidean ball. See,
for example, [2, 11–13, 15, 26, 42, 44], where this topic is approached from different viewpoints than what is done here.
Note that there are plenty of examples of non-Lipschitz functions in ∞(𝔻). For instance, given a sequence (𝑏𝑛) ⊂

ℂ ⧵ {1}with |𝑏𝑛| = 1 and 𝑏𝑛 → 1, define𝑓 ∶ {𝑏𝑛} ∪ {1} → ℂ by𝑓(1) = 0 and𝑓(𝑏𝑛) =
√|𝑏𝑛 − 1|. Then, theRudin–Carleson

theorem provides an extension of 𝑓 which lies in the disc algebra(𝔻) (i.e., the space of uniformly continuous functions
in∞(𝔻)) and has the same supremum norm, but it is not Lipschitz.
Our next goal is to show that 𝐿0(𝐵𝑋) is indeed much smaller than both ∞(𝐵𝑋) and Lip0(𝐵𝑋). More precisely, we

will prove the following result, where we denote∞
0 (𝐵𝑋) = {𝑓 ∈ ∞(𝐵𝑋) ∶ 𝑓(0) = 0}.

Theorem 2.2. Let 𝑋 be a non-null complex Banach space. Then

(a) 𝓁∞ is isomorphic to a subspace of∞
0 (𝐵𝑋) ⧵𝐿0(𝐵𝑋) ∪ {0}.

(b) 𝓁∞ is isomorphic to a subspace of Lip0(𝐵𝑋) ⧵𝐿0(𝐵𝑋) ∪ {0}.

We will provide a different proof of Theorem 2.2 (a) in the Appendix. There, we build an isomorphism into its image
𝐹 ∶ 𝓁∞ ⟶ ∞(𝐵𝑋) such that, additionally, its restriction to 𝑐0 satisfies that 𝐹|𝑐0 ∶ 𝑐0 ⟶ 𝑢(𝐵𝑋), the Banach algebra
of uniformly continuous holomorphic functions 𝐵𝑋 → ℂ.

Proof.

(a) For the case 𝑋 = ℂ, by a classical result, given (𝑧𝑗) an interpolating sequence in 𝔻 there exists a topological into
isomorphism 𝑆 ∶ 𝓁∞ ⟶ ∞(𝔻) such that 𝑆(𝑐)(𝑧𝑗) = 𝑐𝑗 for every 𝑗 and every 𝑐 = (𝑐𝑛) ∈ 𝓁∞ We can also get that
𝑆(𝑐)(0) = 0.
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ARON et al. 5

For this, see, for example, [28, Theorem VII.2.1 and applications, p. 285], where the assertion is made for the upper
half-plane ℍ. This can be translated to our case by considering the Cayley transform Φ ∶ ℍ → 𝔻, Φ(𝑧) =

𝑧−𝑖

𝑧+𝑖
. As Φ is

a biholomorphic mapping, its associated composition operator 𝐶Φ ∶ ∞(ℍ) → ∞(𝔻) is an isometric isomorphism
onto. Moreover, a sequence (𝑧𝑗) in 𝔻 is interpolating if and only if the corresponding sequence (Φ−1(𝑧𝑗)) in ℍ is
interpolating. Thus, if𝑇 ∶ 𝓁∞ ⟶ ∞(ℍ) is the isomorphism into such that for every 𝑐 = (𝑐𝑛) ∈ 𝓁∞,𝑇(𝑐)(Φ−1(𝑧𝑗)) =

𝑐𝑗 for every 𝑗, then 𝑆 = 𝑇◦𝐶Φ satisfies our claim.
Now, let 𝑧𝑗 → 1 and partition ℕ into infinitely many disjoint infinite sequences ℕ𝑖 = (𝑛𝑖,𝑘)𝑘. For 𝑐 ∈ 𝓁∞ define

𝑥𝑐 ∈ 𝓁∞ by 𝑥𝑐(𝑛𝑖,𝑘) = (−1)𝑖𝑐𝑘, and let𝑌 = {𝑆(𝑥𝑐) ∶ 𝑐 ∈ 𝓁∞}. Then,𝑌 is a subspace of∞(𝔻) isomorphic to 𝓁∞. Given
𝑐 ≠ 0, we have 𝑐𝑘 ≠ 0 for some 𝑘, so

|𝑆(𝑥𝑐)(𝑧𝑛2𝑖,𝑘
) − 𝑆(𝑥𝑐)(𝑧𝑛2𝑖+1,𝑘

)| = |𝑐𝑘 − (−𝑐𝑘)| = 2|𝑐𝑘|
for every 𝑖, while 𝑧𝑗 → 1. Thus, 𝑆(𝑥𝑐) cannot be uniformly continuous, and hence it is not Lipschitz.
For the general case, we fix 𝑥0 ∈ 𝑆𝑋 and consider 𝑥∗ ∈ 𝑋∗ such that 𝑥∗(𝑥0) = 1 = ‖𝑥∗‖. We define

Ψ ∶ ∞(𝔻) ⟶ ∞(𝐵𝑋)

byΨ(𝑓) = 𝑓◦𝑥∗. Clearly,Ψ is a well-defined linear mapping and since 𝑥∗(𝐵𝑋) = 𝔻we have thatΨ is an isometry onto
its image. Moreover, considering its restriction we have that

Ψ ∶ 𝐿(𝔻) ⟶ 𝐿(𝐵𝑋)

is again an isometry, now with the Lipschitz norms. Indeed, if 𝑓 ∈ 𝐿(𝔻) then

𝐿(Ψ(𝑓)) = 𝐿(𝑓◦𝑥∗) ≤ 𝐿(𝑓)𝐿(𝑥∗) = 𝐿(𝑓).

But if 𝜆, 𝜇 ∈ 𝔻, then

|𝑓(𝜆) − 𝑓(𝜇)| =|𝑓◦𝑥∗(𝜆𝑥0) − 𝑓◦𝑥∗(𝜇𝑥0)| = |Ψ(𝑓)(𝜆𝑥0) − Ψ(𝑓)(𝜇𝑥0)|
≤𝐿(Ψ(𝑓))‖𝜆𝑥0 − 𝜇𝑥0‖ = 𝐿(Ψ(𝑓))|𝜆 − 𝜇|,

and we get 𝐿(𝑓) ≤ 𝐿(Ψ(𝑓)). Finally, due to the injectivity of Ψ we have that

Ψ(∞
0 (𝔻) ⧵𝐿(𝔻)) ⊂ ∞

0 (𝐵𝑋) ⧵𝐿(𝐵𝑋).

Now, the claim follows.
(b) First, we consider the one-dimensional case𝑋 = ℂ. Let 𝑙 ∶ ℝ → [0, 1] be a 𝐶1 function such that 𝑙(𝑥) = 0 for 𝑥 ≤ 1∕2,

𝑙 is strictly increasing on (1∕2, 1), and 𝑙(𝑥) = 1 for 𝑥 ≥ 1. Define 𝑓 ∶ 𝔻 → [0, 1] as 𝑓(𝑧) = 𝑙(|𝑧|). Note that 𝐿(𝑓) ≤ 𝐿(𝑙)

so 𝑓 ∈ Lip0(𝔻). Now, we define 𝑇 ∶ 𝐿0(𝔻) → Lip0(𝔻) as 𝑇(𝑔) = 𝑓 ⋅ 𝑔. We claim that 𝑇 is an isomorphism onto its
image. Indeed, given 𝑔 ∈ 𝐿0(𝔻) and 𝑧, 𝑢 ∈ 𝔻,

|𝑓(𝑧)𝑔(𝑧) − 𝑓(𝑢)𝑔(𝑢)| ≤ |𝑓(𝑧) − 𝑓(𝑢)||𝑔(𝑧)| + |𝑓(𝑢)||𝑔(𝑧) − 𝑔(𝑢)| ≤ 2𝐿(𝑓)𝐿(𝑔)|𝑧 − 𝑢|.
Therefore, 𝑇 is a continuous linear mapping with ‖𝑇‖ ≤ 2𝐿(𝑓).

We now check that 𝑇 is bounded below. By continuity of 𝑙 and 𝑙′, given 0 < 𝜀 < 1, there exists 0 < 𝑟 < 1 such that
𝐿(𝑓|𝔻⧵𝑟𝔻) ≤ 𝜀 and if |𝑧| ≥ 𝑟 then 𝑓(𝑧) > 1 − 𝜀. Thus, for 𝑔 ∈ 𝐿0(𝔻), we have 𝐿(𝑔) = sup𝔻 |𝑔′| = sup𝔻∖𝑟𝔻 |𝑔′| by the
maximummodulus theorem. So, we may find 𝑧, 𝑢 ∈ 𝔻∖𝑟𝔻 with

|𝑔(𝑧) − 𝑔(𝑢)| ≥ (1 − 𝜖)𝐿(𝑔)|𝑧 − 𝑢|.
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6 ARON et al.

Then,

|𝑓(𝑧)𝑔(𝑧) − 𝑓(𝑢)𝑔(𝑢)| ≥ |𝑓(𝑧)| ⋅ |𝑔(𝑧) − 𝑔(𝑢)| − |𝑔(𝑢)| ⋅ |𝑓(𝑧) − 𝑓(𝑢)|
≥ (1 − 𝜀)2𝐿(𝑔)|𝑧 − 𝑢| − 𝐿(𝑔)|𝑢| ⋅ 𝜀|𝑧 − 𝑢|
≥ ((1 − 𝜀)2 − 𝜀)𝐿(𝑔)|𝑧 − 𝑢|

and we get 𝐿(𝑓 ⋅ 𝑔) ≥ ((1 − 𝜀)2 − 𝜀)𝐿(𝑔), for every 0 < 𝜀 < 1. As a consequence,

𝐿(𝑇𝑔) = 𝐿(𝑓 ⋅ 𝑔) ≥ 𝐿(𝑔),

and 𝑇 is bounded below. Moreover, 𝑇(𝑔) = 𝑓 ⋅ 𝑔 is never holomorphic on𝔻 for any 𝑔 ∈ 𝐿0(𝔻) ⧵ {0}, since 𝑓 vanishes on
𝔻(0, 1∕2), and 𝑇(𝐿0(𝔻)) is isomorphic to 𝐿0(𝔻) which in turn is isometric to ∞(𝔻) that has a subspace isomorphic
to 𝓁∞.
The general case is a straightforward consequence of the above argument in the following natural way. Let 𝑋 be a non-

null complex Banach space and take 𝑥∗ ∈ 𝑆𝑋∗ . Defining 𝑅 ∶ Lip0(𝔻) → Lip0(𝐵𝑋) by 𝑅(ℎ) = ℎ◦𝑥∗, we have that 𝑅 is an
isometry into. Hence, 𝑅◦𝑇 ∶ 𝐿0(𝔻) → Lip0(𝐵𝑋) is an isomorphism into its image and we get that 𝓁∞ is isomorphic to
a subspace of Lip0(𝐵𝑋). But if 𝑔 ∈ 𝐿0(𝔻) ⧵ {0}, then 𝑅◦𝑇(𝑔) = (𝑓 ⋅ 𝑔)𝑥∗ is not a Gateaux holomorphic function since its
restriction to {𝑧𝑥 ∶ 𝑧 ∈ 𝔻} is not holomorphic. We conclude that 𝓁∞ ⧵ {0} ⊂ Lip0(𝐵𝑋) ⧵𝐿0(𝐵𝑋). □

In the rest of this section, we will focus our attention on the canonical predual of the space 𝐿0(𝐵𝑋) and show that it
shares many properties with the canonical preduals of∞(𝐵𝑋) and Lip0(𝐵𝑋).
Let us denote by 𝜏0 the compact-open topology on𝐿0(𝐵𝑋). An easy argument using Montel’s theorem [22, Theorem

15.50] shows that 𝐵𝐿0(𝐵𝑋) is 𝜏0-compact. In fact, on this ball, convergence in the topology 𝜏0 coincides with pointwise
convergence. Thus, the Dixmier–Ng theorem [41] says that𝐿0(𝐵𝑋) is a dual space with predual given by

0(𝐵𝑋) ∶= {𝜑 ∈ 𝐿0(𝐵𝑋)
∗ ∶ 𝜑|𝐵𝐿0(𝐵𝑋)

is 𝜏0-continuous}.

For 𝑥 ∈ 𝐵𝑋 and 𝑓 ∈ 𝐿0(𝐵𝑋), denote 𝛿(𝑥)(𝑓) = 𝑓(𝑥). Clearly 𝛿(𝑥) ∶ 𝐿0(𝐵𝑋) → ℂ is linear and continuous, meaning
that 𝛿(𝑥) ∈ 𝐿0(𝐵𝑋)

∗. Also, 𝛿(𝑥)|𝐵𝐿0(𝐵)
is 𝜏0-continuous so 𝛿(𝑥) ∈ 0(𝐵𝑋).

Proposition 2.3. Let 𝑋 be a complex Banach space.

(a) The mapping

𝛿 ∶ 𝐵𝑋 → 0(𝐵𝑋)

𝑥 ↦ 𝛿(𝑥)

is holomorphic and ‖𝛿(𝑥) − 𝛿(𝑦)‖ = ‖𝑥 − 𝑦‖ for every 𝑥, 𝑦 ∈ 𝐵𝑋 . In particular, 𝛿 ∈ 𝐿0(𝐵𝑋,0(𝐵𝑋)) with 𝐿(𝛿) = 1.
(b) 0(𝐵𝑋) = span{𝛿(𝑥) ∶ 𝑥 ∈ 𝐵𝑋}.
(c) For any complex Banach space 𝑌 and any 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌), there is a unique operator 𝑇𝑓 ∈ (0(𝐵𝑋), 𝑌) such that the

following diagram commutes:

The map 𝑓 ↦ 𝑇𝑓 defines an isometric isomorphism from𝐿0(𝐵𝑋, 𝑌) onto (0(𝐵𝑋), 𝑌). These properties characterize
0(𝐵𝑋) uniquely up to an isometric isomorphism.
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ARON et al. 7

(d) A bounded net (𝑓𝛼) ⊂ 𝐿0(𝐵𝑋) is weak-star convergent to a function 𝑓 ∈ 𝐿0(𝐵𝑋) if and only if 𝑓𝛼(𝑥) → 𝑓(𝑥) for every
𝑥 ∈ 𝐵𝑋 .

Proof.

(a) Themap 𝛿 is weakly holomorphic since for any 𝑓 ∈ 0(𝐵𝑋)
∗ = 𝐿0(𝐵𝑋)we have that 𝑓◦𝛿 = 𝑓 is holomorphic. Thus,

𝛿 is holomorphic (see [40, Theorem 8.12]). Also, given 𝑥, 𝑦 ∈ 𝐵𝑋 , we have

‖𝛿(𝑥) − 𝛿(𝑦)‖ = sup
𝑓∈𝐵𝐿0(𝐵𝑋)

|⟨𝑓, 𝛿(𝑥) − 𝛿(𝑦)⟩| = sup
𝑓∈𝐵𝐿0(𝐵𝑋)

|𝑓(𝑥) − 𝑓(𝑦)| ≤ ‖𝑥 − 𝑦‖,
and equality holds since we may take 𝑓 = 𝑥∗|𝐵𝑋

where ‖𝑥∗‖ = 1 and 𝑥∗(𝑥 − 𝑦) = ‖𝑥 − 𝑦‖.
(b) Just observe that for every 𝑓 ∈ 𝐿0(𝐵𝑋) = 0(𝐵𝑋)

∗ we have that 𝑓 = 0 whenever 𝑓|{𝛿(𝑥)∶𝑥∈𝐵𝑋} = 0.
(c) First, note that an interpolation argument shows that the set {𝛿(𝑥) ∶ 𝑥 ∈ 𝐵𝑋 ⧵ {0}} is linearly independent in

0(𝐵𝑋). Indeed, assume that
∑𝑛

𝑗=1
𝜆𝑗𝛿(𝑥𝑗) = 0 for different points 𝑥𝑗 ∈ 𝐵𝑋 ⧵ {0} and 𝜆𝑗 ∈ ℂ. Let 𝑥0 = 0 and 𝜆0 = 0.

Take 𝑥∗
𝑖𝑗

∈ 𝑆𝑋∗ with 𝑥∗
𝑖𝑗
(𝑥𝑖 − 𝑥𝑗) =

‖‖‖𝑥𝑖 − 𝑥𝑗
‖‖‖ and define 𝑓(𝑥) =

∑𝑛

𝑗=0
𝜆𝑗
∏

𝑖≠𝑗

𝑥∗
𝑖𝑗
(𝑥𝑖−𝑥)‖𝑥𝑖−𝑥𝑗‖ . Then, 𝑓 ∈ 𝐿0(𝐵𝑋) and 0 =⟨𝑓,∑𝑛

𝑗=1
𝜆𝑗𝛿(𝑥𝑗)⟩ = ∑𝑛

𝑗=1
|𝜆𝑗|2.

Now, given 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌), we define 𝑇𝑓(𝛿(𝑥)) ∶= 𝑓(𝑥) for every 𝑥 ∈ 𝐵𝑋 (this is the only possibility to get a
commutative diagram) and extend it linearly to span{𝛿(𝑥) ∶ 𝑥 ∈ 𝐵𝑋}. Note that, given 𝑢 =

∑𝑛

𝑗=1
𝜆𝑗𝛿(𝑥𝑗),

‖‖‖𝑇𝑓𝑢
‖‖‖ = ‖‖‖‖‖‖

𝑛∑
𝑗=1

𝜆𝑗𝑓(𝑥𝑗)

‖‖‖‖‖‖ = sup
𝑦∗∈𝐵𝑌∗

||||||
𝑛∑

𝑗=1

𝜆𝑗(𝑦
∗◦𝑓)(𝑥𝑗)

|||||| = sup
𝑦∗∈𝐵𝑌∗

|⟨𝑢, 𝑦∗◦𝑓⟩|
≤ sup{𝐿(𝑦∗◦𝑓) ∶ 𝑦∗ ∈ 𝐵𝑌}‖𝑢‖ = 𝐿(𝑓)‖𝑢‖.

Thus, 𝑇𝑓 extends uniquely to an operator 𝑇𝑓 ∈ (0(𝐵), 𝑌) with ‖‖‖𝑇𝑓
‖‖‖ ≤ 𝐿(𝑓). Since 𝐿(𝛿) = 1 and 𝑓 = 𝑇𝑓◦𝛿, we get

that ‖‖‖𝑇𝑓
‖‖‖ = 𝐿(𝑓).

Moreover, the map 𝑓 ↦ 𝑇𝑓 is onto since given any 𝑇 ∈ 𝐿(0(𝐵𝑋), 𝑌), we have that 𝑓 ∶= 𝑇◦𝛿 is a holomorphic
Lipschitz map with 𝑓(0) = 0 and 𝑇 = 𝑇𝑓 .
The uniqueness of 0(𝐵𝑋) follows from the diagram property and the fact that ‖‖‖𝑇𝑓

‖‖‖ = 𝐿(𝑓).
(d) The ball 𝐵𝐿0(𝐵𝑋) is 𝜏0-compact and the weak-star topology is coarser than 𝜏0, so they coincide on 𝐵𝐿0(𝐵𝑋). □

Proposition 2.4. For every complex Banach space 𝑋, we have that 𝑋 is isometric to a 1-complemented subspace of 0(𝐵𝑋).

Proof. In the particular case of 𝑓 = Id ∶ 𝐵𝑋 → 𝑋, differentiating the diagram in Proposition 2.3 and using that 𝑑(Id)(𝑥) =
Id for all 𝑥 ∈ 𝐵𝑋 , we obtain another commutative diagram where all the arrows are linear:

Moreover, 𝑑𝛿(0) is an isometry. Indeed, given 𝑥 ∈ 𝑋 and 𝑓 ∈ 𝐿0(𝐵𝑋) we have

⟨𝑓, 𝑑𝛿(0)(𝑥)⟩ = lim
𝑡→0

⟨
𝑓,

𝛿(𝑡𝑥) − 𝛿(0)

𝑡

⟩
= lim

𝑡→0

𝑓(𝑡𝑥) − 𝑓(0)

𝑡
= 𝑑𝑓(0)(𝑥)

and so

‖𝑑𝛿(0)(𝑥)‖ = sup{|𝑑𝑓(0)(𝑥)| ∶ 𝑓 ∈ 𝐵𝐿0(𝐵𝑋)} ≤ ‖𝑥‖.
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8 ARON et al.

The other inequality is clear due to the commutative diagram:

‖𝑥‖ = ‖𝑇Id◦𝑑𝛿(0)(𝑥)‖ ≤ ‖𝑑𝛿(0)(𝑥)‖.
Finally, let 𝑃 = 𝑑𝛿(0)◦𝑇Id. Then, using that 𝑇Id◦𝑑𝛿(0) = Id, we have

𝑃2 = 𝑑𝛿(0)◦𝑇Id◦𝑑𝛿(0)◦𝑇Id = 𝑑𝛿(0)◦𝑇Id = 𝑃,

so 𝑃 is a norm-one projection from 0(𝐵𝑋) onto 𝑑𝛿(0)(𝑋). □

Note that this result also holds for ∞(𝐵𝑋) [38] but not in general for (𝐵𝑋). In [31], it is proved that this is true for
𝑋 separable although for nonseparable 𝑋 it could even occur that (𝐵𝑋) does not contain a subspace isomorphic to 𝑋.
Another useful property of Lipschitz-free spaces is the fact that they contain a complemented copy of 𝓁1 [20]; the same
holds for 0(𝐵𝑋).

Proposition 2.5. Let 𝑋 be a complex Banach space. Then, there is a complemented subspace of 0(𝐵𝑋) isomorphic to 𝓁1.

Proof. 𝓁∞ is isomorphic to a subspace of ∞(𝔻), and the latter is isometric to 𝐿0(𝔻). Also, one can easily prove that
𝐿0(𝔻) is complemented in𝐿0(𝐵𝑋) (anyway,wewill show a stronger fact in Proposition 4.1) sowe get that𝐿0(𝐵𝑋) con-
tains a copy of𝓁∞. It is a classical result (see [14, Theorem 4]) that this implies its predual 0(𝐵𝑋) contains a complemented
copy of 𝓁1. □

Next, we want to describe the closed unit ball of 0(𝐵𝑋). For that, we introduce some more notation. We denote by
conv (resp., Γ) the (resp., absolute) convex hull of a set. As usual in the Lipschitz world, for every 𝑥, 𝑦 ∈ 𝐵𝑋 with 𝑥 ≠ 𝑦,
𝑚𝑥,𝑦 stands for the elementary molecule

𝛿(𝑥)−𝛿(𝑦)‖𝑥−𝑦‖ . Also, for every 𝑥 ∈ 𝐵𝑋 , 𝑦 ∈ 𝑋, and 𝑓 ∈ 𝐿0(𝐵𝑋), we denote 𝑒𝑥,𝑦(𝑓) ∶=

𝑑𝑓(𝑥)(𝑦). Then, 𝑒𝑥,𝑦 ∈ 0(𝐵𝑋) with
‖‖‖𝑒𝑥,𝑦‖‖‖ = ‖𝑦‖. Indeed, it is clear that‖‖‖𝑒𝑥,𝑦‖‖‖ = sup{|𝑑𝑓(𝑥)(𝑦)| ∶ 𝑓 ∈ 𝐵𝐿0(𝐵𝑋)} ≤ sup{‖𝑑𝑓(𝑥)‖ ∶ 𝑓 ∈ 𝐵𝐿0(𝐵𝑋)}‖𝑦‖ ≤ ‖𝑦‖.

Conversely, take 𝑥∗ ∈ 𝑋∗ with 𝑥∗(𝑦) = ‖𝑦‖ and ‖𝑥∗‖ = 1. Then, 𝑥∗|𝐵𝑋
∈ 𝐿0(𝐵𝑋) and 𝑒𝑥,𝑦(𝑥

∗|𝐵𝑋
) = 𝑥∗(𝑦) = ‖𝑦‖. This

shows that 𝑒𝑥,𝑦 belongs to 𝐿0(𝐵𝑋)
∗ and the equality of norms. Finally, by a simple application of Cauchy’s integral

formula we derive that the restriction of 𝑒𝑥,𝑦 to 𝐵𝐿0(𝐵𝑋) is 𝜏0-continuous and so it belongs to 0(𝐵𝑋).

Proposition 2.6. Let 𝑋 be a complex Banach space. Then,

𝐵0(𝐵𝑋) = Γ{𝑚𝑥,𝑦 ∶ 𝑥, 𝑦 ∈ 𝐵𝑋, 𝑥 ≠ 𝑦} = conv{𝑒𝑥,𝑦 ∶ 𝑥 ∈ 𝐵𝑋, 𝑦 ∈ 𝑆𝑋}

Proof. By Proposition 2.3, we have that ‖‖‖𝑚𝑥,𝑦
‖‖‖ = 1 for every 𝑥, 𝑦 ∈ 𝐵𝑋 with 𝑥 ≠ 𝑦. Also,

𝐿(𝑓) = sup{|⟨𝑓,𝑚𝑥,𝑦⟩| ∶ 𝑥, 𝑦 ∈ 𝐵𝑋, 𝑥 ≠ 𝑦} for all 𝑓 ∈ 𝐿0(𝐵𝑋).

Thus, {𝑚𝑥,𝑦 ∶ 𝑥, 𝑦 ∈ 𝐵𝑋, 𝑥 ≠ 𝑦} is 1-norming for 𝐿0(𝐵𝑋). Equivalently, 𝐵0(𝐵𝑋) = Γ{𝑚𝑥,𝑦 ∶ 𝑥, 𝑦 ∈ 𝐵𝑋, 𝑥 ≠ 𝑦}. Analo-
gously, we have that

𝐿(𝑓) = ‖𝑑𝑓‖ = sup{‖𝑑𝑓(𝑥)‖ ∶ 𝑥 ∈ 𝐵𝑋} = sup{|⟨𝑓, 𝑒𝑥,𝑦⟩| ∶ 𝑥 ∈ 𝐵𝑋, 𝑦 ∈ 𝑆𝑋}

and so 𝐵0(𝐵𝑋) = Γ{𝑒𝑥,𝑦 ∶ 𝑥 ∈ 𝐵𝑋, 𝑦 ∈ 𝑆𝑋}. But 𝑒𝑥,𝜆𝑦1+𝜂𝑦2 = 𝜆𝑒𝑥,𝑦1 + 𝜂𝑒𝑥,𝑦2 for every 𝜆, 𝜂 ∈ ℂ so actually 𝐵0(𝐵𝑋) =

conv{𝑒𝑥,𝑦 ∶ 𝑥 ∈ 𝐵𝑋, 𝑦 ∈ 𝑆𝑋}. □

As a consequence, the density characters of 𝑋 and 0(𝐵𝑋) coincide. In particular 𝑋 is separable if and only if 0(𝐵𝑋)

is separable.
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ARON et al. 9

We will now relate 0(𝐵𝑋) with the Lipschitz-free space (𝐵𝑋) and Mujica’s predual ∞(𝐵𝑋) of ∞(𝐵𝑋). Note that
each element of (𝐵𝑋) can also be seen as an element of 0(𝐵𝑋), but maybe with a different behavior. For instance,
consider 𝑧 ∈ 𝐵𝑋 ⧵ {0} and 𝜇 given by ⟨𝜇, 𝑓⟩ = 1

2𝜋
∫ 2𝜋

0
𝑓(ei𝑡𝑧)𝑑𝑡 for 𝑓 ∈ Lip0(𝐵𝑋). Then 𝜇 ≠ 0 in (𝐵𝑋) but ⟨𝜇, 𝑓⟩ = 0 for

all 𝑓 ∈ 𝐿0(𝐵𝑋), so 𝜇 = 0 when considered as an element of 0(𝐵𝑋). The next proposition formalizes this situation. We
say that an operator 𝑇 ∶ 𝑋 → 𝑌 is a quotient operator if 𝑇 is surjective and ‖𝑦‖ = inf {‖𝑥‖ ∶ 𝑇𝑥 = 𝑦} for every 𝑦 ∈ 𝑌; this
implies that 𝑋∕ker 𝑇 is isometrically isomorphic to 𝑌.

Proposition 2.7. Let 𝑋 be a complex Banach space.

(a) The operator

𝜋 ∶ (𝐵𝑋) → 0(𝐵𝑋)

𝛿(𝑥) ↦ 𝛿(𝑥)

is a quotient operator with kernel 𝐿0(𝐵𝑋)⊥ = {𝜇 ∈ (𝐵𝑋) ∶ ⟨𝑓, 𝜇⟩ = 0 for every 𝑓 ∈ 𝐿0(𝐵𝑋)}. Thus, 0(𝐵𝑋) ≡(𝐵𝑋)∕𝐿0(𝐵𝑋)⊥ isometrically.
(b) The operator

Ψ ∶ ∞(𝐵𝑋)⊗̂𝜋𝑋 → 0(𝐵𝑋)

𝛿(𝑥) ⊗ 𝑦 ↦ 𝑒𝑥,𝑦

is a quotient map with ‖Ψ‖ = 1. In addition, the operator Ψ is injective if and only if 𝑋 = ℂ.

Proof.

(a) First note that the existence of such an operator 𝜋 follows from the linearization property of Lipschitz-free spaces
applied to the 1-Lipschitz map 𝐵𝑋 → 0(𝐵𝑋) given by 𝑥 ↦ 𝛿(𝑥). Also, 𝜋∗ ∶ 𝐿0(𝐵𝑋) → Lip0(𝐵𝑋) is just the inclusion
map since, for every 𝑓 ∈ 𝐿0(𝐵𝑋) and every 𝑥 ∈ 𝐵𝑋 :

𝜋∗𝑓(𝑥) = ⟨𝜋∗𝑓, 𝛿(𝑥)⟩ = ⟨𝑓, 𝜋(𝛿(𝑥))⟩ = ⟨𝑓, 𝛿(𝑥)⟩ = 𝑓(𝑥).

Thus, 𝜋∗ is an isometry into. It is a standard fact that this implies that 𝜋 is a quotient operator. Moreover, ker 𝜋 =

𝜋∗(𝐿0(𝐵𝑋))⊥ = 𝐿0(𝐵𝑋)⊥.
(b) Consider the isometry into

Φ ∶ 𝐿0(𝐵𝑋) → ∞(𝐵𝑋, 𝑋
∗)

𝑓 ↦ 𝑑𝑓

defined after Proposition 2.1. Recall that ∞(𝐵𝑋)⊗̂𝜋𝑋 is a predual of (∞(𝐵𝑋), 𝑋
∗) ≃ ∞(𝐵𝑋, 𝑋

∗) (see, e.g., [45]).
Thus, if we restrict Φ∗ to this predual we obtain Ψ = Φ∗|∞(𝐵𝑋)⊗̂𝜋𝑋

, note that Ψ(𝛿(𝑥) ⊗ 𝑦) = 𝑒𝑥,𝑦 ∈ 0(𝐵𝑋) for all 𝑥, 𝑦
and so Ψ(∞(𝐵𝑋)⊗̂𝜋𝑋) ⊂ 0(𝐵𝑋). Then, ‖Ψ‖ = 1 and Ψ is a quotient operator since Ψ∗ = Φ is an isometry into. In
the case 𝑋 = ℂ, we have indeed that Φ ∶ 𝐿0(𝔻) → ∞(𝔻) is an onto isometry, and thus Ψ is also an isometry from
∞(𝔻) onto 0(𝔻). However, Ψ is not injective for 𝑋 ≠ ℂ since Φ is not surjective. □

Remark 2.8. We suspect, but cannot prove, that in general 𝐿0(𝐵𝑋) is not complemented in Lip0(𝐵𝑋). The authors are
grateful to the referee for doubting an argument in an earlier version of this paper, and to Tommaso Russo for confirming
that the question may be more complicated than it first appears. Indeed, one can prove that (2𝑋) is complemented in
𝐿0(𝐵𝑋). Also, by a result of Hajek and Russo [33], (2𝑋) is not complemented in Lip0(𝐵𝑋) in the real case. However, it
is not at all clear that their argument carries over to the complex case.
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10 ARON et al.

It follows from Proposition 2.7 that 0(𝔻) is isometric to ∞(𝔻) (which is the unique predual of ∞(𝔻) [4]). We have
some immediate consequences.

Corollary 2.9. A function 𝑓 is an extreme point of 𝐵𝐿0(𝔻) if and only if 𝑓′ is an extreme point of 𝐵∞(𝔻).

Corollary 2.10. A function 𝑓 ∈ 𝐿0(𝔻) attains its norm as a functional on 0(𝔻) if and only if 𝑓′ ∈ ∞(𝔻) attains its
norm as a functional on ∞(𝔻).

Let us state one more consequence of Proposition 2.7.

Corollary 2.11. Let 𝑋 be a complex Banach space and 𝜑 ∈ 0(𝐵𝑋).

(a) There are sequences (𝑥𝑛), (𝑦𝑛) ⊂ 𝐵𝑋 with 𝑥𝑛 ≠ 𝑦𝑛 and (𝑎𝑛) ⊂ 𝓁1 such that

𝜑 =

∞∑
𝑛=1

𝑎𝑛𝑚𝑥𝑛,𝑦𝑛 .

Moreover, ‖𝜑‖ = inf
∑∞

𝑛=1
|𝑎𝑛| where the infimum is taken over all such representations of 𝜑.

(b) There are sequences (𝑥𝑛) ⊂ 𝐵𝑋 , (𝑦𝑛) ⊂ 𝑆𝑋 , and (𝑎𝑛) ⊂ 𝓁1 such that

𝜑 =

∞∑
𝑛=1

𝑎𝑛𝑒𝑥𝑛,𝑦𝑛 .

Moreover, ‖𝜑‖ = inf
∑∞

𝑛=1
|𝑎𝑛| where the infimum is taken over all such representations of 𝜑.

Proof. Given 𝜀 > 0, Proposition 2.7 (a) provides an element 𝜇 ∈ (𝐵𝑋) with 𝜋(𝜇) = 𝜑 and ‖𝜇‖ ≤ ‖𝜑‖ + 𝜀. It is known
(see, e.g., [3, Lemma 3.3]) that there are points 𝑥𝑛, 𝑦𝑛 ∈ 𝐵𝑋 and (𝑎𝑛) ⊂ 𝓁1 with 𝜇 =

∑∞

𝑛=1
𝑎𝑛

𝛿(𝑥𝑛)−𝛿(𝑦𝑛)‖𝑥𝑛−𝑦𝑛‖ and
∑∞

𝑛=1
|𝑎𝑛| ≤‖𝜇‖ + 𝜀 ≤ ‖𝜑‖ + 2𝜀 (here 𝛿 denotes the canonical embedding 𝛿 ∶ 𝐵𝑋 → (𝐵𝑋)). Then, 𝜑 =

∑∞

𝑛=1
𝑎𝑛𝜋(

𝛿(𝑥𝑛)−𝛿(𝑦𝑛)‖𝑥𝑛−𝑦𝑛‖ ) =∑∞

𝑛=1
𝑎𝑛𝑚𝑥𝑛,𝑦𝑛 .

Item (b) follows similarly using the corresponding property for projective tensor products (see, e.g., [45, Proposition
2.8]) and ∞(𝐵𝑋) [39, Theorem 5.1]. □

Another consequence of the linearization process shows that functions in 𝐿0 behave similarly to functions in
Lip0(𝐵𝑋, 𝐵𝑌) that can be isometrically factored through the free-Lipschitz spaces(𝐵𝑋) and(𝐵𝑌). Given𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌)

with 𝑓(𝐵𝑋) ⊂ 𝐵𝑌 we can easily obtain a commutative diagram:

(2.1)

where 𝑇𝛿𝑌◦𝑓 is linear and ‖𝑇𝛿𝑌◦𝑓‖ = 𝐿(𝑓).

3 APPROXIMATION PROPERTIES ON 𝟎(𝑩𝑿)

Following Mujica’s ideas [38], we devote this section to study the MAP and the AP for 0(𝐵𝑋) whenever 𝑋 has the same
property. Beginning with the MAP, we prove the following result about approximation of elements in the closed unit ball
of the dual space. We first introduce the notation:
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ARON et al. 11

∙ 0(𝑋, 𝑌): The vector space of polynomials 𝑃 ∶ 𝑋 → 𝑌 such that 𝑃(0) = 0 endowed with the norm ‖𝑑𝑃‖ = 𝐿(𝑃|𝐵𝑋
).

∙ 𝑓,0(𝑋, 𝑌): The subspace of 0(𝑋, 𝑌) consisting of finite-type polynomials.

Proposition 3.1. Let 𝑋 and 𝑌 be complex Banach spaces. Then

(a) 𝐵𝐿0(𝐵𝑋,𝑌) = 𝐵0(𝑋,𝑌)

𝜏0 .
(b) If 𝑋 has the MAP then 𝐵𝐿0(𝐵𝑋,𝑌) = 𝐵𝑓,0(𝑋,𝑌)

𝜏0 .

Proof.

(a) If 𝑓 ∈ 𝐵𝐿0(𝐵𝑋,𝑌) then 𝑓 ∈ ∞(𝐵𝑋, 𝑌) and 𝑓(0) = 0. Consider the Taylor series expansion of 𝑓 at 0: 𝑓(𝑥) =∑∞

𝑘=0
𝑃𝑘𝑓(0)(𝑥). As in [38], for each𝑚 ∈ ℕ ∪ {0}, we denote

𝑆𝑚𝑓(𝑥) =

𝑚∑
𝑘=0

𝑃𝑘𝑓(0)(𝑥) and 𝜎𝑚𝑓(𝑥) =
1

𝑚 + 1

𝑚∑
𝑘=0

𝑆𝑘𝑓(𝑥).

Since 𝑑𝑓 =
∑∞

𝑘=0
𝑑𝑃𝑘𝑓(0) ∈ ∞(𝐵𝑋,(𝑋, 𝑌)) it follows from [38, Proposition 5.2] that 𝜎𝑚𝑓(𝑥) → 𝑓(𝑥) for all 𝑥 ∈ 𝐵𝑋

and

‖𝑑𝜎𝑚𝑓‖ = ‖𝜎𝑚(𝑑𝑓)‖ ≤ ‖𝑑𝑓‖ ≤ 1.

This implies that 𝑓 ∈ 𝐵0(𝑋,𝑌)

𝜏0 .
For the reverse inclusion, let 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌) and (𝑃𝛼) ⊂ 𝐵0(𝑋,𝑌) such that 𝑃𝛼(𝑥) → 𝑓(𝑥) for all 𝑥 ∈ 𝐵𝑋 . Then,

𝐿(𝑓) ≤ 1 and so 𝑓 ∈ 𝐵𝐿0(𝐵𝑋,𝑌).
(b) If𝑋 has theMAP there is a net of finite rank operators (𝑇𝛼) ⊂ (𝑋, 𝑋) such that 𝑇𝛼(𝑥) → 𝑥 for all 𝑥 ∈ 𝑋 and ‖𝑇𝛼‖ ≤ 1

for every 𝛼. Given 𝑃 ∈ 𝐵0(𝑋,𝑌) we have that 𝑃◦𝑇𝛼 belongs to 𝐵𝑓,0(𝑋,𝑌) (since 𝐿(𝑃◦𝑇𝛼|𝐵𝑋
) < 1) and 𝑃(𝑇𝛼𝑥) → 𝑃(𝑥)

for every 𝑥. This means that 𝑃 ∈ 𝐵𝑓,0(𝑋,𝑌)

𝜏0 . Finally, an appeal to (a) yields the result. □

Recall that, by definition, the image of each 𝑃 ∈ 𝑓,0(𝑋, 𝑌) is contained in a finite-dimensional space. We will use this
fact repeatedly in the following.

Theorem 3.2. 𝑋 has the MAP if and only if 0(𝐵𝑋) has the MAP.

Proof. 𝑋 being isometric to a 1-complemented subspace of 0(𝐵𝑋) it is clear that 𝑋 has the MAP when 0(𝐵𝑋) has it.
Now, suppose that 𝑋 has the MAP and consider the mapping 𝛿 ∈ 𝐵𝐿0(𝐵𝑋,0(𝐵𝑋)). By Proposition 3.1, there exist a net

(𝑃𝛼) ⊂ 𝐵𝑓,0(𝑋,0(𝐵𝑋)) such that 𝑃𝛼(𝑥) → 𝛿(𝑥) for all 𝑥 ∈ 𝐵𝑋 . Applying a linearization as in Proposition 2.3 we obtain finite
rank linear mappings 𝑇𝑃𝛼

with norm bounded by 1, such that the following diagram commutes:

Note that 𝑇𝑃𝛼
(𝛿(𝑥)) = 𝑃𝛼(𝑥) → 𝛿(𝑥) = Id(𝛿(𝑥)). Then, we have that 𝑇𝑃𝛼

→ Id on span{𝛿(𝑥) ∶ 𝑥 ∈ 𝐵𝑋}. Since the net
(𝑇𝑃𝛼

) is bounded the same holds for the closure. Hence, 0(𝐵𝑋) has the MAP. □

Note that our arguments cannot be adapted to the case in which 𝑋 has the BAP since the approximations of the iden-
tity could send the unit ball 𝐵𝑋 to a bigger ball (and, hence, we cannot control the Lipschitz norm of 𝑃◦𝑇𝛼|𝐵𝑋

as in
Proposition 3.1 (b)).

Question 1. Does 0(𝐵𝑋) have the BAP whenever 𝑋 has the BAP?
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12 ARON et al.

The same question for ∞(𝐵𝑋) was posed by Mujica in [38]. As far as we know, this question is still open.
In contrast to this unknown case about the BAP, the analogous statement for the AP (approximation property—without

bounds) was successfully solved by Mujica [38] for ∞(𝐵𝑋). We now turn to this goal for our space 0(𝐵𝑋), following
Mujica’s scheme but somewhat simplifying the arguments.
Note that in the results about theMAPwe used several times that a bounded net of linear operators converges uniformly

on compact sets if and only if it converges pointwise on a dense set. For the AP we cannot make use of this kind of
argument, so our first step will be to describe a locally convex topology 𝜏𝛾 such that the following topological isomorphism
holds:

(𝐿0(𝐵𝑋, 𝑌), 𝜏𝛾) ≅ ((0(𝐵𝑋), 𝑌), 𝜏0). (3.1)

Remark 3.3. Note that for a topology 𝜏𝛾 satisfying Equation (3.1), if (𝑓𝛼) is a bounded net in 𝐿0(𝐵𝑋, 𝑌) which con-

verges pointwise to 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌) then 𝑓𝛼

𝜏𝛾
→ 𝑓. Indeed, linearizing we obtain a bounded net (𝑇𝑓𝛼

) ⊂ (0(𝐵𝑋), 𝑌)

which converges pointwise to 𝑇𝑓 . Then, 𝑇𝑓𝛼

𝜏0
→ 𝑇𝑓 implying that 𝑓𝛼

𝜏𝛾
→ 𝑓.

As a consequence, we derive from Proposition 3.1 (a) the following identity:

𝐵𝐿0(𝐵𝑋,𝑌) = 𝐵0(𝑋,𝑌)

𝜏𝛾
. (3.2)

In order to work with the 𝜏0-topology in (0(𝐵𝑋), 𝑌) it would be good to have a useful description of the compact sets
of the space 0(𝐵𝑋). For that, we appeal to the following variation of the classical Grothendieck description of compact
sets (which can be proved, for instance, by slightly modifying the proof of [43, Proposition 9, p. 134]):

Lemma 3.4. Let 𝑋 be a Banach space and 𝑉 ⊂ 𝑆𝑋 such that 𝐵𝑋 = Γ(𝑉). For each compact set 𝐾 ⊂ 𝑋, there exist sequences
(𝛼𝑗) ∈ 𝑐0 (with 𝛼𝑗 > 0 for all 𝑗) and (𝑣𝑗) ⊂ 𝑉 such that 𝐾 ⊂ Γ({𝛼𝑗𝑣𝑗}).

A direct consequence of this lemma, along with Proposition 2.6 is the following:

Corollary 3.5. Let 𝐾 ⊂ 0(𝐵𝑋) be a compact set. Then, there exist sequences (𝛼𝑗) ∈ 𝑐0 and (𝑥𝑗, 𝑦𝑗) ⊂ 𝐵𝑋 × 𝐵𝑋 (with 𝛼𝑗 > 0

and 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗) such that 𝐾 ⊂ Γ({𝛼𝑗𝑚𝑥𝑗𝑦𝑗 }).

Now, we can introduce, as in [38, Theorem 4.8], a topology 𝜏𝛾 satisfying Equation (3.2).

Theorem 3.6. Let 𝜏𝛾 be the locally convex topology on𝐿0(𝐵𝑋, 𝑌) generated by the family of seminorms

𝑝(𝑓) = sup
𝑗

𝛼𝑗

‖𝑓(𝑥𝑗) − 𝑓(𝑦𝑗)‖‖𝑥𝑗 − 𝑦𝑗‖
for varying (𝛼𝑗) ∈ 𝑐0, 0 < 𝛼𝑗 < 1, and (𝑥𝑗, 𝑦𝑗) ⊂ 𝐵𝑋 × 𝐵𝑋 with 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗. Then, the mapping

(𝐿0(𝐵𝑋, 𝑌), 𝜏𝛾) → ((0(𝐵𝑋), 𝑌), 𝜏0)

𝑓 ↦ 𝑇𝑓

is a topological isomorphism.

Proof. If 𝐾 ⊂ 0(𝐵𝑋) is a compact set, by the previous corollary there are sequences (𝛼𝑗) ∈ 𝑐0, (𝑥𝑗, 𝑦𝑗) ⊂ 𝐵𝑋 × 𝐵𝑋 with
𝛼𝑗 > 0, 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗, such that 𝐾 ⊂ Γ({𝛼𝑗𝑚𝑥𝑗𝑦𝑗 }). Then, for all 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌),

sup
𝑢∈𝐾
‖𝑇𝑓𝑢‖ ≤ sup

𝑗
‖𝑇𝑓(𝛼𝑗𝑚𝑥𝑗𝑦𝑗 )‖ = sup

𝑗
𝛼𝑗

‖𝑓(𝑥𝑗) − 𝑓(𝑦𝑗)‖‖𝑥𝑗 − 𝑦𝑗‖ ,

showing that the mapping 𝑓 ↦ 𝑇𝑓 is 𝜏𝛾 − 𝜏0 continuous.
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ARON et al. 13

To prove the continuity of the inverse mapping note that for a seminorm 𝑝 of 𝜏𝛾, the associated sequence (𝛼𝑗𝑚𝑥𝑗𝑦𝑗 )

converges to 0 in 0(𝐵𝑋). Thus, the set 𝐾 = {𝛼𝑗𝑚𝑥𝑗𝑦𝑗 } ∪ {0} is a compact set in 0(𝐵𝑋) and 𝑝(𝑓) = sup𝑗 ‖𝑇𝑓(𝛼𝑗𝑚𝑥𝑗𝑦𝑗 )‖ =
sup𝑢∈𝐾 ‖𝑇𝑓𝑢‖. □

Although the corresponding result for Lipschitz-free spaces will not be used in this work, we include it here since it
may be of independent interest.

Theorem 3.7. Let𝑀 be a complete pointed metric space. Then

(i) For each compact subset 𝐾 of (𝑀), there exist sequences (𝛼𝑗) ∈ 𝑐0 and (𝑥𝑗, 𝑦𝑗) ⊂ 𝑀 × 𝑀 (with 𝛼𝑗 > 0 and 𝑥𝑗 ≠ 𝑦𝑗 for
all 𝑗) such that 𝐾 ⊂ Γ({𝛼𝑗𝑚𝑥𝑗𝑦𝑗 }).

(ii) Given a Banach space 𝑌, let 𝜏𝛾 be the locally convex topology on Lip0(𝑀,𝑌) generated by the seminorms

𝑝(𝑓) = sup
𝑗

𝛼𝑗

‖𝑓(𝑥𝑗) − 𝑓(𝑦𝑗)‖
𝑑(𝑥𝑗, 𝑦𝑗)

where (𝛼𝑗) ∈ 𝑐0, (𝑥𝑗, 𝑦𝑗) ⊂ 𝑀 × 𝑀 and 𝛼𝑗 > 0, 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗. Then, the mapping

(Lip0(𝑀,𝑌), 𝜏𝛾) → (((𝑀), 𝑌), 𝜏0)

𝑓 ↦ 𝑇𝑓

is a topological isomorphism.

Now, we examine the relationship between the topologies 𝜏𝛾 and 𝜏0 on𝐿0(𝐵𝑋, 𝑌).

Proposition 3.8. Let 𝑋 and 𝑌 be complex Banach spaces. Then, 𝜏𝛾 is finer than 𝜏0 on𝐿0(𝐵𝑋, 𝑌), and these topologies are
equivalent on (𝑚𝑋, 𝑌) for each𝑚 ∈ ℕ.

Proof. If 𝐾 ⊂ 𝐵𝑋 is a compact set, then 𝛿(𝐾) ⊂ 0(𝐵𝑋) is compact. By Corollary 3.5, there exist sequences (𝛼𝑗) ∈ 𝑐0 and
(𝑥𝑗, 𝑦𝑗) ⊂ 𝐵𝑋 × 𝐵𝑋 (with 𝛼𝑗 > 0 and 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗) such that 𝛿(𝐾) ⊂ Γ({𝛼𝑗𝑚𝑥𝑗𝑦𝑗 }). Hence, for all 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌),

sup
𝑥∈𝐾
‖𝑓(𝑥)‖ ≤ sup

𝑗
𝛼𝑗

‖𝑓(𝑥𝑗) − 𝑓(𝑦𝑗)‖‖𝑥𝑗 − 𝑦𝑗‖ ,

proving the first assertion.
For the second statement, take a seminorm 𝑝 that generates 𝜏𝛾: 𝑝(𝑓) = sup𝑗 𝛼𝑗

‖𝑓(𝑥𝑗)−𝑓(𝑦𝑗)‖‖𝑥𝑗−𝑦𝑗‖ , with (𝛼𝑗) ∈ 𝑐0, (𝑥𝑗, 𝑦𝑗) ⊂

𝐵𝑋 × 𝐵𝑋 , 𝛼𝑗 > 0 and 𝑥𝑗 ≠ 𝑦𝑗 for all 𝑗. For a homogeneous polynomial 𝑃 ∈ (𝑚𝑋, 𝑌), we have:

𝑝(𝑃) = sup
𝑗

𝛼𝑗

‖𝑃(𝑥𝑗) − 𝑃(𝑦𝑗)‖‖𝑥𝑗 − 𝑦𝑗‖ = sup
𝑗

‖𝑃(𝛼1∕𝑚

𝑗
𝑥𝑗) − 𝑃(𝛼

1∕𝑚

𝑗
𝑦𝑗)‖‖𝑥𝑗 − 𝑦𝑗‖

= sup
𝑗

‖‖‖‖∑𝑚

𝑘=1

(𝑚
𝑘

)
�𝑃
(
(𝛼

1∕𝑚

𝑗
(𝑥𝑗 − 𝑦𝑗))

𝑘, (𝛼
1∕𝑚

𝑗
𝑦𝑗)

𝑚−𝑘
)‖‖‖‖‖𝑥𝑗 − 𝑦𝑗‖

= sup
𝑗

‖‖‖‖‖‖‖‖
𝑚∑

𝑘=1

(𝑚
𝑘

)
�𝑃

⎛⎜⎜⎜⎝
⎛⎜⎜⎝
𝛼
1∕𝑚

𝑗
(𝑥𝑗 − 𝑦𝑗)‖𝑥𝑗 − 𝑦𝑗‖1∕𝑘

⎞⎟⎟⎠
𝑘

, (𝛼
1∕𝑚

𝑗
𝑦𝑗)

𝑚−𝑘

⎞⎟⎟⎟⎠
‖‖‖‖‖‖‖‖.
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14 ARON et al.

Note that there exist compact sets 𝐾1 and 𝐾2 in 𝑋 such that
{

𝛼
1∕𝑚

𝑗

(𝑥𝑗−𝑦𝑗)‖𝑥𝑗−𝑦𝑗‖1∕𝑘
}

⊂ 𝐾1 and
{
𝛼
1∕𝑚

𝑗
𝑦𝑗

}
⊂ 𝐾2 (since both

sequences go to 0). Then,

𝑝(𝑃) ≤
𝑚∑

𝑘=1

(𝑚
𝑘

)
sup

𝑎∈𝐾1,𝑏∈𝐾2

‖�𝑃(𝑎𝑘, 𝑏𝑚−𝑘)‖.
Using the polarization formula, for each 𝑘 ∈ {1, … ,𝑚},

�𝑃(𝑎𝑘, 𝑏𝑚−𝑘) =
1

2𝑚𝑚!

∑
𝜀𝑖=±1

𝜀1 ⋯ 𝜀𝑚𝑃

((
𝑘∑

𝑖=1

𝜀𝑖

)
𝑎 +

(
𝑚∑

𝑖=𝑘+1

𝜀𝑖

)
𝑏

)
.

Taking into account that the following set is compact

𝐶(𝐾1, 𝐾2) =

{(
𝑘∑

𝑖=1

𝜀𝑖

)
𝑎 +

(
𝑚∑

𝑖=𝑘+1

𝜀𝑖

)
𝑏 ∶ 𝑎 ∈ 𝐾1, 𝑏 ∈ 𝐾2, 𝑘 ∈ {1, … ,𝑚}, 𝜀𝑖 = ±1

}

and that

sup
𝑎∈𝐾1,𝑏∈𝐾2

‖�𝑃(𝑎𝑘, 𝑏𝑚−𝑘)‖ ≤ 1

𝑚!
sup

𝑢∈𝐶(𝐾1,𝐾2)
‖𝑃(𝑢)‖,

we derive the intended inequality:

𝑝(𝑃) ≤ 2𝑚 − 1

𝑚!
sup

𝑢∈𝐶(𝐾1,𝐾2)
‖𝑃(𝑢)‖.

□

We can now combine all the pieces of our study of the topology 𝜏𝛾 to obtain the following.

Proposition 3.9. If 𝑋 has the AP, for a given 𝑓 ∈ 𝐿0(𝐵𝑋, 𝑌) there exists a net (𝑃𝛼) ⊂ 𝑓,0(𝑋, 𝑌) such that 𝑃𝛼

𝜏𝛾
→ 𝑓.

Proof. It is enough to consider 𝑓 ∈ 𝐵𝐿0(𝐵𝑋,𝑌). Moreover, taking into account the equality (3.2) we just need to prove
the result for each homogeneous polynomial 𝑃 ∈ (𝑚𝑋, 𝑌) (for any 𝑚). Applying [38, Lemma 5.3] (or composing the
polynomial with the approximations of the identity supplied by the AP of 𝑋) we obtain a net (𝑃𝛼) ⊂ 𝑓,0(𝑋, 𝑌) such that

𝑃𝛼

𝜏0
→ 𝑃. Now, Proposition 3.8 implies that 𝑃𝛼

𝜏𝛾
→ 𝑃, which completes the proof. □

Finally, we are in position to prove the announced result:

Theorem 3.10. 𝑋 has the AP if and only if 0(𝐵𝑋) has the AP.

Proof. One implication is clear because 𝑋 is isometric to a complemented subspace of 0(𝐵𝑋).

For the other, take 𝛿 ∈ 𝐿0(𝐵𝑋,0(𝐵𝑋)). By Proposition 3.9 there exists a net (𝑃𝛼) ⊂ 𝑓,0(𝑋,0(𝐵𝑋)) such that 𝑃𝛼

𝜏𝛾
→ 𝛿.

By the linearization process, appealing to the isomorphism (3.1), we obtain that (𝑇𝑃𝛼
) ⊂ (0(𝐵𝑋),0(𝐵𝑋)) is a net of finite

rank linear mappings satisfying 𝑇𝑃𝛼

𝜏0
→ 𝐼𝑑. □

We finish this section with some comments about𝐿(𝐵𝑋, 𝑌) (i.e., the space of all holomorphic Lipschitz functions). It
is easy to check that this is a Banach space with the norm ‖𝑓‖𝐿 = max{‖𝑓(0)‖, 𝐿(𝑓)}.
Note that ‖𝑓‖∞ ≤ 2‖𝑓‖𝐿 for any 𝑓 ∈ 𝐿(𝐵𝑋, 𝑌). Also, it is plain to see that𝐿0(𝐵𝑋, 𝑌) is a 1-complemented subspace

of𝐿(𝐵𝑋, 𝑌). Moreover, motivated by a similar result for Lip0-spaces (see [46, Theorem 1.7.2]) we get:
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ARON et al. 15

Proposition 3.11. Let 𝑋,𝑌 be complex Banach spaces. Then, 𝐿(𝐵𝑋, 𝑌) is isometric to a 1-complemented subspace of
𝐿0(𝐵𝑋⊕1ℂ, 𝑌).

Proof. Consider Φ ∶ 𝐿(𝐵𝑋, 𝑌) → 𝐿0(𝐵𝑋⊕1ℂ, 𝑌) given by Φ𝑓(𝑥, 𝜆) = 𝑓(𝑥) + (𝜆 − 1)𝑓(0). It is easy to check that Φ𝑓 is
Lipschitz with 𝐿(Φ𝑓) ≤ ‖𝑓‖𝐿 for every 𝑓 ∈ 𝐿(𝐵𝑋, 𝑌). Note that

𝐿(Φ𝑓) ≥ sup

{‖Φ𝑓(𝑥, 0) − Φ𝑓(𝑦, 0)‖‖𝑥 − 𝑦‖ ∶ 𝑥 ≠ 𝑦 ∈ 𝐵𝑋

}
= 𝐿(𝑓)

and also

𝐿(Φ𝑓) ≥ ‖Φ𝑓(0, 1) − Φ𝑓(0, 0)‖‖(0, 1) − (0, 0)‖1 = ‖𝑓(0)‖,
so we actually have 𝐿(Φ𝑓) = ‖𝑓‖𝐿. Thus, Φ is an isometry into.
Now, consider 𝑇 ∶ 𝐿0(𝐵𝑋⊕1ℂ, 𝑌) → 𝐿(𝐵𝑋, 𝑌) given by 𝑇𝑔(𝑥) = 𝑔(𝑥, 0) + 𝑔(0, 1). One can easily check that ‖𝑇‖ ≤ 1

and 𝑇◦Φ = 𝐼𝐿(𝐵𝑋,𝑌). Therefore, 𝑃 = Φ◦𝑇 is a norm-one projection from𝐿0(𝐵𝑋⊕1ℂ, 𝑌) onto Φ(𝐿(𝐵𝑋, 𝑌)). □

With the same procedure as at the beginning of the previous section, we can produce a canonical predual (𝐵𝑋) of𝐿(𝐵𝑋) made up of elements of 𝐿(𝐵𝑋)
∗ which are 𝜏0-continuous when restricted to the closed unit ball. The facts

that 𝐿0(𝐵𝑋) is a 1-complemented subspace of 𝐿(𝐵𝑋) and that the projection from 𝐿(𝐵𝑋) onto 𝐿0(𝐵𝑋) is 𝜏0 − 𝜏0
continuous allow us to derive that 0(𝐵𝑋) is isometric to a 1-complemented subspace of (𝐵𝑋). Moreover, Proposition 3.11
actually shows that (𝐵𝑋) is 1-complemented in 0(𝐵𝑋⊕1ℂ) since, for𝑌 = ℂ,Φ is the adjoint of themap given by 𝛿(𝑥, 𝜆) ↦
𝛿(𝑥) + (𝜆 − 1)𝛿(0) and 𝑇 is the adjoint of the one given by 𝛿(𝑥) ↦ 𝛿(𝑥, 0) + 𝛿(0, 1).
With standard adaptationsmost of the results of this and the previous sections can be stated for (𝐵𝑋) instead of 0(𝐵𝑋).

That is the case of Propositions 2.3, 2.4, 3.1, and Theorem 3.2. The version of Proposition 2.6 for (𝐵𝑋) requires the addition
of 𝛿(0) to both considered sets. This addition has impact in Corollary 3.5 and Theorem 3.6, which in turn affects the proofs
of Propositions 3.8 and 3.9 and Theorem 3.10. All these results are valid for (𝐵𝑋) after the mentioned modifications.
Alternatively, this also follows from the fact that (𝐵𝑋) is isometric to a 1-complemented subspace of 0(𝐵𝑋⊕1ℂ) (just note
that the map Φ in Proposition 3.11 is the adjoint of the linearization 𝑇𝐹 of the map 𝐹(𝑥, 𝜆) = 𝛿(𝑥) + (𝜆 − 1)𝛿(0)). Also,
note that the square diagram (2.1) can be made for (𝐵𝑋), but there is no equality between the norms of 𝑇𝛿𝑌◦𝑓 and 𝑓.

4 RELATION BETWEEN 𝟎(𝑩𝑿) AND 𝟎(𝑩𝒀)WHEN 𝑿 ⊂ 𝒀

Recall that, given metric spaces 𝑀,𝑁 with 0 ∈ 𝑀 ⊂ 𝑁, the (real) Lipschitz-free space (𝑀) canonically identifies with
a subspace of (𝑁). This follows from the McShane extension theorem asserting that for every 𝑓 ∈ Lip0(𝑀,ℝ) there is
𝑓 ∈ Lip0(𝑁,ℝ) with 𝑓|𝑀 = 𝑓 and 𝐿(𝑓) = 𝐿(𝑓), see, for example [46, Theorem 1.33]. Note in passing that in the complex-
valued case all extensions can have a larger Lipschitz constant. This is why our next goal is to analyze the corresponding
relation between 0(𝐵𝑋) and 0(𝐵𝑌) when 𝑋 ⊂ 𝑌. Then, 𝐵𝑋 ⊂ 𝐵𝑌 and the restriction mapping has norm one:

𝐿0(𝐵𝑌) → 𝐿0(𝐵𝑋)

𝑓 ↦ 𝑓|𝐵𝑋
.

Then, the following mapping also has norm one:

𝜌 ∶ 0(𝐵𝑋) → 0(𝐵𝑌)

𝜑 ↦ 𝜑,

where 𝜑(𝑓) = 𝜑(𝑓|𝐵𝑋
).

Whenever 𝜌 is an isometry, we write 0(𝐵𝑋) ⊂ 0(𝐵𝑌). Then, by the Hahn–Banach theorem, every element of𝐿0(𝐵𝑋)

would have a norm preserving extension to𝐿0(𝐵𝑌). Since there exist polynomials which cannot be extended to a larger
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16 ARON et al.

space it is not always true that 0(𝐵𝑋) ⊂ 0(𝐵𝑌). Moreover, the previous argument can be clearly reversed, so: 0(𝐵𝑋) ⊂0(𝐵𝑌) if and only if every 𝑓 ∈ 𝐿0(𝐵𝑋) has a norm preserving extension to𝐿0(𝐵𝑌).
We study some situations where this norm preserving extension occurs. All are cases where we have an extension

morphism. The simplest occurs when 𝑋 is 1-complemented in 𝑌. Here, the complementation also spreads to 0(𝐵𝑋).

Proposition 4.1. If 𝑋 is 1-complemented in 𝑌 then 𝜌 is an isometry and 0(𝐵𝑋) is a 1-complemented subspace of 0(𝐵𝑌).

Proof. Let𝜋 ∶ 𝑌 → 𝑋 be a norm-one projection. Given𝑓 ∈ 𝐿0(𝐵𝑋) themapping𝑓◦𝜋 belongs to𝐿0(𝐵𝑌)with 𝐿(𝑓◦𝜋) ≤
𝐿(𝑓) and (𝑓◦𝜋)|𝐵𝑋

= 𝑓. Now, for each 𝜑 ∈ 0(𝐵𝑋),

‖𝜑‖ = sup
𝑓∈𝐵𝐿0(𝐵𝑋)

|𝜑(𝑓)| = sup
𝑓∈𝐵𝐿0(𝐵𝑋)

|𝜑(𝑓◦𝜋)| ≤ ‖𝜑‖.
Thus, ‖𝜑‖ = ‖𝜑‖, meaning that 𝜌 is an isometry. Finally, we derive that 0(𝐵𝑋) is 1-complemented in 0(𝐵𝑌) through the
following projection:

0(𝐵𝑌) → 0(𝐵𝑋)

𝜓 ↦ [𝑓 ↦ 𝜓(𝑓◦𝜋)]. □

Jung has proved recently that ∞(𝐵𝑋) does not have the Radon–Nikodym property (RNP) for any𝑋 [35]. Here we obtain
the same result for 0(𝐵𝑋).

Corollary 4.2. The space 0(𝐵𝑋) fails to have the Radon–Nikodym property for every complex Banach space 𝑋.

Proof. The space ∞(𝔻) fails to have the RNP since its unit ball does not have extreme points [4]. Thus, by the isometry
presented in Proposition 2.7, the same holds for 0(𝔻). Since ℂ is 1-complemented in 𝑋, Proposition 4.1 yields that 0(𝔻)

is a subspace of 0(𝐵𝑋) and we are done. □

Another situation in which we have an extension morphism is when 𝑌 = 𝑋∗∗. Recall that, given 𝑓 ∈ ∞(𝐵𝑋), we can
consider its standard, canonical extension 𝑓 ∈ ∞(𝐵𝑋∗∗) [7]. This extension, which defines an isometry from∞(𝐵𝑋) to∞(𝐵𝑋∗∗) [21], is a topic widely developed in the literature. For instance, it is essential in the description of the spectrum
(or maximal ideal space) of the Banach algebra ∞(𝐵𝑋). Another ingredient that usually appears associated with this
extension and its properties is the notion of symmetrically regular space. Both these concepts have their origin in the study
initiated by Arens [5, 6] about extending the product of a Banach algebra to its bidual, which we now review.
For an 𝑛-linear mapping 𝐴 ∶ 𝑋 × ⋯ × 𝑋 → 𝑌 the canonical extension 𝐴 ∶ 𝑋∗∗ × ⋯ × 𝑋∗∗ → 𝑌∗∗ is given by

consecutive weak-star convergence in the following way:

𝐴(𝑥∗∗
1 , … , 𝑥∗∗

𝑛 )(𝑦∗) = lim
𝛼1

… lim
𝛼𝑛

𝑦∗(𝐴(𝑥𝛼1
, … , 𝑥𝛼𝑛

))

where each (𝑥𝛼𝑖
) ⊂ 𝑋 is a net which is weak-star convergent to 𝑥∗∗

𝑖
and 𝑦∗ ∈ 𝑌∗. Now, the canonical extension of a

homogeneous polynomial 𝑃 ∈ (𝑚𝑋, 𝑌) is given by 𝑃 ∈ (𝑚𝑋∗∗, 𝑌∗∗) which is defined, for 𝑥∗∗ ∈ 𝑋∗∗, in the expected
way:

𝑃(𝑥∗∗) = �̃𝑃(𝑥∗∗, … , 𝑥∗∗).

This provides amethod to canonically extend bounded holomorphic functions𝑓 ∈ ∞(𝐵𝑋, 𝑌) ⇝ 𝑓 ∈ ∞(𝐵𝑋∗∗ , 𝑌∗∗) and
we know from [21] that this extension is an isometry: ‖𝑓‖ = ‖𝑓‖.
Recall that 𝑋 is said to be regular if every continuous bilinear mapping 𝐴 ∶ 𝑋 × 𝑋 → ℂ is Arens regular. That is, the

following two extensions of 𝐴 to 𝑋∗∗ × 𝑋∗∗ → ℂ coincide:

lim
𝛼

lim
𝛽

𝐴(𝑥𝛼, 𝑦𝛽) and lim
𝛽

lim
𝛼

𝐴(𝑥𝛼, 𝑦𝛽),
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ARON et al. 17

where (𝑥𝛼) and (𝑦𝛽) are nets in𝑋 convergingweak-star to points 𝑥∗∗
0 and 𝑦∗∗

0 in𝑋∗∗. The space𝑋 is symmetrically regular if
the above holds for every continuous symmetric bilinear form. Equivalently,𝑋 is (symmetrically) regular if any continuous
(symmetric) linear mapping 𝑇 ∶ 𝑋 → 𝑋∗ is weakly compact. Several equivalent characterizations of this notion can be
seen in [9, Theorem 8.3] and some interesting properties appeared in [10, Section 1]. As examples of non-reflexive regular
(and hence, symmetrically regular) Banach spaces we have, for instance, those that satisfy property (V) of Pełczyński, like
𝑐0, 𝐶(𝐾) or ∞(𝔻), while typical non symmetrically regular spaces are 𝓁1 and 𝑋 ⊕ 𝑋∗, for any non-reflexive space 𝑋.
Also, Leung [37, Theorem 12] provided an example of a symmetrically regular space that is not regular and in [10] it is
shown that 𝑐0(𝓁𝑛

1 ) is regular but its bidual 𝓁∞(𝓁𝑛
1 ) is not symmetrically regular.

We nowwant to work with the canonical extension of elements in𝐿0(𝐵𝑋). For 𝑓 ∈ 𝐿0(𝐵𝑋), in order to compute the
Lipschitz constant of 𝑓 we need to deal with the differential of the extension, 𝑑𝑓, which belongs to (𝐵𝑋∗∗ , 𝑋∗∗∗). Now,

we do know the norm of the extension of the differential . Fortunately, on symmetrically regular
spaces they coincide:

Proposition 4.3. If 𝑋 is symmetrically regular and 𝑓 ∈ 𝐿0(𝐵𝑋), then .

Proof. If 𝑓 =
∑∞

𝑘=0
𝑃𝑘𝑓(0) then the series expansion of 𝑑𝑓 at 0 is given by 𝑑𝑓 =

∑∞

𝑘=0
𝑑𝑃𝑘𝑓(0). Thus,

. On the other hand, 𝑓 =
∑∞

𝑘=0
𝑃𝑘𝑓(0) and so 𝑑𝑓 =

∑∞

𝑘=0
𝑑(𝑃𝑘𝑓(0)).

Therefore, the result is proved once we show that for any given𝑚 ∈ ℕ and any 𝑃 ∈ (𝑚𝑋), 𝑑𝑃 = 𝑑𝑃. Note that in this
case 𝑃 ∈ (𝑚𝑋∗∗), 𝑑𝑃 ∈ (𝑚−1𝑋, 𝑋∗) while both 𝑑𝑃 and 𝑑𝑃 belong to (𝑚−1𝑋∗∗, 𝑋∗∗∗).
When 𝑋 is symmetrically regular, it follows from [9, Theorem 8.3] that �̃𝑃 = �̃𝑃. The argument is now complete because,

for each 𝑥∗∗, 𝑦∗∗ ∈ 𝑋∗∗ we have 𝑑𝑃(𝑥∗∗)(𝑦∗∗) = 𝑚�̃𝑃(𝑥∗∗, … , 𝑥∗∗, 𝑦∗∗) and 𝑑𝑃(𝑥∗∗)(𝑦∗∗) = 𝑚�̃𝑃(𝑥∗∗, … , 𝑥∗∗, 𝑦∗∗). □

Ageneralization of this procedure (which, however, uses the canonical extension in its definition) iswhen there exists an
isometric extensionmorphism 𝑠 ∶ 𝑋∗ → 𝑌∗. This happens, for instance, when𝑋 is anM-ideal in𝑌. More generally, if𝑋 ⊂

𝑌 then the existence of an isometric extension morphism 𝑠 ∶ 𝑋∗ → 𝑌∗ is equivalent to𝑋∗∗ being 1-complemented in 𝑌∗∗.
Actually, the existence of an isometric extension morphism 𝑠 ∶ 𝑋∗ → 𝑌∗ is equivalent to 𝑋 being 1-locally complemented
in 𝑌 (see the definition in the next section and the comment before Corollary 5.5).
Note that 𝑠(𝑥∗)(𝑥) = 𝑥∗(𝑥) for all 𝑥 ∈ 𝑋, 𝑥∗ ∈ 𝑋∗ and that ‖𝑠(𝑥∗)‖ = ‖𝑥∗‖. This extension transfers to∞(𝐵𝑋) in the

following way:

𝑠 ∶ ∞(𝐵𝑋) → ∞(𝐵𝑌)

𝑓 ↦ 𝑓◦𝑠∗◦𝑖𝑌,

where 𝑖𝑌 ∶ 𝑌 → 𝑌∗∗ is the canonical inclusion.
The mapping 𝑠 is an isometric extension from∞(𝐵𝑋) to∞(𝐵𝑌). Now, we can show that the canonical extension and

the mapping 𝑠 are isometric on𝐿0(𝐵𝑋) when 𝑋 is a symmetrically regular Banach space.

Proposition 4.4. If 𝑋 is symmetrically regular, then the extension mapping

𝐸 ∶ 𝐿0(𝐵𝑋) → 𝐿0(𝐵𝑋∗∗)

𝑓 ↦ 𝑓

is an isometry. If, in addition, 𝑋 ⊂ 𝑌 and there is an isometric extension morphism 𝑠 ∶ 𝑋∗ → 𝑌∗ then

𝑠 ∶ 𝐿0(𝐵𝑋) → 𝐿0(𝐵𝑌)

𝑓 ↦ 𝑓◦𝑠∗◦𝑖𝑌

is an isometric extension.
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18 ARON et al.

Proof. If 𝑓 ∈ 𝐿0(𝐵𝑋) then its norm is given by ‖𝑑𝑓‖. By [21], . Also, by the previous proposition we know

that . So, we obtain that ‖df‖ = ‖𝑑𝑓‖, meaning that 𝑓 does indeed belong to 𝐿0(𝐵𝑋∗∗) and that the mapping
𝑓 ↦ 𝑓 is an isometry.
To prove the second statement, note that for any 𝑃 ∈ (𝑚𝑋) we have that 𝑠(𝑃) ∈ (𝑚𝑌) and 𝑑(𝑠(𝑃)) ∈ (𝑚−1𝑌, 𝑌∗).

Now, for 𝑦, 𝑧 ∈ 𝐵𝑌 ,

𝑑(𝑠(𝑃))(𝑦)(𝑧) = 𝑚�(𝑠(𝑃))(𝑦, … , 𝑦, 𝑧) = 𝑚�̃𝑃(𝑠∗(𝑖𝑌(𝑦)), … , 𝑠∗(𝑖𝑌(𝑦)), 𝑠
∗(𝑖𝑌(𝑧)))

= 𝑑𝑃(𝑠∗(𝑖𝑌(𝑦)))(𝑠
∗(𝑖𝑌(𝑧))) = (𝑖∗𝑌◦𝑠

∗∗◦𝑑𝑃◦𝑠∗◦𝑖𝑌)(𝑦)(𝑧).

This says that 𝑑(𝑠(𝑃)) = 𝑖∗𝑌◦𝑠
∗∗◦𝑑𝑃◦𝑠∗◦𝑖𝑌 for every polynomial 𝑃 ∈ (𝑚𝑋). Then, the same equality holds for every

𝑓 ∈ 𝐿0(𝐵𝑋):

𝑑(𝑠(𝑓)) = 𝑖∗𝑌◦𝑠
∗∗◦𝑑𝑓◦𝑠∗◦𝑖𝑌.

Since 𝑋 is symmetrically regular, the first part of the proof shows that ‖𝑑(𝑠(𝑓))‖ ≤ ‖𝑑𝑓‖ = ‖𝑑𝑓‖. Also, note that for
𝑥 ∈ 𝐵𝑋 , we have 𝑠∗◦𝑖𝑌(𝑥) = 𝑖𝑋(𝑥). This implies that 𝑑𝑓(𝑠∗(𝑖𝑌(𝑥)) = 𝑖𝑋∗(𝑑𝑓(𝑥)). Therefore,

𝑑(𝑠(𝑓))(𝑥) = 𝑖∗𝑌◦𝑠
∗∗(𝑖𝑋∗(𝑑𝑓(𝑥))) = 𝑠(𝑑𝑓(𝑥)).

This equality and the fact that 𝑠 is an isometry allow us to derive the other inequality:

‖𝑑(𝑠(𝑓))‖ ≥ sup
𝑥∈𝐵𝑋

‖𝑑(𝑠(𝑓))(𝑥)‖ = sup
𝑥∈𝐵𝑋

‖𝑠(𝑑𝑓(𝑥))‖
= sup

𝑥∈𝐵𝑋

‖𝑑𝑓(𝑥)‖ = ‖𝑑𝑓‖,
which concludes the proof. □

In the previous result, symmetric regularity is used to obtain that . Actually we only need the identity of their

norms: . We do not know if this equality holds in general.

Corollary 4.5. If 𝑋 is symmetrically regular, then 0(𝐵𝑋) ⊂ 0(𝐵𝑋∗∗). If, in addition, 𝑋 ⊂ 𝑌 and there is an isometric
extension morphism 𝑠 ∶ 𝑋∗ → 𝑌∗, then 0(𝐵𝑋) ⊂ 0(𝐵𝑌).

Note that in the above corollary the hypothesis of symmetric regularity is not a necessary condition: 𝑋 = 𝓁1 is not
symmetrically regular and by Proposition 4.1, 0(𝐵𝓁1

) ⊂ 0(𝐵𝓁∗∗
1
).

4.1 Dual isometric spaces

It is known that there exist non-isomorphic Banach spaces with isomorphic duals. Attending to that, Díaz andDineen [23]
posed the following question: if 𝑋 and 𝑌 are Banach spaces such that 𝑋∗ and 𝑌∗ are isomorphic, under which conditions
is it true that (𝑚𝑋) and (𝑚𝑌) are isomorphic for every𝑚 ≥ 1? That is, if𝑋∗ and 𝑌∗ are isomorphic (i.e., the spaces of 1-
homogeneous polynomials are isomorphic) does it imply that the spaces of𝑚-homogeneous polynomials are isomorphic
for every 𝑚? They also gave a partial answer to this question. Later, a relaxation of the conditions was independently
obtained by Cabello-Sánchez et al. [16, Theorem 1] and Lassalle and Zalduendo [36, Theorem 4]], who proved that the
answer is affirmativewhenever𝑋 and𝑌 are symmetrically regular.We present here a version of this result for holomorphic
Lipschitz functions on the ball. Since we need to remain inside the ball when changing the space we have to restrict
ourselves to the case of isometric isomorphisms.
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ARON et al. 19

Proposition 4.6. If 𝑋 and 𝑌 are symmetrically regular Banach spaces such that 𝑋∗ and 𝑌∗ are isometrically isomorphic
then𝐿0(𝐵𝑋) and𝐿0(𝐵𝑌) are isometrically isomorphic as well.

Proof. Let us denote by 𝑠 ∶ 𝑋∗ → 𝑌∗ the isometric isomorphism and consider the mapping 𝑠 ∶ 𝐿0(𝐵𝑋) → 𝐿0(𝐵𝑌) as
in Proposition 4.4. By the proof of that proposition we derive that 𝑠 is continuous and ‖𝑠‖ ≤ 1. Since 𝑌 is symmetrically
regular, we can use the same procedure for the mapping 𝑠−1 ∶ 𝐿0(𝐵𝑌) → 𝐿0(𝐵𝑋) leading to ‖𝑠−1‖ ≤ 1. Finally, appeal-
ing to [36, Corollary 3] we obtain that 𝑠−1◦𝑠(𝑃) = 𝑃 for every homogeneous polynomial 𝑃 on 𝑋 and, hence, 𝑠−1◦𝑠(𝑓) = 𝑓

for every 𝑓 ∈ 𝐿0(𝐵𝑋). Indeed, if
∑∞

𝑘=0
𝑃𝑘 is the Taylor series expansion of a given 𝑓 ∈ 𝐿0(𝐵𝑋), then 𝑓(𝑧) =

∑∞

𝑘=0
𝑃̃𝑘(𝑧)

for every 𝑧 ∈ 𝐵𝑋∗∗ . Thus,

𝑠(𝑓)(𝑦) = 𝑓(𝑠∗(𝑖𝑌(𝑦))) =

∞∑
𝑘=0

𝑃̃𝑘(𝑠∗(𝑖𝑌(𝑦))) =

∞∑
𝑘=0

𝑠(𝑃𝑘)(𝑦),

for every 𝑦 ∈ 𝑌. From here

𝑠−1(𝑠(𝑓))(𝑥) = 𝑠(𝑓)
(
(𝑠−1)∗(𝑖𝑋(𝑥))

)
=

∞∑
𝑘=0

𝑠(𝑃𝑘)
(
(𝑠−1)∗(𝑖𝑋(𝑥)

)
=

∞∑
𝑘=0

𝑠−1(𝑠(𝑃𝑘))(𝑥) =

∞∑
𝑘=0

𝑃𝑘(𝑥) = 𝑓(𝑥),

for every 𝑥 ∈ 𝑋. Analogously, one can check that 𝑠◦𝑠−1(𝑓) = 𝑓 for every 𝑓 ∈ 𝐿(𝐵𝑌). □

4.2 Mapping between 𝟎(𝑩𝑿) and 𝟎(𝑩𝒀)

Any linearmapping between𝑋 and𝑌 produces amapping between 0(𝐵𝑋) and 0(𝐵𝑌) by a canonical procedure (actually,
two canonical procedures depending on the norm of the mapping).

(i) Let 𝜓 ∶ 𝑋 → 𝑌 be a linear mapping with ‖𝜓‖ ≤ 1. Note that 𝐿(𝜓) = ‖𝜓‖ in this case. Since 𝜓(𝐵𝑋) ⊂ 𝐵𝑌 we can define
the canonical mapping with norm ≤ 1:

𝐿0(𝐵𝑌) → 𝐿0(𝐵𝑋)

𝑓 ↦ 𝑓◦𝜓.

Thus, the following also has norm ≤ 1:

𝑇𝛿𝑌◦𝜓 ∶ 0(𝐵𝑋) → 0(𝐵𝑌)

𝜑 ↦ 𝜑,

where 𝜑(𝑓) = 𝜑(𝑓◦𝜓).
(ii) When ‖𝜓‖ > 1 the previous construction does not work but we can appeal to a linearization plus differentiation

process (as we used to show that 𝑋 is a 1-complemented subspace of 0(𝐵𝑋)).
Let 𝜓 ∈ (𝑋, 𝑌) so that 𝜓|𝐵𝑋

∈ 𝐿0(𝐵𝑋, 𝑌). We have the usual commutative diagram:

where 𝑇𝜓 ∈ (0(𝐵𝑋), 𝑌).
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20 ARON et al.

Applying the differential at 0 to the equality 𝜓|𝐵𝑋
= 𝑇𝜓◦𝛿𝑋 we get the commutative diagram:

Note that the linear mapping 𝑑𝛿𝑌(0)◦𝑇𝜓 ∶ 0(𝐵𝑋) → 0(𝐵𝑌) has norm less than or equal to ‖𝜓‖.
5 LOCAL COMPLEMENTATION IN THE BIDUAL

In this section, we are interested in the relationship between 0(𝐵𝑋∗∗) and 0(𝐵𝑋)
∗∗ under the hypothesis of 𝑋∗∗ having

the MAP, in the spirit of what is done in [17].
We begin with a result about a special approximation behavior in the case that the bidual space has the MAP.

Proposition 5.1. Let 𝑋,𝑌 be Banach spaces such that 𝑋∗∗ has the MAP. For each 𝑓 ∈ 𝐿0(𝐵𝑋∗∗ , 𝑌) with 𝐿(𝑓) = 1, there
exists a net (𝑄𝛼) ⊂ 𝑓,0(𝑋, 𝑌) with 𝐿(𝑄𝛼|𝐵𝑋

) ≤ 1 satisfying 𝑄𝛼(𝑥
∗∗) → 𝑓(𝑥∗∗) for all 𝑥∗∗ ∈ 𝐵𝑋∗∗ .

Proof. By Proposition 3.1, it is enough to consider 𝑓 = 𝑃 ∈ 0(𝑋
∗∗, 𝑌) with 𝐿(𝑃|𝐵𝑋∗∗ ) ≤ 1. If 𝑋∗∗ has the MAP we can

appeal to [17, Corollary 1] to obtain a net of finite rank mappings (𝑡𝛼) ⊂ (𝑋, 𝑋∗∗) with ‖𝑡𝛼‖ ≤ 1 and 𝑡∗∗𝛼 (𝑥∗∗) → 𝑥∗∗ for
all 𝑥∗∗ ∈ 𝑋∗∗. Now, we define 𝑄𝛼 = 𝑃◦𝑡𝛼, which clearly belongs to 𝑓,0(𝑋, 𝑌). Note that, for any 𝑥, 𝑦 ∈ 𝐵𝑋 ,

‖𝑄𝛼(𝑥) − 𝑄𝛼(𝑦)‖ = ‖𝑃(𝑡𝛼(𝑥)) − 𝑃(𝑡𝛼(𝑦))‖ ≤ 𝐿(𝑃|𝐵𝑋∗∗ )‖𝑡𝛼‖‖𝑥 − 𝑦‖ ≤ ‖𝑥 − 𝑦‖.
Then, 𝐿(𝑄𝛼|𝐵𝑋

) ≤ 1. Since 𝑡𝛼 is a finite rank mapping, we have that 𝑡∗∗𝛼 ∈ (𝑋∗∗, 𝑋∗∗). Hence, 𝑄𝛼 = 𝑃◦𝑡∗∗𝛼 = 𝑃◦𝑡∗∗𝛼 . As a
consequence, 𝑄𝛼(𝑥

∗∗) = 𝑃(𝑡∗∗𝛼 (𝑥∗∗)) → 𝑃(𝑥∗∗) for all 𝑥∗∗ ∈ 𝐵𝑋∗∗ . □

For a symmetrically regular space 𝑋, we consider the following mapping:

Θ ∶ 𝐵𝑋∗∗ → 0(𝐵𝑋)
∗∗ = 𝐿0(𝐵𝑋)

∗

𝑥∗∗ ↦ [𝑓 ∈ 𝐿0(𝐵𝑋) ↦ 𝑓(𝑥∗∗)].

Proposition 5.2. If 𝑋 is symmetrically regular then Θ belongs to𝐿0(𝐵𝑋∗∗ ,0(𝐵𝑋)
∗∗) with 𝐿(Θ) = 1.

Proof. If 𝑋 is symmetrically regular, by Proposition 4.4, the canonical extension is an isometry from 𝐿0(𝐵𝑋) into𝐿0(𝐵𝑋∗∗), so Θ is well defined. For any 𝑓 ∈ 𝐿0(𝐵𝑋), we have Θ(⋅)(𝑓) = 𝑓, meaning that Θ is weak-star holomorphic,
and thus it is holomorphic. Also, Θ(0) = 0 and for any 𝑥∗∗, 𝑦∗∗ ∈ 𝐵𝑋∗∗ , once again by the symmetric regularity of 𝑋 we
have

‖Θ(𝑥∗∗) − Θ(𝑦∗∗)‖ = sup
𝑓∈𝐵𝐿0(𝐵𝑋)

‖𝑓(𝑥∗∗) − 𝑓(𝑦∗∗)‖ ≤ ‖𝑥∗∗ − 𝑦∗∗‖.
This means that Θ ∈ 𝐿0(𝐵𝑋∗∗ ,0(𝐵𝑋)

∗∗) with 𝐿(Θ) ≤ 1. On the other hand,

‖Θ(𝑥∗∗) − Θ(𝑦∗∗)‖ ≥ sup
𝑥∗∈𝐵𝑋∗

|𝑥∗∗(𝑥∗) − 𝑦∗∗(𝑥∗)| = ‖𝑥∗∗ − 𝑦∗∗‖.
Therefore, 𝐿(Θ) = 1. □
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ARON et al. 21

As a consequence of the previous proposition, if 𝑋 is symmetrically regular we can linearize the mapping Θ:

This produces a linear mapping 𝑇Θ ∈ (0(𝐵𝑋∗∗),0(𝐵𝑋)
∗∗) with ‖𝑇Θ‖ = 𝐿(Θ) = 1.

Motivated by the principle of local reflexivity, Kalton [34] introduced the following definition.

Definition 5.3. Given Banach spaces 𝑋 ⊂ 𝑌 we say that 𝑋 is 1-locally complemented in 𝑌 if for every 𝜀 > 0 and every
finite-dimensional subspace 𝐹 of 𝑌 there exist a linear mapping 𝑇 ∶ 𝐹 → 𝑋 such that ‖𝑇‖ ≤ 1 + 𝜀 and 𝑇(𝑥) = 𝑥 for all
𝑥 ∈ 𝐹 ∩ 𝑋.

Note that the principle of local reflexivity says that 𝑋 is 1-locally complemented in 𝑋∗∗, for any Banach space 𝑋.

Theorem 5.4. If 𝑋 is symmetrically regular and 𝑋∗∗ has the MAP then 𝑇Θ embeds 0(𝐵𝑋∗∗) as a 1-locally complemented
subspace of 0(𝐵𝑋)

∗∗. In particular, 𝑇Θ is an isometry.

Proof. We know that the mapping 𝛿𝑋∗∗ belongs to 𝐿0(𝐵𝑋∗∗ ,0(𝐵𝑋∗∗)) with 𝐿(𝛿𝑋∗∗) = 1. Thus, we can apply
Proposition 5.1 to get a net (𝑄𝛼) ⊂ 𝑓,0(𝑋,0(𝐵𝑋∗∗)) with 𝐿(𝑄𝛼|𝐵𝑋

) ≤ 1 such that 𝑄𝛼(𝑥
∗∗) → 𝛿𝑋∗∗(𝑥∗∗) for all 𝑥∗∗ ∈ 𝐵𝑋∗∗ .

Consider the following two commutative diagrams:

Note that, since 𝑋 is symmetrically regular we have

‖𝑇𝑄𝛼
‖ = 𝐿(𝑄𝛼|𝐵𝑋

) = 𝐿(𝑄𝛼|𝐵𝑋
) = ‖𝑇𝑄𝛼

‖ ≤ 1.

For each 𝛼, since 𝑇𝑄𝛼
is a finite rank operator we have that 𝑇∗∗

𝑄𝛼
belongs to (0(𝐵𝑋)

∗∗,0(𝐵𝑋∗∗)). Thus, we have the
following diagram:

The space 0(𝐵𝑋∗∗) has theMAPwitnessed by the net (𝑇𝑄𝛼
) thanks to (the proof of) Theorem 3.2. Appealing to [17, Lemma

4], the proof will be completed once we check that the previous diagram is commutative. For this, it is enough to prove
that 𝑇𝑄𝛼

(𝛿𝑋∗∗(𝑥∗∗)) = 𝑇∗∗
𝑄𝛼

◦𝑇Θ(𝛿𝑋∗∗(𝑥∗∗)) for every 𝑥∗∗ ∈ 𝐵𝑋∗∗ .
On the one hand, we know that 𝑇𝑄𝛼

(𝛿𝑋∗∗(𝑥∗∗)) = 𝑄𝛼(𝑥
∗∗). On the other hand, 𝑇∗∗

𝑄𝛼
◦𝑇Θ(𝛿𝑋∗∗(𝑥∗∗)) = 𝑇∗∗

𝑄𝛼
(Θ(𝑥∗∗)). In

order to understand this element of 0(𝐵𝑋∗∗), let us see how it acts on any 𝑓 ∈ 𝐿0(𝐵𝑋∗∗):

⟨𝑇∗∗
𝑄𝛼

(Θ(𝑥∗∗)), 𝑓⟩ = ⟨Θ(𝑥∗∗), 𝑇∗
𝑄𝛼

(𝑓)⟩. (5.1)

Now, 𝑇∗
𝑄𝛼

(𝑓) belongs to𝐿0(𝐵𝑋) and, for any 𝑥 ∈ 𝐵𝑋 , 𝑇∗
𝑄𝛼

(𝑓) satisfies

𝑇∗
𝑄𝛼

(𝑓)(𝑥) = ⟨𝑇∗
𝑄𝛼

(𝑓), 𝛿𝑋(𝑥)⟩ = ⟨𝑓, 𝑇𝑄𝛼
(𝛿𝑋(𝑥))⟩ = ⟨𝑓,𝑄𝛼(𝑥)⟩ = (𝑇𝑓◦𝑄𝛼)(𝑥).
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22 ARON et al.

Then, 𝑇∗
𝑄𝛼

(𝑓) = 𝑇𝑓◦𝑄𝛼. Replacing this equality in Equation (5.1) and using the definition of Θ and the fact that the range
of 𝑄𝛼 is contained in 0(𝐵𝑋∗∗) we derive

⟨𝑇∗∗
𝑄𝛼

(Θ(𝑥∗∗)), 𝑓⟩ = ⟨Θ(𝑥∗∗), 𝑇𝑓◦𝑄𝛼⟩ = 𝑇𝑓◦𝑄𝛼
(𝑥∗∗) = 𝑇∗∗

𝑓
◦𝑄𝛼(𝑥

∗∗)

= 𝑇𝑓(𝑄𝛼(𝑥
∗∗)) = ⟨𝑄𝛼(𝑥

∗∗), 𝑓⟩, for all 𝑓 ∈ 𝐿0(𝐵𝑋∗∗).

Therefore, 𝑇∗∗
𝑄𝛼

(Θ(𝑥∗∗)) = 𝑄𝛼(𝑥
∗∗) and thus 𝑇∗∗

𝑄𝛼
◦𝑇Θ(𝛿𝑋∗∗(𝑥∗∗)) = 𝑇𝑄𝛼

(𝛿𝑋∗∗(𝑥∗∗)) for every 𝑥∗∗ ∈ 𝐵𝑋∗∗ , which com-
pletes the proof. □

It is known (see, for instance, [17, Lemma 3] or [34, Theorem 3.5]) that 𝑋 is 1-locally complemented in 𝑌 if and only
if 𝑋∗ is 1-complemented in 𝑌∗ (with projection being the restriction mapping). This is also equivalent to 𝑋∗∗ being 1-
complemented in 𝑌∗∗ (under the natural embedding).

Corollary 5.5. If𝑋 is symmetrically regular and𝑋∗∗ has theMAP then𝐿0(𝐵𝑋∗∗) is isometric to a 1-complemented subspace
of𝐿0(𝐵𝑋)

∗∗.

Under the same conditions as the previous results, we can also obtain a version for holomorphic Lipschitz functions of
the following characterization of unique norm preserving extensions to the bidual, proved by Godefroy in [30].

Lemma 5.6. Let 𝑋 be a Banach space and 𝑥∗ ∈ 𝑋∗ with ‖𝑥∗‖ = 1. The following are equivalent:

(i) 𝑥∗ has a unique norm preserving extension to a functional on 𝑋∗∗.
(ii) The function 𝐼𝑑𝐵𝑋∗

∶ (𝐵𝑋∗, 𝑤∗) ⟶ (𝐵𝑋∗, 𝑤) is continuous at 𝑥∗.

Aron et al. [8] gave a version of this result for homogeneous polynomials. Later, other extensions appeared (for instance,
in [25] for ideals of homogeneous polynomials and in [24] for bilinear mappings in operator spaces).
Now, the statement of the theorem in our setting is the following:

Theorem 5.7. Suppose 𝑋 is symmetrically regular and 𝑋∗∗ has the MAP. Consider a function 𝑓 ∈ 𝐿0(𝐵𝑋) with 𝐿(𝑓) = 1.
Then, the following are equivalent:

(i) 𝑓 has a unique norm preserving extension to𝐿0(𝐵𝑋∗∗).
(ii) The canonical extension from (𝐵𝐿0(𝐵𝑋), 𝑤

∗) to (𝐵𝐿0(𝐵𝑋∗∗ ), 𝑤
∗) is continuous at 𝑓.

(iii) If the net (𝑓𝛼) ⊂ 𝐵𝐿0(𝐵𝑋) converges pointwise to 𝑓, then (𝑓𝛼) ⊂ 𝐵𝐿0(𝐵𝑋∗∗ ) converges pointwise to 𝑓.

Proof. (𝑖) ⇒ (𝑖𝑖) Let (𝑓𝛼) ⊂ 𝐵𝐿0(𝐵𝑋) be a net which weak-star converges to a function 𝑓 ∈ 𝐵𝐿0(𝐵𝑋). By the weak-star
compactness of the ball 𝐵𝐿0(𝐵𝑋∗∗ ) there is a subnet (𝑓𝛽)which is weak-star convergent to a function 𝑔 ∈ 𝐵𝐿0(𝐵𝑋∗∗ ). Since
for each 𝑥 ∈ 𝐵𝑋 , 𝑓𝛼(𝑥) = 𝑓𝛼(𝑥) → 𝑓(𝑥) we derive that 𝑔|𝐵𝑋

= 𝑓. Also, since 𝐿(𝑔) ≤ 1 = 𝐿(𝑓), it follows that 𝐿(𝑔) = 𝐿(𝑓),
which means that 𝑔 is a norm preserving extension of 𝑓. By (𝑖) and Proposition 4.4 we obtain that 𝑔 = 𝑓. Now, a standard
subnet argument shows that the whole net (𝑓𝛼)must converge weak-star to 𝑓.

(𝑖𝑖) ⇒ (𝑖𝑖𝑖) It is clear due to Proposition 2.3 (𝑑).
(𝑖𝑖𝑖) ⇒ (𝑖) Let 𝑔 ∈ 𝐵𝐿0(𝐵𝑋∗∗ ) be a norm preserving extension of 𝑓. By Proposition 5.1, there is a net (𝑄𝛼) ⊂ 𝑓,0(𝑋, 𝑌)

with 𝐿(𝑄𝛼|𝐵𝑋
) ≤ 1 satisfying 𝑄𝛼(𝑥

∗∗) → 𝑔(𝑥∗∗) for all 𝑥∗∗ ∈ 𝐵𝑋∗∗ . But for any 𝑥 ∈ 𝐵𝑋 we have 𝑄𝛼(𝑥) = 𝑄𝛼(𝑥) → 𝑔(𝑥) =

𝑓(𝑥). Now, (𝑖𝑖𝑖) clearly implies that 𝑔 = 𝑓. □

All the numbered results of Sections 4 and 5 have easily adapted analogous versions for  and 𝐿 instead of 0 and𝐿0.
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ARON et al. 23

5.1 Extensions of∞(𝑩𝑿) and ∞(𝑩𝑿)

The arguments of this section can be canonically translated to prove analogous results for the case of ∞ instead of 0

(and∞ instead of𝐿0). Moreover, for this case the hypothesis of symmetrical regularity is unnecessary. Let us state the
results without proofs, since they are similar to the previous arguments.

Theorem 5.8. If 𝑋∗∗ has the MAP then ∞(𝐵𝑋∗∗) is isometric to a 1-locally complemented subspace of ∞(𝐵𝑋)
∗∗ and

∞(𝐵𝑋∗∗) is isometric to a 1-complemented subspace of∞(𝐵𝑋)
∗∗.

The following question is posed in [17]:When𝑋∗∗ has the BAP, is it true that∞(𝐵𝑋∗∗) is isomorphic to a complemented
subspace of∞(𝐵𝑋)

∗∗? Note that the previous theorem affirmatively answers this open question for the case 𝑋∗∗ having
MAP.

Theorem 5.9. Suppose 𝑋∗∗ has the MAP. Consider a function 𝑓 ∈ ∞(𝐵𝑋) with ‖𝑓‖ = 1. Then, the following are
equivalent:

(i) 𝑓 has a unique norm preserving extension to∞(𝐵𝑋∗∗).
(ii) The canonical extension from (𝐵∞(𝐵𝑋), 𝑤

∗) to (𝐵∞(𝐵𝑋∗∗ ), 𝑤
∗) is continuous at 𝑓.

(iii) If the net (𝑓𝛼) ⊂ 𝐵∞(𝐵𝑋) converges pointwise to 𝑓, then (𝑓𝛼) ⊂ 𝐵∞(𝐵𝑋∗∗ ) converges pointwise to 𝑓.
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APPENDIX A
Finally, we will prove the following result as promised in Section 2.
Theorem A.1. There exists an isomorphism into 𝐹 ∶ 𝓁∞ → ∞

0
(𝔻) such that 𝐹(𝓁∞ ⧵ {0}) ⊂ 𝐻∞

0
(𝔻) ⧵𝐿0(𝔻) and 𝐹(𝑐0 ⧵

{0}) ⊂ (𝔻) ⧵𝐿0(𝔻).

Note that one can easily prove a version for holomorphic functions on 𝐵𝑋 for any𝑋 using the same ideas as in the proof
of the second part of Theorem 2.2(a).
In what follows, we will use the function 𝜑𝜆 ∶ ℂ → ℂ given by

𝜑𝜆(𝑧) =
𝜆𝑧 + 1

2
.
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It is standard that

𝜑𝜆(𝜆) = 1, |𝜑𝜆(𝑧)| < 1 for all 𝑧 ∈ 𝔻 ⧵ {𝜆}. (A.1)

We also need the following technical lemma, which in particular provides another example of a non-Lipschitz function
in the disc algebra(𝔻).

Lemma A.2. Fix 𝜆 ∈ ℂ with |𝜆| = 1 and define 𝑓𝜆 ∶ ℂ → ℂ by

𝑓𝜆(𝑧) =

{
1 + (𝜆𝑧 − 1)𝑒1∕(𝜆𝑧−1) if 𝑧 ≠ 𝜆

1 if 𝑧 = 𝜆.

Then

(a) 𝑓𝜆 is holomorphic in ℂ ⧵ {𝜆}.
(b) The restriction of 𝑓𝜆 to 𝔻 belongs to(𝔻) ⧵𝐿(𝔻).
(c) |𝑓𝜆(𝑧)| ≤ 3 for all 𝑧 ∈ 𝔻.
(d) If 0 < 𝑠 < 1, then |𝑓′

𝜆
(𝑧)| ≤ 𝑠+1

𝑠
for all 𝑧 ∈ 𝔻 such that |𝑧 − 𝜆| ≥ 𝑠.

(e) Given 𝑘 ∈ ℕ and 0 < 𝛿 < 1, we have that

sup
𝑧∈𝔻(𝜆,𝛿)∩𝔻

|(𝑓𝜆 ⋅ 𝜑𝑘
𝜆

)′
(𝑧)| = +∞.

Proof. A standard computation shows that (a) holds. Now, to prove the rest of the claims it is enough to consider the case
𝜆 = 1. Denote 𝑓 = 𝑓1 and take 𝑧 = 𝑎 + 𝑖𝑏 ∈ 𝔻 ⧵ {1}, with 𝑎, 𝑏 ∈ ℝ. We have that

|||e 1

𝑧−1
||| = eRe

1

𝑧−1 = e
𝑎−1

(𝑎−1)2+𝑏2 ≤ e0 = 1.

Hence 𝑓, defined as 𝑓(𝑧) = 1 + (𝑧 − 1)e
1

𝑧−1 is holomorphic on ℂ ⧵ {1} and continuously extends to 𝔻. Further |𝑓(𝑧)| ≤ 3

for every 𝑧 ∈ 𝔻. Let us show that 𝑓 is not a Lipschitz function. For that, it is enough to check that 𝑓′ is not bounded on𝔻.
Taking a null sequence (𝜃𝑛), 0 < 𝜃𝑛 < 1, and setting 𝑧𝑛 ∶= cos 𝜃𝑛(cos 𝜃𝑛 + i sin 𝜃𝑛), we obtain that the sequence (𝑧𝑛) ⊂ 𝔻

converges to 1 and

|𝑓′(𝑧𝑛)| = |||𝑧𝑛 − 2

𝑧𝑛 − 1
|||eRe
(

1

𝑧𝑛−1

)
=
|||𝑧𝑛 − 2

𝑧𝑛 − 1
|||e−1.

Consequently, lim𝑛→+∞ |𝑓′(𝑧𝑛)| = +∞. Thus far we have proved (a), (b), and (c). Let us check (d). We have

|𝑓′(𝑧)| = |||𝑧 − 2

𝑧 − 1
||| ⋅ |||e 1

𝑧−1
||| ≤ 1 +

1|𝑧 − 1| ,
for all 𝑧 ∈ 𝔻. Hence, if 0 < 𝑠 < 1 and 𝑧 ∈ 𝔻 with |𝑧 − 1| ≥ 𝑠 we have that |𝑓′(𝑧)| ≤ 𝑠+1

𝑠
.

Finally, (e) is a consequence of (𝑓𝜑𝑘)′(𝑧) = 𝑓′(𝑧)𝜑𝑘(𝑧) + 𝑓(𝑧)(𝜑𝑘)′(𝑧) for all 𝑧 ∈ ℂ ⧵ {1}. □

Proof of Theorem A.1. To begin with, we choose a sequence (𝜆𝑛) ⊂ ℂ ⧵ {1} convergent to 1 with |𝜆𝑛| = 1 and 𝜆𝑛 ≠ 𝜆𝑚 for
every 𝑛 ≠ 𝑚. Consider the functions Φ ∶ ℂ2 → ℂ and 𝜑𝑛 ∶ ℂ → ℂ, 𝜑𝑛(𝑧) ∶= Φ(𝑧, 𝜆𝑛) defined as

Φ(𝑧, 𝜆) =
𝜆𝑧 + 1

2

and, for each 𝑝 ∈ ℕ, the compact subset of ℂ2

𝐾𝑝 = {(𝜆𝑝, 𝜆𝑛) ∶ 𝑛 ∈ ℕ, 𝑛 ≠ 𝑝} ∪ {(𝜆𝑝, 1)}.
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26 ARON et al.

We have ||Φ(𝑧, 𝜆)|| < 1 for every (𝑧, 𝜆) ∈ 𝐾𝑝 by Equation (A.1), and Φ is continuous on ℂ2. Hence, there exists 0 < 𝑠𝑝 < 1

such that ||Φ(𝑧, 𝜆)|| < 1 for every (𝑧, 𝜆) ∈ 𝐾𝑝 + 𝔻((0, 0), 𝑠𝑝). In particular,

|𝜑𝑛(𝑧)| = ||Φ(𝑧, 𝜆𝑛)|| < 1, (A.2)

for all 𝑧 ∈ 𝔻(𝜆𝑝, 𝑠𝑝) and all 𝑛 ≠ 𝑝.
Now, since the sequence (𝜆𝑛) is convergent to 1 we can find a sequence of positive numbers (𝑟𝑛) that tends to 0 such

that 0 < 2𝑟𝑛 < 𝑠𝑛 for all 𝑛 ∈ ℕ and such that 𝔻(𝜆𝑛, 2𝑟𝑛) ∩ 𝔻(𝜆𝑝, 2𝑟𝑝) = ∅, for all 𝑛 ≠ 𝑝. Moreover, as (𝑟𝑛) converges to 0,
for each 𝑛 ∈ ℕ the set

𝐿𝑛 ∶=
⋃
𝑝≠𝑛

𝔻(𝜆𝑝, 2𝑟𝑝) ∪ {1},

is also a compact subset of ℂ, (although it is not a subset of 𝔻) and |𝜑𝑛(𝑧)| < 1 for all 𝑧 ∈ 𝐿𝑛. Since |𝜑𝑛| is continuous on
ℂ we obtain that

max{|𝜑𝑛(𝑧)| ∶ 𝑧 ∈ 𝐶𝑛 ∪ 𝐿𝑛} < 1,

for all 𝑛, where 𝐶𝑛 = 𝔻 ⧵ 𝔻(𝜆𝑛, 𝑟𝑛). As a consequence, for each 𝑛 the sequence
(
𝜑𝑘
𝑛

)∞
𝑘=1

converges uniformly to 0 on
𝐶𝑛 ∪ 𝐿𝑛 and we can find a 𝑘𝑛 ∈ ℕ such that

|𝜑𝑘𝑛
𝑛 (𝑧)| < 𝑟𝑛

3𝑛+1
, (A.3)

for every 𝑧 ∈ 𝐶𝑛 ∪ 𝐿𝑛.
We denote 𝑓𝑛 ∶= 𝑓𝜆𝑛 , for 𝑛 ∈ ℕ and we define 𝐹 ∶ 𝓁∞ ⟶ ∞(𝔻) by

𝐹(𝑎𝑛) ∶=

∞∑
𝑛=1

𝑎𝑛𝑓𝑛𝜑
𝑘𝑛
𝑛 ,

For each (𝑎𝑛) ∈ 𝓁∞, the series 𝐹(𝑎𝑛)(𝑧) is convergent for each 𝑧 ∈ 𝔻. To see this, we first suppose that

(a) 𝑧 ∈ 𝔻 ⧵
(⋃∞

𝑛=1
𝔻(𝜆𝑛, 𝑟𝑛)

)
. In that case, by Equation (A.3) and Lemma A.2. (c),

∞∑
𝑛=1

|𝑎𝑛𝑓𝑛(𝑧)𝜑
𝑘𝑛
𝑛 (𝑧)| ≤ ∞∑

𝑛=1

3|𝑎𝑛| 𝑟𝑛
3𝑛+1

≤ 1

2
‖(𝑎𝑛)‖∞. (A.4)

Hence, 𝐹(𝑎𝑛)(𝑧) converges. Moreover, the series 𝐹(𝑎𝑛) converges absolutely and uniformly on the open set 𝔻 ⧵(⋃∞

𝑛=1
𝔻(𝜆𝑛, 𝑟𝑛)

)
. Thus, 𝐹(𝑎𝑛) is holomorphic in that open set.

If (a) does not occur, then it must be that we have:
(b) There exists a unique 𝑛0 ∈ ℕ such that 𝑧 ∈ 𝔻(𝜆𝑛0

, 2𝑟𝑛0
). By Equation (A.3), for every 𝑢 ∈ 𝔻(𝜆𝑛0

, 2𝑟𝑛0
) we have that

|𝑎𝑛𝑓𝑛(𝑢)𝜑
𝑘𝑛
𝑛 (𝑢)| ≤ 3|𝑎𝑛| 𝑟𝑛

3𝑛+1
<
|𝑎𝑛|
3𝑛

,

for all 𝑛 ≠ 𝑛0 and

|𝑎𝑛0
𝑓𝑛0

(𝑢)𝜑
𝑘𝑛0
𝑛0

(𝑢)| ≤ 3|𝑎𝑛0
|.

Hence,

∞∑
𝑛=1

|𝑎𝑛𝑓𝑛(𝑧)𝜑
𝑘𝑛
𝑛 (𝑧)| ≤ 4‖(𝑎𝑛)‖∞, (A.5)
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ARON et al. 27

and we have obtained that for every 𝑧 ∈ 𝔻(𝜆𝑛0
, 2𝑟𝑛0

), 𝐹(𝑎𝑛)(𝑧) exists and in fact |𝐹(𝑎𝑛)(𝑧)| ≤ 4‖(𝑎𝑛)‖∞. But our
argument shows that the series 𝐹(𝑎𝑛) is absolutely and uniformly convergent in the open disc 𝔻(𝜆𝑛0

, 2𝑟𝑛0
). Hence,

𝐹(𝑎𝑛) is holomorphic on𝔻 ∪
⋃∞

𝑛=1
𝔻(𝜆𝑛, 2𝑟𝑛) and 𝐹 ∶ 𝓁∞ → ∞(𝔻) is a continuous linear mapping since ‖𝐹(𝑎𝑛)‖ ≤

4‖(𝑎𝑛)‖∞ for all (𝑎𝑛) ∈ 𝓁∞.

Now, we check that 𝐹 is bounded below. We already know that for each (𝑎𝑛) ∈ 𝓁∞, the function 𝐹(𝑎𝑛) is holomorphic on
𝔻 ∪
⋃∞

𝑛=1
𝔻(𝜆𝑛, 2𝑟𝑛) and bounded on 𝔻. Thus, using Equation (A.3) and the fact that 𝜆𝑝 ∈ 𝔻, we get

‖𝐹(𝑎𝑛)‖ = sup
𝑧∈𝔻
|𝐹(𝑎𝑛)(𝑧)| ≥ sup

𝑝∈ℕ
|𝐹(𝑎𝑛)(𝜆𝑝)| ≥ sup

𝑝∈ℕ

{|𝑎𝑝| −∑
𝑛≠𝑝

3|𝑎𝑛| 𝑟𝑛
3𝑛+1

}

≥ sup
𝑝∈ℕ

{|𝑎𝑝| − ‖(𝑎𝑛)‖∞
2

}
=
‖(𝑎𝑛)‖∞

2

for every (𝑎𝑛) ∈ 𝓁∞.
Let us check that if (𝑏𝑛) ∈ 𝑐0, then 𝐹(𝑏𝑛) belongs to(𝔻). Given 𝜀 > 0, there exists 𝑛1 ∈ ℕ such that |𝑏𝑛| < 𝜀

3
, for every

𝑛 ≥ 𝑛1. Thus, if 𝑧 ∈ 𝔻.

∞∑
𝑛=𝑛1

|𝑏𝑛𝑓𝑛(𝑧)𝜑
𝑘𝑛
𝑛 (𝑧)| ≤ 3𝜀

∞∑
𝑛=𝑛1

|𝜑𝑘𝑛
𝑛 (𝑧)|. (A.6)

Now if, 𝑧 ∈ 𝔻 ⧵
(⋃∞

𝑛=1
𝔻(𝜆𝑛, 𝑟𝑛)

)
, then by Equation (A.3), |𝜑𝑘𝑛

𝑛 (𝑧)| ≤ 𝑟𝑛

3𝑛+1
. Hence, by Equation (A.6),

∞∑
𝑛=𝑛1

|𝑏𝑛𝑓𝑛(𝑢)𝜑
𝑘𝑛
𝑛 (𝑧)| < 𝜀.

Otherwise, if 𝑧 ∈ 𝔻 ∩
(⋃∞

𝑛=1
𝔻(𝜆𝑛, 𝑟𝑛)

)
, there is a unique 𝑛0 ∈ ℕ such that 𝑧 ∈ 𝔻(𝜆𝑛0

, 𝑟𝑛0
) and

∞∑
𝑛=𝑛1

|𝑏𝑛𝑓𝑛(𝑧)𝜑
𝑘𝑛
𝑛 (𝑧)| ≤ 𝜀 +

∞∑
𝑛=𝑛1
𝑛≠𝑛0

𝜀
𝑟𝑛

3𝑛+1
< 2𝜀.

Consequently, the series
∑∞

𝑛=1
𝑏𝑛𝑓𝑛(𝑧)𝜑

𝑘𝑛
𝑛 (𝑧) converges absolutely and uniformly on 𝔻 and 𝐹|𝑐0 ∶ 𝑐0 → (𝔻) is a well-

defined continuous linear mapping.
Consider (𝑎𝑛) ∈ 𝓁∞ ⧵ {0}. There exists 𝑛0 such that 𝑎𝑛0

≠ 0. We are going to show that 𝐹(𝑎𝑛)
′(𝑧) is not bounded on

𝔻(𝜆𝑛0
,
𝑟𝑛0

3
) ∩ 𝔻.

By the Weierstrass theorem,

𝐹(𝑎𝑛)
′(𝑧) =

+∞∑
𝑛=1

𝑎𝑛

(
𝑓𝑛𝜑

𝑘𝑛
𝑛

)′
(𝑧),

for every 𝑧 ∈ 𝔻 ∪
⋃∞

𝑛=1
𝔻(𝜆𝑛, 2𝑟𝑛). If 𝑛 ≠ 𝑛0, then by the Cauchy integral formula

(
𝜑
𝑘𝑛
𝑛

)′
(𝑧) =

1

2𝜋i ∫𝐶(𝜆𝑛0 ,𝑟𝑛0 )

𝜑
𝑘𝑛
𝑛 (𝑢)

(𝑢 − 𝑧)2
𝑑𝑢,

for every 𝑧 ∈ 𝔻(𝜆𝑛0
,
𝑟𝑛0

3
). Thus, by Equations (A.2) and (A.3), we obtain

sup
𝑧∈𝔻(𝜆𝑛0 ,

𝑟𝑛0
3

)

|(𝜑𝑘𝑛
𝑛

)′
(𝑧)| ≤ 𝑟𝑛0

(
2

3
𝑟𝑛0

)2
sup|𝑢−𝜆𝑛0 |=𝑟𝑛0

|𝜑𝑘𝑛
𝑛 (𝑢)| < 9

4𝑟𝑛0

𝑟𝑛
3𝑛+1

<
1

𝑟𝑛0

1

3𝑛
,
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and we get

|(𝑓𝑛𝜑
𝑘𝑛
𝑛

)′
(𝑧)| ≤ |𝑓′

𝑛(𝑧)||𝜑𝑘𝑛
𝑛 (𝑧)| + |𝑓𝑛(𝑧)||(𝜑𝑘𝑛

𝑛 )′(𝑧)| < 1

3𝑛
+

1

𝑟𝑛0

1

3𝑛−1
,

where in the second inequality we have applied, Equations (A.2), (A.3), and the properties of 𝑓𝑛 and 𝑓′
𝑛 given in

Lemma A.2. Hence,

|𝐹(𝑎𝑛)
′(𝑧)| ≥ |𝑎𝑛0

||(𝑓𝑛0
𝜑
𝑘𝑛0
𝑛0

)′
(𝑧)| − ‖(𝑎𝑛)‖∞(1

2
+

3

2𝑟𝑛0

)
,

for every 𝑧 ∈ 𝔻(𝜆𝑛0
,
𝑟𝑛0

3
). Finally, by Lemma A.2.(e), we have that 𝐹(𝑎𝑛)

′ is unbounded on 𝔻(𝜆𝑛0
,
𝑟𝑛0

3
) ∩ 𝔻 and hence,

𝐹(𝑎𝑛) does not belong to𝐿(𝔻).
To conclude, if we define 𝐹1 ∶ 𝓁∞ → ∞

0 (𝔻) by 𝐹1(𝑎𝑛)(𝑧) ∶= 𝑧𝐹(𝑎𝑛)(𝑧) for (𝑎𝑛) ∈ 𝓁∞ and 𝑧 ∈ 𝔻, it is clear that 𝐹1 is
an isomorphism onto its image and that 𝐹1(𝓁∞ ⧵ {0}) ⊂ ∞

0 (𝔻) ⧵𝐿(𝔻). □

Finally, we note that if we are only interested in (𝔻), then there are known results related to Theorem A.1. Indeed,
in three relevant papers [11–13], Bernal et al. have obtained many results on the existence of large subspaces of functions
that belong to (𝔻) ⧵𝐿(𝔻) ∪ {0}. In particular, in [11, Theorem 4.1.c] the authors show that there exists an infinite-
dimensional Banach space 𝑋 contained in(𝔻) such that any non-null function in 𝑋 is not differentiable on any point of
a fixed dense subset of 𝕋. Also, in [13, Theorem 3.4], the authors prove that there exists an infinite-dimensional Banach
space 𝑋, contained in(𝔻), (which, however, is endowed with a stronger norm than the one inherited from(𝔻)) such
that if 𝑓 ∈ 𝑋, then the restriction of 𝑓 to 𝕋 is nowhere Hölder on 𝕋.
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