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Málaga y St John’s.

A mis padres, que siempre me ofrecen un sitio para volver y me llaman a
cada poco.

Y a todas las personas que me han hecho sentirme acompañado a lo largo
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Resumen

Este trabajo es la memoria de una tesis doctoral en matemáticas cuyo tema
principal son las graduaciones de grupo. El objetivo de esta tesis es la clasi-
ficación de las graduaciones de grupo en las álgebras estructurables rela-
cionadas con una forma hermı́tica salvo isomorfismo. Comenzamos escribi-
endo una generalización de la teoŕıa de graduaciones que aparece en [EK13]
y aplicamos esta teoŕıa a la clasificación de graduaciones en r-fold cross
products. Después encontramos una construcción de un álgebra asociativa
con una 3-graduación y una involución a partir de nuestras álgebras estruc-
turables. Finalmente, usamos la construcción anterior para clasificar grad-
uaciones salvo isomorfismo en álgebras estructurables relacionadas con una
forma hermı́tica.

Abstract

This work is a doctoral thesis in mathematics whose main subject are group
gradings. The aim of this thesis is to classify group gradings on structurable
algebras related to a hermitian form up to isomorphism. We start writing
a generalization of the theory of gradings which appears in [EK13], and we
apply this theory to the classification of gradings on r-fold cross products.
Afterwards, we find a construction of an associative algebra with a 3-grading
and an involution from our structurable algebras. Finally, we use the previous
construction to classify gradings up to isomorphism on structurable algebras
related to a hermitian form.
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Introducción

En el contexto de las álgebras de Ĺıe, las graduaciones por grupos abelianos
aparecen naturalemente en distinots contextos. Uno de ellos es la graduación
de cartan, es decir, la graduación

g = h⊕

(⊕
α∈Φ

gα

)
donde Φ es un sistema de raices. Esta graduación se puede ver como una
graduación por el ret́ıculo de raices ⟨Φ⟩. Otro ejemplo es la 3-graduación

g = g−1 ⊕ g0 ⊕ g1

inducida por un álgebra de Jordan via la construcción de Tits-Kantor-Koecher
(ver [Tit62],[Kan64] y [Koe67]). Una generalización de esto es la 5-graduación

g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2

inducida por la construcción de Allison-Kantor a partir de un álgebra estruc-
turable.

El estudio sistemático de graduaciones en álgebras de Lie empezó en
1984 por Patera y Zassenhaus [PZ89]. Este estudio fue continuado por dis-
tintos autores como Bahturin, Draper, Elduque o Kotchetov (consultar el
monográfico [EK13]). Aún quedan abiertos algunos problemas como la clasi-
ficación salvo isomorfismo de las graduaciones en álgebras de Lie simples en
caracteŕıstica 0, o incluso la clasificación de graduaciones finas salvo equiva-
lencia en cuerpos de caracteŕıstica prima.

Una forma de atacar el problema consiste en estudiar las graduaciones
del álgebra 5-graduada inducida por la construcción de Allison-Kantor clasifi-
cando salvo isomorfismo las graduaciones en álgebras estructurables centrales
y simples. Hay una clasificación en seis clases de álgebras estructurables cen-
trales y simples por Allison, que fue completada por Smirnov.

Theorem 0.0.1 ([Ali78],[Smi90b]). Sea (A, − ) un álgebra estructurable cen-
tral y simple sobre un cuerpo de caracteŕıstica distinta de 2, 3 y 5, entonces,
(A, − ) es isomorfa a un álgebra en una de las siguientes clases:

7
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(1) Un álgebra asociativa central y simple con involución.

(2) un álgebra de Jordan central y simple con la identidad como involución,

(3) un álgebra construida a partir de una forma hermı́tica h, en un módulo
W sobre un álgebra asociativa con involución y unidad central y simple
(E, − ),

(4) Una forma torcida del producto tensorial de álgebras de composición.
a twisted form of a tensor product of composition algebras,

(5) Una forma torcida de un álgebra de matrices 2× 2 construida a partir
de una forma cúbica admisible y no degenerada con punto base c y un
escalar 0 ̸= θ ∈ F, ó

(6) el álgebra T (C) para un álgebra de Cayley C.

Sobre cuerpos algebráicamente cerrados, una clasificación completa salvo
isomorfismo graduaciones por grupos abelianos está terminada para las clases
(1), (2), (4) y (6) (ver [EK13] y [AC20]). El propósito principal de esta tesis es
la clasificación de graduaciones salvo isomorfismo en álgebras estructurables
relacionadas con una forma hermı́tica, es decir, las de la clase 3.

En esta memoria, F denotará un cuerpo, F su clausura algebráica y
asumiremos que 0 ∈ N. La estructura es la siguiente:

En el caṕıtulo 1, repasaremos las herramientas que aparecen en el primer
caṕıtulo de [EK13]. Por tanto, explicaremos cómo las graduaciones están
relacionadas con quasitoros en el grupo de automorfismo cuando trabajamos
sobre cuerpos algebráicamente cerrados de caracteŕıstica 0, y con representa-
ciones de esquemas afines en grupo diagonalizables en cuerpos arbitrarios.
Sin embargo, en el monográfico, los resultados se dan en términos de álgebras,
pero como vamos a necesitar distintas estructuras algebráicas, generalizare-
mos esto a Ω-álgebras F-lineales, lo que nos permitirá generalizar los teoremas
de transferencia.

En el caṕıtulo 2, introducimos los r-fold vector cross products, una gen-
eralización del producto vectorial en R3. Este caṕıtulo sirve como ejemplo de
coómo usar las técnicas del tema anterior. El resultado principal es la clasifi-
cación salvo isomorfismo de graduaciones por grupos abelianos en cada una
de las clases de isomorfismos de cada r-fold cross products (ver los teoremas
2.6.1, 2.6.4 y 2.6.11).

En el caṕıtulo 3, introducimos las álgebras estructurables. Comenzamos
con una motivación a partir de las álgebras de Jordan, definimos las álgebras
estructurables, damos los principales ejemplos y la clasificación de las álgebras
estructurables centrales y simples. Finalmente, introducimos la construcción
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de Állison-Kantor y explicamos cómo el grupo de estructura de un álgebra
estructurable es isomorfo al grupo de isomorfismos del álgebra de Lie 5-
graduada itroducida a partir de la construcción de Allison-Kantor.

En el caṕıtulo 4, dedicamos nuestro estudio al álgebras estructurables
centrales y simples relacionadas con una forma hermı́tica y lo relacionamos
con otras estructuras algebráicas. Enseñamos que hay una equivalencia de
categoŕıas entre la categoŕıa de sistemas triples asociativos centrales y simples
del segundo tipo y una categoŕıa plena de la categoŕıa de álgebras asociativas
3-graduadas con una involución (ver el corolario 4.1.21), damos una definición
de graduación estructurable, que es una graduación que existe si y sólo si
el álgebra con involución es un álgebra estructurable relacionada con una
forma hermı́tica, y enseñamos que hay una equivalencia de categoŕıas entre
la categoŕıa de los sistemas triples asociativos del segundo tipo centrales y
simples y la categoŕıa de álgebras con involución centrales y simples con una
graduación estructurable (ver proposición 4.2.29). Finalmente, enseñamos
que todas las álgebras estructurables relacionadas con una forma hermı́tica
centrales y simples tiene una única graduación estructurable excepto por un
álgebra especial llamada la split quartic Cayley algebra (ver las proposiciones
4.3.3, 4.3.5, 4.3.9 y el lema 4.3.12).

Finalmente, el caṕıtulo 5 está dedicado al estudio de los esquemas de
automorfismos de las álgebras estructurables relacionadas con una forma
hermı́tica centrales y simple sobre un cuerpo algebráicamente cerrado (ver el
teorema 5.1.7 y el teorema 5.1.13). Y usamos esto para clasificar las gradua-
ciones salvo isomorfismo. Los resultados principales son los teoremas 5.2.63
y 5.2.65.



10 CONTENTS



Introduction

In the context of Lie algebras, gradings by abelian groups appear naturally
in different contexts. One of those is the Cartan grading, i.e., the grading:

g = h⊕

(⊕
α∈Φ

gα

)

where Φ is a root system. This grading can be seen as a grading by the root
latice ⟨Φ⟩. Another example, is the 3-grading

g = g−1 ⊕ g0 ⊕ g1

induced from a Jordan algebra through the Tits-Kantor-Koecher construction
(see [Tit62],[Kan64] and [Koe67]). A generalization of this is the 5-grading

g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2

induced by the Allison-Kantor construction from a structurable algebra.
The systematic study of gradings on Lie algebras started in 1989 by Pa-

tera and Zassenhaus [PZ89]. This study was carried out by other different
authours like Bahturin, Draper, Elduque or Kotchetov (see [EK13] for a sur-
vey). Still, some problems like the complete classification up to isomorphism
of gradings on simple Lie algebra is opened in characteristic 0, and even the
classification of fine gradings up to equivalence over fields of prime charac-
teristic is an open problem.

An approach to understand the problem is to study the gradings of the
5-graded Lie algebras induced by the Allison-Kantor construction by classify-
ing up to isomorphism the gradings on central-simple structurable algebras.
There is a classification into six classes of central-simple structurable algebras
carried out by Allison and Smirnov.

Theorem 0.0.2 ([Ali78],[Smi90b]). Let (A, − ) be a finite-dimensional cen-
tral simple structurable algebra over a field F of characteristic different from
2, 3 and 5. Then, (A, − ) is isomorphic to one of the following algebras:

11
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(1) A central simple associative algebra with involution,

(2) a central simple Jordan algebra with the identity involution,

(3) an algebra constructed from a nondegenerate hermitian form h on a
module W over a unital central simple associative algebra with involu-
tion (E, − ),

(4) a twisted form of a tensor product of composition algebras,

(5) a twisted form of an algebra of 2 × 2 matrices constructed from an
admisible nondegenerate cubic form N with base point c and scalar
0 ̸= θ ∈ F or

(6) the algebra T (C) for a Cayley algebra C.

Over algebraically closed fields, a classification up to isomorphism of grad-
ings by abelian groups is completed for the classes (1), (2), (4) and (6) (see
[EK13] and [AC20]). The main purpose of this thesis is to classify the grad-
ings up to isomorphism on structurable algebras related to a hermitian form,
i.e., those on class (3).

On this thesis, F will denote a field, F its algebraic closure and we will
assume that 0 ∈ N. The structure is the following:

In Chapter 1, we review the tools given in the first chapter of [EK13].
Thus, we are going to show how gradings are related to quasitori on the
automorphism groups on algebraically closed fields of characteristic 0, and
to representations of diagonalizable affine group schemes over fields of prime
characteristic. However, in the monograph, the results are given in terms
of algebras, but since we are going to need various algebraic structures, we
will generalize it to F-linear Ω-algebras, which will allow us to generalize the
transfer theorem.

In Chapter 2, we introduce r-fold vector cross products, a generalization
of the vector cross product on R3. This chapter works as an example of how
to use this techniques. The main result is the classification up to isomorphism
of gradings by abelian groups on each isomorphism class of r-fold vector cross
products (see Theorems 2.6.1, 2.6.4 and 2.6.11).

In Chapter 3, we introduce structurable algebras. We start with a mo-
tivation arising from Jordan algebras, we define structurable algebras, we
give the main examples and the classification of central-simple structurable
algebras. Finally, we introduce the Allison-Kantor construction and show
how the structure group of a structurable algebra is isomorphic to the iso-
morphism group of the 5-graded Lie algebra induced by its Allison-Kantor
construction.
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In Chapter 4, we devote our study to central-central simple structurable
algebras related to an hermitian form and we relate it with other algebraic
structures. We show that there is an equivalence of categories between the
category of central simple associative triple system of the second kind and
a full subcategory of the cateogory of 3-graded associative algebras with in-
volution (see Corollary 4.1.21), we give a definition of structurable grading,
which is a kind of grading which exists if and only if the algebra with involu-
tion is a structurable algebra related to a hermitian form, and we show that
there is an equivalence of categories between the category of central-simple
associative triple systems of the second kind and the categrory of central
simple algebras with involution and a structurable grading (see Proposition
4.2.29). Finally, we show that all the central simple structurable algebras
with a hermitian form have only one structurable grading except for a spe-
cial one called the split quartic Cayley algebra (see Propositions 4.3.3, 4.3.5,
4.3.9 and Lemma 4.3.12).

Finally, Chapter 5 is devoted to study the automorphism group scheme
of central-simple structurable algebras related to an hermitian form over an
algebraically closed field, (see Theorem 5.1.7 and Theorem 5.1.13). And we
use this to classify the gradings up to isomorphism. Our main results are
Theorems 5.2.63 and 5.2.65.
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Chapter 1

Preliminaries

The main purpose of this thesis is the study of gradings by abelian groups
on structurable algebras. The main reference for the study of gradings is the
first chapter of the monograph on gradings on simple Lie algebras [EK13].
The most useful result found there is the duality between gradings by abelian
groups and actions. This leads, for example, to prove the transfers theorems,
which give a correspondence of group gradings up to isomorphism in any two
algebras with the same automorphism group scheme. However, sometimes,
in order to classify gradings it is more useful to work in different algebraic
structures, e.g., algebras with involutions, triple systems or graded algebras.
The theory has been adapted to other contexts for example in [DET20].
This chapter attempts to write a generalization of this results to a wider
context. In section 1.1, we introduce the concept of F-linear Ω-algebras and
give examples. In section 1.2, we introduce the concept of algebraic group and
in section 1.3, we introduce a generalization: affine group schemes. In section
1.4, we give the main definitions of gradings in terms of F-linear Ω-algebras,
and show that a graded F-linear Ω-algebra is an Ω-algebra, and finally, in
section 1.5, we give the main tools relating gradings with derivations, the
automorphism group and the automorphism group scheme.

1.1 Algebraic structures

In this section we will review the concept of Ω-algebra introduced in [Coh81]
and we will adapt it to the concept of F-linear Ω-algebras.

Definition 1.1.1. An operator domain is a set Ω with a map a : Ω → N.
The elements of Ω are called operators and for every operator ω ∈ Ω we
say that a(ω) is the arity of the operator (or that ω is a(ω)-ary).

15
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Given an operator domain as before, we denote Ω(n) = {ω ∈ Ω | a(ω) =
n}

Definition 1.1.2. Let A be a set. An Ω-algebra structure on A is a family
of maps:

Ω(n) → AA
n

for n ∈ N, where A0 denotes the set with one element. The set A with this
structure is called an Ω-algebra. In case A is an F-vector space and in case
the maps factor through HomF(A

⊗n
, A) for n ≥ 1 and considering, for the

case n = 0, a map Ω(0) → HomF(F,A), we call it an F-linear Ω-algebra.
We will denote it by (A,Ω), or (A, ω1, ..., ωn) if Ω = {ω1, ..., ωn} or simply A
in case Ω is clear.

If the context is clear we will say Ω-algebra instead of F-linear Ω-algebra.

For an Ω-algebra (A,Ω) and an n-ary operator ω, for the image of ω
applied to the n-uple (a1, ..., an) ∈ An, we write ω(a1, ..., an).

Remark 1.1.3. If we have an F-linear Ω-algebra (A,Ω) and a field extension
K/F, we can define a K-linear Ω-algebra over the vector space A⊗F K such
that every ω ∈ Ω(n) defines an operator ωK by ωK(a1 ⊗ 1, ..., an ⊗ 1) =
ω(a1, ..., an) ⊗ 1 for all a1, ..., an for n ≥ 1 and every ω ∈ Ω(0) defines an
operator ωK by ωK(1) = ω(1). We denote this Ω-algebra by (AK,ΩK)

Remark 1.1.4. We can notice that the definition of Ω-algebra and F-linear
Ω-algebra are the same but in the first case we work in the monoidal category
of sets and in the second case we work in the monoidal category of vector
spaces as defined in [EGNO15, Example 2.3.1] and in [EGNO15, Example
2.3.2].

Given two (F-linear) Ω-algebras A and B, we say that B is a subalgebra
of A if B ⊆ A and for any n ∈ N and ω ∈ Ω(n), which defines operators ωA
and ωB respectively, satisfies ωA |Bn= ωB.

Given two (F-linear) Ω-algebras A and B, an F-linear map f : A→ B is a
homomorphism if for every ω ∈ Ω(0), f ◦ ωA = ωB and for every n ∈ Z>0,
ω ∈ Ω(n) and a1, ..., an ∈ A, the following identity holds:

f(ωA(a1, ..., an)) = ωB(f(a1), ..., f(an)). (1.1.1)

A homomorphism f : A → B is a monomorphism if for every Ω-algebra
C and every two homomorphisms g, h : C → A f ◦ g = f ◦ h implies g = h,
an epimorphism if for every Ω-algebra C and every two homomorphisms
g, h : B → C g◦f = h◦f implies g = h, an isomorphism if it has an inverse,
and an automorphism if it is an isomorphism and A = B. The group of
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automorphisms will be denoted by Aut(A,Ω). We say that a subspace I of
A is an ideal if and only if there is an Ω-algebra B and a homomorphism
f : A → B such that I is the kernel of φ.

Remark 1.1.5. From the definition it follows that any ideal I ofA satisfies that
for all n > 0 and ω ∈ Ω(n), ω(I,A, ...,A)+ω(A, I, ...,A)+...+ω(A,A, ..., I) ⊆
I. Moreover, given a subspace I satisfying the previous identities, we can
define an Ω algebra on A/I by passing to the quotient, and the morphism
sending a to a+ I for all a ∈ A has kernel I. Hence, I is an ideal.

A derivation d : A → A on an F-linear Ω-algebra is an F-linear map
satisfying that for any ω ∈ Ω(0) the identity d ◦ ω = 0 holds and for any
n ≥ 1, ω ∈ Ω(n) and a1, ..., an ∈ A(n), the following identity holds:

d(ω(a1, a2, ..., an)) = ω(d(a1), a2..., an) + ω(a1, d(a2)..., an)

+ ...+ ω(a1, ..., d(an)). (1.1.2)

The set of derivations of an Ω-algebra A, has a structure of Lie algebra
with the product given by [d1, d2] = d1 ◦ d2 − d2 ◦ d1. We denote this algebra
as Der(A,Ω).

We will introduce some examples of F-linear Ω-algebras:

Examples 1.1.6. (a) A vector space is just an F-linear ∅-algebra.

(b) A n-ary algebra A is a vector space A and Ω consists of one element
m of arity n. In case n = 2 we just call it an algebra and in case n = 3
we call it a triple system.

(c) An algebra with involution is a vector space A with Ω consisting of
one element m of arity 2 and one element τ of arity 1 such that:

(1) m(τ(a1), τ(a2)) = τ(m(a2, a1)) for all a1, a2 ∈ A, and

(2) τ 2(a) = a for all a ∈ A.

(d) Given a vector space A and a bilinear form b : A×A → F we have the
Ω-algebra A where Ω consists of one element which we denote ωb of
arity 3 defined by ω(a1, a2, a3) = b(a1, a2)a3.

We can describe the automorphisms of this F-linear Ω-algebra. Indeed,
φ ∈ Aut(A,Ω) if and only if it has an inverse and for all a1, a2, a3 ∈ A,

φ(ωb(a1, a2, a3)) = ωb(φ(a1), φ(a2), φ(a3)).
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Equivalently, this happens if and only if for all a1, a2, a3 ∈ A,

b(a1, a2)φ(a3) = b(φ(a1), φ(a2))φ(a3).

This shows that φ is an automorphism if and only if

b(a1, a2) = b(φ(a1), φ(a2)).

For that reason, if for instance, b is a nondegenerate symmetric bilinear
form we get that

Aut(A,Ω) = O(A, b)

and in case it is a nondegenerate symplectic bilinear form we get that

Aut(A,Ω) = Sp(A, b).

In the subsequent sections and chapters we will introduce some more
examples.

Let (A,Ω) be an Ω-algebra. For every n ≥ 1, a1, ..., an−1 ∈ A, ω ∈ Ω(n)
and 1 ≤ i ≤ n, we denote by ωi(a1,...,an−1)

the endomorphism of the vector

space A defined by ωi(a1,...,an−1)
(x) = ω(a1, ..., ai−1, x, ai, ..., an−1).

Definition 1.1.7. Let (A,Ω) be an Ω-algebra. We define itsmultiplication
algebra I(A,Ω) as the subalgebra of EndF(A) generated by the elements of
the form ωi(a1,...,an−1)

for every ω ∈ Ω of arity n ≥ 1 and for every i ∈ {1, ..., n}.
We say that (A,Ω) is simple if I(A,Ω) ̸= 0 and its only ideals are A and 0.

Remark 1.1.8. Notice that a subspace of A is an ideal of (A,Ω) if and only
if it is a submodule for I(A,Ω). Therefore, (A,Ω) is simple if and only if
I(A,Ω) ̸= 0 and A is an irreducible module of I(A,Ω).

Definition 1.1.9. Let (A,Ω) be an Ω-algebra. We define its centroid as:

C(A,Ω) = {f ∈ EndF(A) | f ◦ φ = φ ◦ f ∀φ ∈ I(A,Ω)}.

We say that (A,Ω) is central if C(A,Ω) = Fid. We say that it is central
simple if it is central and simple.

Remark 1.1.10. The centroid of an Ω-algebra (A,Ω) is a unital subalgebra
of EndF(A).
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For an algebra with involution (A, − ), we define its center as:

Z(A, − ) = {x ∈ A | x = x, xy = yx ∀x, y ∈ A}.
The following is a known result but the author is not aware of a reference

for this specific case.

Lemma 1.1.11. A unital algebra with involution (A, − ) is central if and
only if Z(A, − ) = F1 where 1 is the unit of A.

Proof. Denote [x, y] = xy−yx and [x, y, z] = (xy)z−x(yz) for all x, y, z ∈ A.
We know that F1 ⊆ Z(A, − ) and that if x ∈ Z(A, − ), Lx ∈ C(A, − ).

Moreover, if Lx = Lλ1, that implies that x = 1
λ
1 for any λ ∈ F×. Hence,

if C(A, − ) = Fid, Z(A, − ) = F1. Now, assume that Z(A, − ) = F1. Let
f ∈ C(A, − ). Then, f(x) = f(1x) = f(1)x. Therefore, f = Lf(1). We
have to prove that f(1) ∈ Z(A, − ). For any x ∈ A, f(1)x = f(1x) =
f(x1) = xf(1). Hence [f(1),A] = 0. That means that Lf(1) = f = Rf(1).
Now, for any x, y ∈ A, f(xy) = f(x)y. Hence, f(1)(xy) = (f(1)x)y. Thus,
[f(1),A,A] = 0. Also, (xf(1))y = f(x)y = xf(y) = x(f(1)y). Therefore,
[A, f(1),A] = 0. Similarly, we get [A,A, f(1)] = 0. Finally, f(1) = f(1) =
f(1) which proves f(1) ∈ Z(A, − ) so C(A, − ) = Fid.
Proposition 1.1.12. The centroid of a simple Ω-algebra, is a division ring.
Moreover, if it has a nonzero operator of arity greater or equal to 2, it is a
field.

Proof. Let (A,Ω) be a simple Ω algebra. Take 0 ̸= f ∈ C(A,Ω). f(A) ̸= 0 is
a submodule of A. Therefore, f(A) = A. Since ker f is another submodule
of A under the action of I(A,Ω) and ker f ̸= A, then ker f = 0. Therefore f
is an isomorphism of vector spaces. f−1 ∈ C(A,Ω) due to the fact that for
an operator ω of arity n ≥ 1, a1, ..., an−1 ∈ A and i ∈ {1, ..., n}, we have:

f−1(ωi(a1,...,an−1)
(x)) = f−1(ωi(a1,...,an−1)

(f(f−1(x))))

= f−1(f(ωi(a1,...,an−1)
(f−1(x)))) = ωi(a1,...,an−1)

(f−1(x)).

Hence, C(A,Ω) is a division algebra. If there is a nonzero operator ω of
arity n ≥ 2, we can take a1, a2, ..., an such that ω(a1, a2, ..., an) ̸= 0. Then,
given 0 ̸= f, g ∈ C(A,Ω):

f(g(ω(a1, a2, ..., an))) = f(ω1
(a2,...,an)

(g(a1)))

= ω2
(g(a1),a3...,an)

(f(a2))

= g(ω1
(f(a2),...,an)

(a1))

= g(f(ω2
(a1,a3...,an)

(a2)))

= g(f(ω(a1, a2, ..., an))).
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This implies that ω(a1, a2, ..., an) ∈ ker(fg−gf). Moreover, since ker(fg−
gf) is a submodule of A, we get that ker(fg− gf) = A. Hence, fg− gf = 0
and this implies that C(A,Ω) is commutative.

Proposition 1.1.13. Let (A,Ω) be an Ω-algebra. (A,Ω) is central simple if
and only if for every field extension K/F, the Ω-algebra (AK,ΩK) is simple.

Proof. Assume first that (AK,ΩK) is simple for every field extension K/F.
Then (A,Ω) = (AF,ΩF) is simple. If (A,Ω) is not central, take f ∈ C(A,Ω)\
Fid. Then, K = F(f) is a field due to Proposition 1.1.12, and A is a K-
linear Ω-algebra. Thus, A ⊗F K ∼= A ⊗K (K ⊗F K). Since K ⊗F K is not a
simple algebra (due to the fact that the algebra homomorphism K⊗FK → K
sending a ⊗ b to ab has nontrivial kernell), taking a proper nontrivial ideal
I, we have that A⊗K I is an ideal of (AK,ΩK).

Finally, if (A,Ω) is central simple and K/F is a field extension, a nonzero
element of x ∈ A ⊗F K can be written as x = a1 ⊗ α1 + ... + ak ⊗ αk for
linearly independent a1, ..., ak ∈ A \ {0} and α1, ..., αk ∈ K×. Since A is an
irreducible I(A,Ω) module, by Jacobson density, there is φ ∈ I(A,Ω) such
that φ(a1) = a1 and φ(ai) = 0 for i = 1, ..., k. Denote by φK its linear
extension to A ⊗F K. Thus, φK(x) = a1 ⊗ 1 and φK ∈ I(AK,ΩK), which
implies that A ⊗F K = Ideal⟨{a1 ⊗ 1}⟩ ⊆ Ideal⟨{x}⟩ where Ideal⟨A⟩ means
the ideal generated by the set A. Thus, Ideal⟨{x}⟩ = A⊗F K, which implies
that (AK,ΩK) is simple.

1.2 Algebraic groups

In this section we are going to review the concept of algebraic groups. An
introduction to algebraic groups can be found in [Hum75].

Definition 1.2.1. Let f1, ..., fk ∈ F[x1, ..., xn]. We denote the set of zeros of
these polynomials by:

V(f1, ..., fk) = {x ∈ Fn | f1(x) = ... = fk(x) = 0}.

We say that a subset X ⊆ Fn is an affine algebraic variety if there are
f1, ..., fk ∈ F[x1, ..., xn] such that X = V(f1, ..., fk).

There is a topology we can induce in an affine varieyX in which the closed
subsets are the subsets of the form X∩V(g1, ..., gl) for g1, ..., gl ∈ F[x1, ..., xn].
This is called the Zariski topology.

Let X ⊆ Fn and Y ⊆ Fm be two affine varieties. A map φ : X → Y is a
morphism of affine varieties if there are ψ1, ..., ψm ∈ F[x1, .., xm] such that
φ(x) = (ψ1(x), ..., ψm(x)).
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Remark 1.2.2. If X and Y are affine varieties, the cartesian product X × Y
is also an affine variety [Hum75].

Definition 1.2.3. An affine algebraic group is an affine varietyG together
with two morphisms of affine varieties:

m : G×G→ G

ι : G→ G

such that ι has an inverse ι−1, which is a morphism of affine varieties, and
such that they satisfy the axioms for the multiplication and the inverse in a
group.

Some examples of algebraic groups are the following:

Examples 1.2.4. (1) The set F× of units of the field can be seen as an
algebraic variety since there is a bijection F× → V(xy−1) given by x 7→
(x, x−1). The multiplicative group Gm = F×, with product and inverse
given by m(x, y) = xy and ι(x) = x−1 for all x, y ∈ Gm, is an algebraic
group. Indeed, the corresponding multiplication morphism in V =
V(xy−1), denoted bym : V ×V → V , is given bym((x1, y1), (x2, y2)) =
(x1x2, y2y1).

(2) The general linear group GL(n,F) = {A ∈ Mn(F) | A is invertible},
with product and inverse given by m(A,B) = AB and ι(A) = A−1

for all A,B ∈ GL(n,F), can be embedded on the algebraic variety
V(det(xi,j)t− 1) ⊆ Fn×n+1 via the map

A = (ai,j) 7→ (a1,1, ...., a1,n, ..., an,1, ..., an,n, det(A)
−1).

This is an algebraic group [Hum75, 7.1]. Moreover, the group Gm is
the particular case with n = 1.

(3) The diagonal group D(n,F) is the subgroup of GL(n,F) consisting on
invertible diagonal matrices. This is an algebraic group which is iso-
morphic to the direct product of n copies of Gm. [Hum75, 7.1].

(4) The group µn = V(xn − 1) ⊆ F with multiplication given by m(x, y) =
xy and inverse given by ι(x) = x−1 is also an algebraic group. Note
that if xn − 1 has n different roots in F, then µn is the cyclic group of
order n.
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(5) Given two affine algebraic groups G and H where we denote its multi-
plication by juxtaposition and we denote by 1 the unit of G, its direct
product G × H is an affine algebraic group. Moreover, if we have a
morphism φ : G×H → H of algebraic groups satisfying:

φ(g1, φ(g2, h1)) = φ(g1g2, h) for all g1, g2 ∈ G, h ∈ H,

φ(1, h) = h for all h ∈ H,

and satisfying that for all g ∈ G the map h 7→ φ(g, h) is an automor-
phism of H, then we can define a product on H×G by (h1, g1)(h2, g2) =
(h1φ(g1, h2), g1g2). This is an algebraic group called the semidirect
product and denoted by H ⋊φ G (or simply H ⋊ G if φ is not known
or it is known from the context) [Hum75, 8.4].

(6) For an F-linear Ω-algebra (A,Ω) over a finite dimensional vector space,
its group of automorphisms Aut(A,Ω) is a subgroup of GL(n,F) where
n is the dimension of A. The equations come from the identities (1.1.1),
and the fact that any multilinear map can be written as a homogeneous
polynomial.

Definition 1.2.5. A torus is an affine algebraic group isomorphic to D(n,F)
for some n. A quasitorus (or equivalently d-group [Hum75, 6.2]) is an affine
algebraic group which is isomorphic to the direct product of a torus and a
finite abelian algebraic group. A diagonalizable group is an algebraic
group which is isomorphic to a closed subgroup of D(n,F) for some n.

1.3 Affine group schemes

We will assume that the most basic definitions for categories, as well as
Yoneda’s lemma, are known. For a reference, the reader can refer to [Mac98].
We will denote by Set,Grp and AlgF the categories of sets, groups and unital,
commutative and associative algebras over the field F.

Affine algebraic groups sometimes don’t grasp all the meaning of the
equations they are dealing with. For instance, if we work in Q, since the
algebraic variety V(x3 − 1) ⊆ Q just contains the unit element, µ3 is just
the trivial group. In order to overcome this circumstance, we can approach
this problem from a functorial point of view. Given a set of polynomials
S ⊆ F[x1, ..., xn], we can define the functor V(S) : AlgF → Set by sending any
F-algebra R to V(S) = {x ∈ Rn | f(x) = 0 for all f ∈ S}, and which sends
any morphism of F-algebras φ : R → T , to the morphism V(S)(φ) which
acts componentwise. In this case, V(x3 − 1) is not the same as V(x − 1).



1.3. AFFINE GROUP SCHEMES 23

Moreover, if we denote by I, the ideal generated by the elements of S and
denote A = F[x1, ..., xn]/I, there is a natural isomorphism θ between V(S)
and HomAlgF(A, · ), defined by θR(r1, ..., rs)(φ(x1, ..., xn) + I) 7→ φ(r1, ..., rn)
for any F-algebra R. Using this functorial approach we define the concept
of affine group schemes. A good reference for this topic is [Wat79]. Here we
will introduce the definition and the most useful results and will refer to this
last reference for the proofs.

Definition 1.3.1. An affine group scheme over F is a functor G : AlgF →
Grp such that its composition with the forgetful functor Forgetful : Grp →
Set is representable (i.e. the functor Forgetful ◦G is naturally isomorphic
to the functor HomAlgF(A, · ) for some algebra A). The morphisms of affine
group schemes are just the natural transformations.

Remark 1.3.2. If a representable functor F from AlgF to Set is isomorphic to
Hom(A, · ), we say that F is represented by A or that A represents F. In the
context of the previous definition we can say that G is represented by A and
write A = F[G], which makes sense because as a consequence of Yoneda’s
lemma, G is represented by a unique algebra up to isomorphism.

The main affine group schemes we will need to use are given in the fol-
lowing examples:

Examples 1.3.3. (1) Let G be an abelian group, we will denote by

GD : AlgF → Grp

the functor given by GD(R) = HomGrp(G,R
×). Moreover for any mor-

phism of algebras f : R → S, GD(f)(φ) = f ◦ φ for all φ ∈ GD(R).
This is an affine group scheme represented by the group algebra FG
[Wat79].

(2) Let V be a finite dimensional vector space. Then, we define GL(V )
as the affine group scheme, such that for any algebra R, its group of
R-points GL(V )(R) consists on the invertible R-linear transformations
of V ⊗F R. Given morphism of algebras f : R → S, in order to define
GL(V )(f), we notice that S is an R-module by defining rs = f(r)s for
any r ∈ R, s ∈ S. Moreover, the morphism θ : (V ⊗FR)⊗RS → V ⊗FS
given by θ(v ⊗ r ⊗ s) = v ⊗ f(r)s for all v ∈ V , r ∈ R and s ∈ S is an
isomorphism with inverse induced by θ−1(v⊗s) = v⊗1⊗s for all v ∈ V ,
s ∈ S. GL(V )(f) sends φ ∈ GL(V )(R) to θ◦(φ⊗id)◦θ−1 ∈ GL(V )(S).

(3) Let m be a natural number. We denote by µm the affine group scheme
whose group of R-points is µm(R) = {r ∈ R× | rm = 1}. Its represent-
ing algebra is F[x]/(xm − 1).
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(4) Let (A,Ω) be a finite dimensional F-linear Ω-algebra. Given a unital,
commutative and associative algebra R, we denote by (AR,ΩR) the
Ω algebra in which AR = A ⊗F R and for any n ∈ N, an element
ω ∈ Ω(n) defines a multilinear operator ωR by ω(a1 ⊗ r1, ..., an⊗ rn) =
ω(a1, ..., an) ⊗ r1 · · · rn for all a1, ..., an ∈ A and r1, ..., rn ∈ R. We
define Aut(A,Ω) as the affine group scheme whose group R-points is
Aut(A,Ω)(R) = AutR(AR,ΩR) (here AutR(AR,ΩR) is the subgroup
of R-linear automorphisms of Aut(AR,ΩR)). Its representing algebra
is

F[x1,1, ..., x1,n, ..., xn,1, ..., xn,n, t]/I

where I is generated the polynomials which are 0 due to the identities
(1.1.1) and det(xi,j)t− 1.

(5) Given a vector space V and a quadratic form q : V → F, we define
the orthogonal group scheme, denoted as O(V, q), the affine group
scheme whose group of R-points is O(V, q)(R) = {α ∈ GL(V )(R) |
qR(α(v)) = v ∀v ∈ V ⊗F R}. Notice that if we are working over a
field of characteristic different from 2, q is determined by its polar form
q(x, y) = q(x + y) − q(x) − q(y). If the characteristic of the field is 2,
we could also define qR by qR(v1 ⊗ r1 + ... + vk ⊗ rk) = q(v1)r

2
1 + ... +

q(vk)r
2
k+
∑

1≤i<j≤k q(vi, vj)rirj. If the characteristic is not 2, we define
the affine group scheme O+(V, q) as the affine group scheme whose
group of R-points is O+(V, q)(R) = {α ∈ O(V, q)(R) | det(α) = 1} and
we call it the special orthogonal group scheme.

In case we have a bilinear form b, we define the affine group schemes
O(V, b) and O+(V, b) in the analogous way.

(6) There is the trivial affine group scheme 1 whose group of R-points is
the trivial group. Its representing algebra is just the field F.

(7) Let G be a finite group. Consider the algebra Map(G,F) of maps from
G to F. For g ∈ G let eg be the map defined as eg(g) = 1 and eg(h) = 0
for all h ̸= g. With this notation, Map(G,F) =

⊕
g∈G Feg. This is a

Hopf algebra with the coproduct given by ∆(eg) =
∑

hf=g eh ⊗ ef , the
counit given by ϵ(eg) = eg−1 . Then, we define the constant group
scheme G as the affine group scheme represented by this Hopf algebra
(see 1.3.6 below).

Definition 1.3.4. We say that an affine group scheme G is diagonalizable
if there is an abelian group G such that G is isomorphic to GD.
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Remark 1.3.5. Notice that for an F-linear Ω-algebra A, there is a monomor-
phism i : Aut(A,Ω) → GL(A) induced by the usual inclusions

iR : Aut(A,Ω)(R) → GL(A)(R)

for every R in AlgF.

Definition 1.3.6. A (commutative) Hopf algebra is a unital commutative
and associative algebra (A,m) with two homomorphisms of unital algebras
∆: A → A⊗FA and ϵ : A → F called comultiplication and counit respec-
tively and a linear map S : A → A called antipode such that if µ : F → A

is the unit map the following identities hold:

(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ (coassociativity)

(ϵ⊗ id) ◦∆ = id = (id⊗ ϵ) ◦∆ (counit axiom)

m ◦ (S ⊗ id) ◦∆ = µ ◦ ϵ = m ◦ (id⊗ S) ◦∆ (antipode axiom)

Any affine group scheme G has three natural transformations denoted
by mult : G × G → G, inv : G → G and unit : 1 → G corresponding to
the multiplication, the inverse morphism and the unit morphism. If A is
the representing algebra of G, A⊗F A is the representing algebra of G×G.
Applying Yoneda’s lemma, the previous natural transformations give rise to
three morphisms denoted ∆: A → A⊗FA, S : A → A and ϵ : A → F. Then,
A with ∆, ϵ and S as comultiplication, counit and antipode respectively is a
Hopf algebra. Moreover, given a commutative Hopf algebra we can induce
an affine group scheme using Yoneda’s lemma [Wat79, 1.4]. Since the inverse
and the unit maps in a group are defined from the multiplication, if we have
the comultiplication, the counit and the antipode are uniquely determined.

Example 1.3.7. For an abelian group G, the affine group scheme GD is
represented by the group algebra FG. The comultiplication is induced by
∆(g) = g ⊗ g, ϵ(g) = 1 for all g ∈ G.

Definition 1.3.8. Let G be an affine group scheme. Denote by F[τ ] the
2-dimensional algebra satisfying τ 2 = 0. Consider the morphism of algebras
π : F[τ ] → F sending τ to 0. We denote the kernel of G(π) by Lie(G) and
call it the Tangent Lie algebra of G.

The name of Lie algebra is due to the fact that it can be endowed with
a Lie bracket. In order to define the bracket, we need to identify G(F[τ ])
with HomAlgF(F[G],F[τ ]). Any x ∈ Lie(G) is of the form x = ϵ+dτ for some
d : F[G] → F. For any x1 = ϵ+ d1τ and x2 = ϵ+ d2τ , we define their bracket
by [x1, x2] = ϵ+ (d1 ⊗ d2 − d2 ⊗ d1) ◦∆τ (see [Wat79, 12.2]).

Given a morphism θ : G → H between two affine group schemes, we
denote by dθ : Lie(G) → Lie(H) its restriction to the tangent Lie algebras.
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Remark 1.3.9. The Lie algebra of an affine group scheme can be endowed
with a canonical structure of Lie algebra if the characteristic of F is 0 as
above, and of a restricted Lie algebra if the characteristic is p > 0 (see for
instance [EK13, A.5]).

Example 1.3.10. Let A be an Ω-algebra and G = Aut(A,Ω). An element
φ + dτ ∈ G(F[τ ]) with φ, d ∈ EndF(A) is in the kernel of G(π) if and only
if φ = id. Let d ∈ EndF(A). id + dτ ∈ G(F[τ ]) if and only if for every
n ∈ N, ω ∈ Ω(n) and a1, ..., an ∈ A (id+dτ)ω(a1⊗1, ..., an⊗1) = ω(id(a1)+
d(a1)τ, ..., id(an)+d(an)τ). Since τ

2 = 0 this happens if and only if n ≥ 1 and
d(ω(a1, ..., an)) = ω(d(a1), a2, ..., an)+ω(a1, d(a2), ..., an)+ω(a1, a2, ..., d(an))
or n = 0 and φ ◦ ω = 0. Hence Lie(Aut(A,Ω)) = Der(A,Ω).

1.4 Gradings: Definitions

In this section we are going to rewrite the theory of gradings in [EK13] in
terms of Ω-algebras. Most of the proofs are equivalent and so we are going
to refer to the monograph.

Definition 1.4.1. Let G be a group. A G-grading Γ on an F-linear Ω-
algebra A is a vector space decomposition:

Γ: A =
⊕
g∈G

Ag

satisfying that for every ω ∈ Ω(0), ω(1) ∈ Ae and that for every ω ∈ Ω(n),
g1, ..., gn ∈ G, and every ai ∈ Agi for i ∈ {1, ..., n}:

ω(a1, ..., an) ∈ Ag1···gn .

We call the subspaces Ag the homogeneous components of the grad-
ing.

Given a group element g ∈ G, we say that an element 0 ̸= a ∈ A is
homogeneous of degree g (and we write deg(a) = g) if a ∈ Ag.

We define the support of the grading Γ as Supp(Γ) = {g ∈ G | Ag ̸= 0}.
If we fix the grading we say that A is a G-graded Ω-algebra.

Remark 1.4.2. Given a G-grading

Γ: A =
⊕
g∈G

Ag

on an F-linear Ω-algebra A we can denote by Ω′ the operator domain in which
Ω′(n) = Ω(n) for n ̸= 1 and Ω′(1) = Ω(1)∪{πg | g ∈ G}. With this notation,
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the G-graded Ω-algebra A can be equivalently defined as the Ω′-algebra A

where for every g ∈ G, πg defines the 1-ary operator given by πg(a) = ag
where ag is the projection of a on Ag with respect to the decomposition given
by Γ.

Proposition 1.4.3. Given an operator domain Ω and a group G, denote Ω′

as in Remark 1.4.2. There is a correspondence between G-graded Ω-algebras
and F-linear Ω′ algebras satisfying:

(1) πg ◦ πg = πg for all g ∈ G and πg ◦ πh = 0 for all g ̸= h ∈ G.

(2)
∑

g∈G πg = id

(3) For all ω ∈ Ω′(0) the identity πe ◦ ω = ω holds.

(4) For all n ≥ 1, ω ∈ Ω′(n) and g1, ..., gn ∈ G, the following diagram
commutes:

A× ...×A A× ...×A

A× ...×A A A.

πg1×...×πgn

πg1×...×πgn ω

ω πg1···gn

Proof. Due to Remark 1.4.2, if we have a G-graded Ω-algebra, we can define
an F-linear Ω′ algebra satisfying (1), (2), (3) and (4).

If we have an Ω′ algebra satisfying (1), (2), (3) and (4), define Ag as the
image of πg. We need to prove that A =

⊕
g∈GAg and that this direct sum

is a G-grading.
In order to prove that A is the direct sum of the subspaces Ag for all

g ∈ G, denote by ig : Ag → A the inclusion and pg : A → Ag the projection
induced by πg. If a ∈ A, (2) implies

a =
∑
g∈G

πg(a).

Thus, A =
∑

g∈GAg. Moreover, if 0 =
∑

g∈G ag with ag ∈ Ag for all g ∈ G,
and if bg ∈ A is such that πg(bg) = ag, due to (1) we have that

0 = πh

(∑
g∈G

πg(bg)

)
=
∑
g∈G

πhπg(bg) = πh(πh(bh)) = πh(bh) = ah.

Hence the sum is a direct sum, i.e., A =
⊕

g∈GAg.
Now, (3) implies that for all ω ∈ Ω(0), ω(1) ∈ Ae and (4) implies that

for all n ≥ 1, ω ∈ Ω(n), g1, .., gn ∈ G and every ai ∈ Agi for i ∈ {1, ..., n},
ω(a1, ..., an) ∈ Ag1,...,gn .
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Definition 1.4.4. Given a G-grading Γ: A =
⊕

g∈GAg on an Ω-algebra
A and an H-grading Γ′ : B =

⊕
h∈H Bh on an Ω-algebra B, we say that

they are equivalent if there is an equivalence of graded Ω-algebras, i.e.
an isomorphism φ : A → B such that there exist a bijection α : SuppΓ →
SuppΓ′ such that for all g ∈ SuppΓ, φ(Ag) = Bα(g). In this case we say that
Γ and Γ′ are equivalent gradings.

Definition 1.4.5. Given an operator domain Ω and a group G. Given two
F-linear Ω-algebras A and B with G-gradings Γ: A =

⊕
g∈GAg and Γ′ : B =⊕

g∈GBg, a homomorphism of G-graded algebras is a homomorphism
φ : A → B of F-linear Ω-algebras such that for every g ∈ G, φ(Ag) ⊆ Bg. We
say that φ is an isomorphism of G-graded algebras if φ is an isomorphism
of Ω-algebras and a homomorphism of G-graded algebras, in which case we
say that A and B are isomorphic G-graded Ω-algebras.

Remark 1.4.6. Given an operator domain Ω and a group G. Denote Ω′ as in
Remark 1.4.2. Given two G-graded Ω-algebras A and B, a homomorphism
between the G-graded Ω-algebras A and B is the same as a homomorphism
between the corresponding F-linear Ω′-algebras (notice that φ(Ag) ⊆ Bg is
equivalent to φ◦πg = πg◦φ). The same thing happens with the isomorphisms.

Definition 1.4.7. Given two groups G andH, a G-grading Γ: A =
⊕

g∈GAg

on some Ω-algebra A, and group homomorphism α : G → H, we can define
the grading:

αΓ: A =
⊕
h∈H

Ah

where for every h ∈ H, Ah =
⊕

g∈G : α(g)=hAg.

We say that Γ is weakly isomorphic to an H-grading Γ′ : A =
⊕

h∈H Ah

if there is an isomorphism α : G→ H such that αΓ is isomorphic to Γ′.

Definition 1.4.8. Given a G-grading Γ: A =
⊕

g∈GAg of an Ω-algebra A

and an element h ∈ G, the shift of Γ by h is the grading

Γ[h] : A =
⊕
g∈G

A′
g

of the vector space A, where A′
hg = Ag for all h ∈ G. A graded homo-

morphism between two graded vector spaces A y B with gradings ΓA : A =⊕
g∈GAg and ΓB : B =

⊕
g∈GBg is a homomorphism φ : A → B such that

there is an element h for which φ(Ag) ⊆ Bhg for all g ∈ G. In this case, we
say that it has degree h. We denote the space of graded homomorphisms of
degree h as HomF(A,B)h and we denote:
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Homgr
F (A,B) =

⊕
g∈G

HomF(A,B)h.

We define graded homomorphism between two graded Ω-algebras as
a homomorphism between the Ω-algebras which is also a graded homomor-
phism between the two graded vector spaces.

Remark 1.4.9. The kernel of a graded homomorphism φ : A → B of G-graded
Ω-algebras is a graded subspace of A. Indeed, if x =

∑
g∈G xg with g ∈ G, is

such that φ(x) = 0, since there is some h ∈ G such that φ(xg) ∈ Bhg for all
g ∈ G, we have that φ(xg) = 0 and so xg ∈ kerφ for all g ∈ G. Similarly, we
can prove that the image is a graded subspace.

Definition 1.4.10. Given an operator domain Ω, an Ω-algebra A, two
groups G and H, a G-grading Γ: A =

⊕
g∈GAg and an H-grading Γ: A =⊕

h∈H A′
h, we say that Γ is a refinement of Γ′ (or that Γ′ is a coarsening

of Γ) if for any g ∈ G there is h ∈ H such that Ag ⊆ A′
h. If the inclusion is

strict for some g ∈ G we say that the refinement (or coarsening) is proper.
If a grading has no proper refinement we say that it is fine.

We are going to finish the section by introducing some groups and group
schemes related to a grading.

Let (A,Ω) be an Ω-algebra. Let G be a group and Γ: A =
⊕

g∈GAg

a grading on (A,Ω). The diagonal group scheme Diag(Γ) is the group
scheme whose group of R-points for an F-algebra R is:

Diag(Γ)(R) = {φ ∈ Aut(A,Ω)(R) | φ|Ag⊗FR ∈ R×idAg⊗FR ∀g ∈ G}.

The stabilizer group scheme Stab(Γ) of Γ is the group scheme of
automorphisms of the Ω′ algebra defined as in Remark 1.4.2. We denote
by Stab(Γ) = Stab(Γ)(F) and we call it the stabilizer group of Γ. We
denote by Aut(Γ) the group of self equivalences of Γ. Finally, the quotient
Aut(Γ)/ Stab(Γ) is called the Weyl group and denoted by W (Γ).

1.5 Gradings: derivations, automorphisms and

affine group schemes

In this last section we are going to assume that Ω is an operator domain and
A a finite dimensional F-linear Ω-algebra. If Γ is a grading by an abelian
group G, by taking a smaller group we can assume that G is generated by
the support of Γ. Hence, throughout this section, G will denote a finitely
generated abelian group.
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1.5.1 Derivations

Let F be a field of characteristic 0. Let Γ: A =
⊕

i∈ZAi be a Z-grading of
A. We can define a linear map dΓ induced by:

dΓ(x) = ix for all x ∈ Ai, for all i ∈ Z. (1.5.1)

Lemma 1.5.1. With the previous notation, dΓ is a derivation of the Ω-
algebra A. Moreover, any diagonalizable derivation of the Ω-algebra A with
integral eigenvalues induces a Z-grading Γd : A =

⊕
i∈ZAi on A given by

Ai = {x ∈ A | d(x) = ix}.

Proof. Let dΓ be the linear map defined previously. If ω ∈ Ω(0), ω(λ) ∈ A0

for all λ ∈ F. Hence, dΓ ◦ ω(λ) = 0 implying dΓ ◦ ω = 0. If n ≥ 1 and
ω ∈ Ω(n), take i1, .., in ∈ Z and ak ∈ Aik for each k ∈ {1, ..., n}. Then,
ω(a1, ..., an) ∈ Ai1+...+in . Hence:

dΓ(ω(a1, ..., an)) = (i1 + ...+ in)ω(a1, ..., an)

= ω(i1a1, a2, ..., an) + ω(a1, i2a2, ..., an)...+ ω(a1, ..., inan)

= ω(dΓ(a1), a2, ..., an) + ω(a1, dΓ(a2), ..., an)+

...+ ω(a1, a2, ..., dΓ(an))

which implies that the identity (1.1.2) is satisfied by the elements of a basis
and this implies that it is satisfied for all elements in A.

Conversely, if d is a derivation as in the statement of the proposition and
denote Ai = {x ∈ A | d(x) = ix}, we will show that Γ is a Z-grading of the
Ω-algebra. If ω ∈ Ω(0), the identity d(ω(1)) = 0 implies that ω(1) ∈ A0. For
n ≥ 1, ω ∈ Ω(n), i1, .., in ∈ Z and ak ∈ Aik for each k ∈ {1, ..., n}, taking into
account that d(ω(a1, ..., an)) = ω(d(a1), a2, ..., an) +ω(a1, d(a2), ..., an) + ...+
ω(a1, a2..., d(an)), and arguing as before, we can show that d(ω(a1, ..., an)) =
(i1 + ...+ in)ω(a1, ..., an) which implies that ω(a1, ..., an) ∈ Ai1+...+in .

Remark 1.5.2. Notice that the proof of Lemma 1.5.1 doesn’t require A to be
finite dimensional.

In [Smi97] it is is shown that any Z-grading Γ: A =
⊕n

k=−nAi on a simple
associative algebra, not necessarily finite dimensional, arises from a Peirce
decomposition with respect to a complete system of idempotents e1, ..., en in
the following way:

Ak =
n⊕
i=1

eiAek−i
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for k ∈ −n, ..., n. The previous lemma allows us to show in a different way a
finite dimensional version of this result.

Proposition 1.5.3. Let A be a simple associative algebra over an alge-
braically closed field F of characteristic 0. Then A is isomorphic to Mn(F)
and up to isomorphism any Z-grading, is given by a n-uple (λ1, ...λn) ∈ Zn
by setting deg(Ei,j) = λi − λj.

Proof. The fact that A is isomorphic to Mn(F) is just [HER68, Theorem
4.1.3]. Let Γ: A =

⊕
i∈ZAi be a Z-grading on A. Denote dΓ the derivation

defined as in (1.5.1). Due to the fact that every derivation on a simple finite
dimensional associative algebra is inner, there is a matrix a ∈ A such that
d(x) = ada(x) = ax− xa.

The matrix a decomposes uniquely into a = s+ n where s is diagonaliz-
able, n is nilpotent and [s, n] = sn−ns = 0 (Jordan decomposition). As it is
shown in the proof of [Eld13, 2.6(i)], ada = ads+adn is the Jordan decompo-
sition of ada. Since ada is diagonalizable, it is also its Jordan decomposition,
and so, adn = 0, implying that n is in the center of A. Therefore, n = 0 due
to the fact that it is nilpotent. Thus, a is diagonalizable.

Since a is diagonalizable, applying a suitable automorphism of A, we
can assume that a is the diagonal matrix diag(λ1, ..., λn). Moreover, since
ada = ada−λ1id, we can assume that λ1 = 0. Hence, the elements Ei,j are a
basis ofA such that dΓ(Ei,j) = ada(Ei,j) = (λi−λj)Ei,j. Since the eigenvalues
of dΓ are integers and λ1 = 0, then, each λi for ı ∈ {1, ..., n} is an integer and
due to Lemma 1.5.1 we get the result.

1.5.2 Automorphisms

Let F be an algebraically closed field of characteristic 0. Let G be a finitely
generated abelian groups and Ĝ = HomGrp(G,F×) its group of characters.
Let A be a finite dimensional F-linear Ω-algebra and Γ: A =

⊕
g∈GAg a

G-grading. We can define a homomorphism ηΓ : Ĝ→ Aut(A,Ω) by:

ηΓ(χ)(x) = χ(g)x for all x ∈ Ag, g ∈ G and χ ∈ Ĝ. (1.5.2)

Proposition 1.5.4. Given an operator domain Ω, an algebraically closed
field F of characteristic 0, a finitely generated abelian group G and a finite
dimensional F-linear Ω-algebra A, the G-gradings on A are in one-to-one
correspondence with the homomorphisms of algebraic groups Ĝ→ Aut(A,Ω).
Two G-gradings are isomorphic if and only if the corresponding homomor-
phisms are conjugate by an element of Aut(A,Ω). The weak isomorphism
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classes of gradings on A with the property that the support generates the
grading group are in one-to-one correspondence with the conjugacy classes of
quasitori in Aut(A,Ω).

Proof. This proof is similar to the proof of [EK13, Proposition 1.28.]

Proposition 1.5.5. With the previous notation, the equivalence classes of
fine gradings on the Ω-algebra A are in one-to-one correspondence with con-
jugacy classes of maximal quasitori in Aut(A,Ω).

Proof. This proof is similar to the proof of [EK13, Proposition 1.32.]

1.5.3 Automorphism group schemes

Now we will not assume any hypotheses on the field F. Let G be a finitely
generated abelian group. Let A be an F-linear Ω-algebra. The group algebra
FG has a structure of Hopf algebra as in Example (1.3.7) with coproduct,
∆(g) = g ⊗ g, antipode S(g) = g−1 and counit ϵ(g) = 1. In [EK13, 1.3.]
it is explained that a G-grading Γ: A =

⊕
g∈GAg on the vector space A is

equivalent to an FG-comodule given by the coaction ρΓ : A → A⊗F FG:

ρΓ(a) = a⊗ g for all a ∈ Ag, g ∈ G.

Given a coaction ρ : A → A⊗FFG it is also shown that we can conversely
define a G-grading on A by:

Ag = {a ∈ A | ρ(a) = a⊗ g} for all g ∈ G.

In a similar way as in [EK13], the comodule ρ induces a G-grading on the
Ω-algebra A if and only if ρ is a morphism of Ω-algebras. Hence, the coaction
ρΓ induced by a grading Γ induces an automorphism φΓ ∈ Aut(A,Ω)(FG)
satisfying:

φΓ(a⊗ 1) = ρΓ(a) (1.5.3)

for all a ∈ A. Moreover, using Yoneda’s Lemma, a comodule ρ : A → A⊗FFG
is equivalent to a representation of the diagonal group scheme GD (i.e. a
morphism θ : GD → GL(A)). This allows us to prove the following results:

Proposition 1.5.6. The G-gradings on the Ω-algebra A are in one-to-one
correspondence with the morphisms of affine group schemes GD → Aut(A,Ω).
Two G-gradings are isomorphic if and only if the corresponding morphisms
are conjugate by an element of Aut(A,Ω). The weak isomorphism classes of
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A with the property that the support generates the grading group are in one-
to-one correspondence with the Aut(A,Ω)-orbits of diagonalizable subgroup
schemes in Aut(A,Ω).

Proof. The proof is similar to the proof of [EK13, Proposition 1.36.].

Proposition 1.5.7. Let Ω and Ω′ be two operator domains. Let A be an Ω al-
gebra and B an Ω′ algebra. Assume that we have a morphism θ : Aut(A,Ω) →
Aut(B,Ω′). Then, for any abelian group G, we have a mapping Γ → θ(Γ)
from G-gradings on (A,Ω) to G-gradings on (B,Ω′). If Γ and Γ′ are iso-
morphic (respectively weakly isomorphic), then θ(Γ) is isomorphic (weakly
isomorphic) to θ(Γ′).

Proof. The proof is equivalent to he proof of [EK13, Theorem 1.38].

Remark 1.5.8. With the notation of Proposition 1.5.7, if θ is an isomorphism,
the correspondence Γ → θ(Γ) is a one-to-one correspondence between G-
gradings on (A,Ω) and G-gradings on (B,Ω′).

Remark 1.5.9. The Hopf algebra FG satisfies that an element x ∈ FG is
in the group G if and only if ∆(x) = x ⊗ x. Hence, every automorphism
of the Hopf algebra FG induces an automorphism in G and conversely, an
automorphism of G induces an automorphism of FG since FG is spanned by
the elements of G (see [Wat79, 2.2]).
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Chapter 2

First example: Cross Products.

This chapter is devoted to explaining the results in [DET20], i.e., give a
classification of gradings on r-fold cross products, which is a good way to
show how to use the results in the previous chapter. In this chapter F will
always be an arbitrary field of characteristic different from 2 unless it is stated
otherwise.

In Section 2.1, we give the definition of r-fold cross product. In Section
2.2, we give some relevant properties of composition algebras. In Section 2.3
we give a classification of r-fold cross products determining their possible
bilinear forms (see Proposition 2.3.10). Section 2.4 is another theoretical
interlude in order to introduce the Clifford algebra and some relevant groups
for the chapter like the spin group. In Section 2.5 we give a description of
the automorphism group scheme for each isomorphism class of r-fold cross
product (see Corollary 2.5.2, Theorem 2.5.3, Theorem 2.5.8 and Theorem
2.5.12). Finally, in Section 2.6, we give a classification up to isomorphism of
the gradings (see Theorems 2.6.1, 2.6.4 and 2.6.11).

2.1 Definition: r-fold cross products

The usual vector cross product × on R3 is an antisymmetric product given by
the linearization of ei×ei+1 = ei+2 for i ∈ {1, 2, 3} taking the indices modulo
3 where {e1, e2, e3} is the standard basis of R3. However, if we denote by
⟨ · , · ⟩ the usual scalar product in R3 and by ∥ · ∥ the norm, this vector cross
product is determined (up to sign) by the following two properties:

(1) For all x, y ∈ R3, ⟨x× y, x⟩ = ⟨x× y, y⟩ = 0.

(2) For all x, y ∈ R3, ∥x× y∥ = ∥x∥∥y∥ sin(θ) where θ is the angle between
x and y.

35
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We can notice that squaring the identity in (2) we get that ⟨x×y, x×y⟩ =
⟨x, x⟩⟨y, y⟩(1− cos2 θ) = ⟨x, x⟩⟨y, y⟩ − ⟨x, y⟩2. Hence, (2) is equivalent to:

(2’) For all x, y ∈ R3, ⟨x× y, x× y⟩ = det

(
⟨x, x⟩ ⟨x, y⟩
⟨y, x⟩ ⟨y, y⟩

)

Using these properties, a generalization of the vector cross product on
a vector space with a nondegenerate symmetric bilinear form over a field of
arbitrary characteristic different from 2 is given in [Eck43] and [BG67]. Since
the nondegenerate bilinear form might not be uniquely determined by the
vector cross product, we introduce a slightly different definition:

Definition 2.1.1 ([DET20]). Let V be a finite-dimensional vector space, of
dimension n, over a field F of characteristic different from 2, and let 1 ≤ r ≤ n
be a natural number. An r-fold cross product X on V is a multilinear
map

X : V r → V

such that there is a nondegenerate symmetric bilinear form b : V × V → F
satisfying that for all v1, ..., vr ∈ V :

b(X(v1, ..., vr), vi) = 0 for all i ∈ {1, ..., n}, (2.1.1)

b(X(v1, ..., vr), X(v1, ..., vr)) = det(b(vi, vj)). (2.1.2)

We can say that (V,X) (or (V,X, b) := (V,X, ωb) if b is fixed) is an
(r-fold) cross product.

Remark 2.1.2. Notice that (V,X, b) can be seen as the Ω-algebra (V,X, ωb)
where ωb is the 3-ary operator defined by ωb(u, v, w) = b(u, v)w for all
u, v, w ∈ V .

Remark 2.1.3. Note that if (V,X, b) is an r-fold cross product and α, β ∈ F
are nonzero scalars satisfying βr−1 = α2, then, equations (2.1.1) and (2.1.2)
are satisfied for αX and βb. Therefore, (V, αX, βb) is an r-fold cross product.

Remark 2.1.4. Notice that using what is shown in Example 1.1.6 (d), it
follows that Aut(V,X, b) = Aut(V,X) ∩ O(V, b) or more generally, in terms
of affine group schemes, Aut(V,X, b) = Aut(V,X) ∩O(V, b).
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2.2 Interlude: Composition algebras

Composition algebras as well as the gradings on the octonion algebra will
play an important role in this chapter. For that reason, we will add a little
survey on composition algebras. The interested reader can refer to [ZSSS82]
or [Eld20] for more information.

Recall that given a vector space V , a quadratic form n : V → F is a
map satisfying n(αx) = α2n(x) for all α ∈ F and x ∈ V , and that its polar
form, n : V × V → F defined by n(x, y) = n(x+ y)− n(x)− n(y) (which we
will also denote by n) is a bilinear form. We say that the quadratic form is
nonsingular if its polar form is nondegenerate.

Definition 2.2.1. A composition algebra over F is a triple (A, · , n) (or
just (A, n) if the product is clear from the context) where (A, ·) is a nonas-
sociative algebra and n : A → F is a nonsinglar quadratic form, called the
norm, which is multiplicative, i.e. for every x, y ∈ A, the following identity
holds:

n(xy) = n(x)n(y).

Although there is not a complete classification of these algebras, there
are some which are well known:

Definition 2.2.2. A Hurwitz algebra is a unital composition algebra. If
(A, n) is a Hurwitz algebra, we call the map t : A → F defined by t(a) =
n(a, 1), its trace form.

Proposition 2.2.3. If (A, n) is a Hurwitz algebra:

(1) The map − : A → A defined by a = t(a)1− a is an involution, where t
is the trace form.

(2) The identity n(x, zy) = n(xy, z) = n(y, xz) holds for every x, y, z ∈ A.

(3) Any x ∈ A satisfies the Cayley-Hamilton equation:

x2 − t(x)x+ n(x)1 = 0.

(4) A is an alternative algebra, i.e. x2y = x(xy) and yx2 = (yx)x for all
x, y ∈ A.

Proof. The proof is in [Eld20, Proposition 2.2.]

Remark 2.2.4. Notice that for any x ∈ C, t(x) = 0 is equivalent to x = −x.
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Remark 2.2.5. Using the Cayley-Hamilton equation it can be shown that
n(x) = xx and that n(x) = n(x).

Remark 2.2.6. The Cayley-Hamilton equation implies that for any φ ∈ Aut(C)
and x ∈ C, n(φ(x)) = n(x). Moreover, linearizing, this implies that for any
x, y ∈ C, n(φ(x), φ(y)) = n(x, y). Therefore, Aut(C) = Aut(C, n). This
argument is functorial, so in general we have Aut(C) = Aut(C, n).

A way to find examples is to construct them inductively. In order to do
so, we are going to introduce the Cayley-Dickson doubling process.

Definition 2.2.7. Let A be an algebra with unit 1, and an involution
− : A → A satisfying that for any a ∈ A, a + a ∈ F1 and aa ∈ F1. Given
µ ∈ F×, we say that the algebra B = A ⊕ A with product and involution
given by:

(a1, a2)(a3, a4) = (a1a3 + µa4a2, a1a4 + a3a2), and

(a1, a2) = (a1, a2)

is an algebra with involution obtained by the Cayley-Dickson doubling
process from (A, − ) and µ and we denote it by CD(A, − , µ) or just CD(A, µ).

Remark 2.2.8. Sometimes we will just say that B = A⊕ wA with w2 = µ.

Let (K, − ) be either F ⊕ F with the exchange involution or a separable
quadratic extension of F where the involution is the only automorphism of
order 2. An algebra with involution obtained by the Cayley-Dickson doubling
process from (K, − ) is called a quaternion algebra and an algebra with in-
volution obtained by the Cayley-Dickson doubling process from a quaternion
algebra is called an octonion algebra or a Cayley algebra.

Theorem 2.2.9 (Hurwitz). Any Hurwitz algebra over F is finite dimensional
and isomorphic to one of the following:

(1) F.

(2) F⊕ F.

(3) A separable quadratic field over F.

(4) A quaternion algebra.

(5) A Cayley algebra.

Moreover, n : C → F is given by the Cayley-Hamilton equation.
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Proof. The proof is in [Sha66, Theorem 3.25]

The Cayley algebras are interesting for the study of Lie groups and Lie
algebras. Indeed we have the following result.

Proposition 2.2.10. Let C be a Cayley algebra. Der(C) is a Lie algebra of
type g2 and Aut(C) is an affine group scheme of type G2.

Proof. See [SV00, Theorem 2.3.5, Proposition 2.4.5].

The (split) Cayley algebra C is the algebra obtained by taking K =
F ⊕ w1F with w2

1 = 1, H = K ⊕ w2K with w2
2 = 1 and C = H ⊕ w3H with

w2
3 = 1.
The gradings by abelian groups on the split Cayley algebra have been

classified over arbitrary algebraically closed fields in [Eld98] and in [EK12].
Given an abelian group G, we can define two kind of gradings on C up to
isomorphism.

In order to introduce the first kind of gradings, we need to introduce the
Cartan basis. We give a construction which is shown in full detail in [EK13,
Chapter 4], where the reader should refer for the proof. To begin with we
take x = 1

2
(1 + w1). Take y ∈ C such that n(x, y) = 1. Denote e1 = xy and

e2 = 1− e1 = e1. Define the following subspaces of C:

U = {x ∈ C | e1x = x = xe2, e2x = 0 = xe1},
V = {x ∈ C | e2x = x = xe1, e1x = 0 = xe2}.

We can find a basis {u1, u2, u3} of U and a basis {v1, v2, v3} such that

n(ui, vi) = 1

and the norm in the rest of the combinations of elements is 0. This basis
is called a good basis of C or a Cartan basis of C. The multiplication is
given by table 2.1.

Now, let γ = (g1, g2, g3) be a triple of elements on G such that g1g2g3 = e.
Denote by Γ1

C(G, γ) the grading induced by

deg(e1) = e = deg(e2) and

deg(ui) = gi = deg(vi)
−1,

for every i ∈ {1, 2, 3}.
Given another such triple γ′ = (g′1, g

′
2, g

′
3), we denote γ ∼ γ′ if and only if

there is π ∈ Sym3 such that gπ(i) = g′i for all i ∈ {1, 2, 3} or there is π ∈ Sym3

such that g−1
π(i) = g′i for all i ∈ {1, 2, 3}.



40 CHAPTER 2. FIRST EXAMPLE: CROSS PRODUCTS.

e1 e2 u1 u2 u3 v1 v2 v3

e1 e1 0 u1 u2 u3 0 0 0

e2 0 e2 0 0 0 v1 v2 v3
u1 0 u1 0 v3 −v2 −e1 0 0

u2 0 u2 −v3 0 v1 0 −e1 0

u3 0 u3 v2 −v1 0 0 0 −e1
v1 v1 0 −e2 0 0 0 u3 −u2
v2 v2 0 0 −e2 0 −u3 0 u1
v3 v3 0 0 0 −e2 u2 −u1 0

Table 2.1: Multiplication table of the Cartan basis on the split Cayley
algebra.

We will define another basis called the Cayley-Dickson basis {xi}7i=0 by
x0 = 1, x1 = w1, x2 = w2, x3 = w2w1, x4 = w3, x5 = w3w1, x6 = w3w2 and
x7 = w3(w2w1).

Let H ⊆ G be a subgroup isomorphic to Z3
2. Let α : Z3

2 → H be an
isomorphism. Denote:

c1 = α(1, 0, 0), c2 = α(0, 1, 0), c3 = α(0, 0, 1)

We denote by Γ2
C(G,H) the grading induced by deg(wi) = ci for i ∈

{1, 2, 3}. This is a grading as shown in [EK13, (4.13)] and for a fixed sub-
group H, different choices of α give isomorphic gradings since we can use
the elements of degrees c1, c2, c3 (for a fixed algebra) to generate C via the
Cayley-Dickson process. Finally we have the following theorem:

Theorem 2.2.11 ([EK12]). Let C be the Cayley algebra over an algebraically
closed field and let G be an abelian group. Then, any G-grading on C is
isomorphic to some Γ1

C(G, γ) or some Γ2
C(G,H), but not both. Also,

(1) Γ1
C(G, γ) is isomorphic to Γ1

C(G, γ
′) if and only if γ ∼ γ′.

(2) Γ2
C(G,H) is isomorphic to Γ2

C(G,H
′) if and only if H = H ′.

Proof. The proof is in [EK12, Theorem 3.8].

Let’s now introduce a new class of composition algebras:

Definition 2.2.12. Let (S, ⋆, n) be a composition algebra. We say that it
is a symmetric composition algebra if n(x ⋆ y, z) = n(x, y ⋆ z) for all
x, y, z ∈ C.
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Theorem 2.2.13. Let (S, ⋆, n) be a composition algebra. (S, ⋆, n) is sym-
metric if and only if for any x, y ∈ S, (x ⋆ y) ⋆ x = n(x)y = x ⋆ (y ⋆ x).

Proof. See for example [Eld20, Theorem 3.2].

Some examples of symmetric composition algebras are the following:

Example 2.2.14 (Para-Hurwitz algebras). Let (C, ·, n) be a Hurwitz algebra.
Define a new composition algebra (C, •, n) by defining the product • as

x • y = x · y.

This is a symmetric composition algebra as shown in [Eld20].

Example 2.2.15 (Okubo algebras in the case charF ̸= 3). Assume that
charF ̸= 3. Let ω ∈ F be a primitive cubic root of 1. Take a central simple
associative algebra of degree 3 with trace tr : A → F. Let S = {x ∈ A |
tr(x) = 0}. Define a multiplication ⋆ and a norm n on S by:

x ⋆ y = ωxy − ω2yx− ω − ω2

3
tr(xy)1, and

n(x) = −1

2
tr(x2).

Then (S, ⋆, n) is a symmetric composition algebra. See for example [Eld20]
for a proof.

2.3 Cross Products: Classification

We still have on hold the question of which cross products exist up to iso-
morphism. The classification is already made in [Eck43] and [BG67] but here
we are going to sketch the proof and we are going to tackle the problem of
the classification of bilinear forms (see Proposition 2.3.10).

Lemma 2.3.1. Let F be an algebraically closed field. Let (V,X, b) be an
r-fold cross product over an n-dimensional F-vector space V with r > 1. Let
v ∈ V be such that b(v, v) = 1. Denote W = {w ∈ V | b(v, w) = 0} and
define X : W r−1 → W by X(v1, .., vr−1) = X(v, v1, .., vr−1). Then, X is an
(r − 1)-fold cross product.

Proof. This is a trivial result which can be found in [Eld04].
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The previous result shows us that we can start the classification in low
values of r. The proof of existence of 2-fold products is based on the following
result:

Proposition 2.3.2 ([BG67]). Let (V,X, b) be a 2-fold cross product (denote
u × v = X(u, v) for all u, v ∈ V ). Define an algebra on A = F1 ⊕ V and a
quadratic form q : A → F by:

(α1 + u)(β1 + v) = (αβ − b(u, v))1 + (αv + βu+ u× v), and

q(α1 + v) = α2 + b(v, v).
(2.3.1)

With this notation (A, q) is a Hurwitz algebra.

Proof. The proof is in [BG67]

The previous proposition and Theorem 2.2.9 show that there are only
2-fold cross products in the cases where n = 3 and where n = 7. This
together with Lemma 2.3.1 implies that there can be r-fold cross products
on dimension n in the cases where: r = 1, r = n− 1 and r = n− 5. We will
introduce an algebra we need and we will give examples of cross products:

Definition 2.3.3. Let V be a finite dimensional vector space. The exterior
algebra

∧
V is the quotient of the tensor algebra T (V ), i.e., the algebra

whose underlying vector space is

T (V ) = F1⊕
∞⊕
i=1

V ⊗F ...⊗F V︸ ︷︷ ︸
i times

and its multiplication is given by (v1⊗F ...⊗Fvi)(w1⊗F ...⊗Fwj) = v1⊗F ...⊗F
vi ⊗F w1 ⊗F ...⊗F wj for every v1, ..., vi, w1, ..., wj ∈ V and 1 ≤ i, j, with the
ideal I generated by the elements of the form v1⊗ v2+ v2⊗ v1 for v1, v2 ∈ V .
We denote the image of the element v1⊗ ...⊗vk ∈ T (V ) as v1∧ ...∧vk for any
v1, ..., vk ∈ V , k ≥ 1. The natural Z-grading on T (V ) induces a Z-gradings
on
∧
V (i.e. the elements of the form v1 ∧ ...∧ vp have degree p). We denote

by
∧p V the subspace of elements of degree p.

Remark 2.3.4. Given a linear map φ : V → V over a vector space of dimension
n, an equivalent definition (see [Coh91, 2.4]) of its determinant detφ ∈ F,
is the constant satisfying that for any v1, ..., vn ∈ V , the following equation
holds:

φ(v1) ∧ ... ∧ φ(v1) = (detφ)(v1 ∧ ... ∧ vn).
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Example 2.3.5. Let b : V ×V → F be a nondegenerate, symmetric, bilinear
form of determinant 1, i.e., such that there exists a basis v1, .., vn of V satis-
fying that det(b(vi, vj)) ∈ F×2 . Consider the exterior algebra

∧
V . We are

going to denote by ιp : V
p →

∧p V the map given by ιp(v1, ..., vp) = v1∧...∧vp.
We extend b to

∧
V by the following formula:

b(v1 ∧ ... ∧ vp, w1 ∧ ... ∧ wq) =
{

det(b(vi, wj)) if p = q
0 otherwise.

This extension of b is symmetric since if we have 2p vectors denoted by
v1, ..., vp, w1, ..., wp, the matrix A = (b(vi, wj)) is the transpose of the matrix
B = (b(wi, vj)), and it is nondegenerate since if v1, ..., vn is an orthogonal
basis in V , the set of vectors vλ1 ∧ ... ∧ vλp for 1 ≤ λ1 < .. < λp ≤ n and
1 ≤ p ≤ n is an orthogonal basis of

∧
V .

If we choose an element w ∈
∧n V such that b(w,w) = 1, which exists

since the determinant of b is 1, we define the star operator ∗ :
∧
V →

∧
V

to be the linear extension of the map satisfying that for any 1 ≤ p ≤ n,
v ∈

∧p V and u ∈
∧n−p V :

b(∗v, u) = b(v ∧ u,w).

With this notation, the multilinear map defined as

X : V n−1 −→ V
(v1, ..., vn−1) 7−→ ∗(v1 ∧ ... ∧ vn−1)

is an (n−1)-fold cross product on V relative to b (see [BG67, Theorem 3.3]).

Example 2.3.6. Let (C, n) be a composition algebra of dimension greater
that 2. Denote by C0 the subspace of trace 0 elements, i.e, the orthogonal
elements to the unit 1 with respect to the norm:

C0 = {x ∈ C | t(x) = n(x, 1) = 0}.

We define a bilinear form bn : C0 × C0 → F and a product × on C0 by
means of:

xy = −bn(x, y)1 + x× y. (2.3.2)

They are uniquely defined since C = F1⊕C0. Due to the Cayley-Hamilton
equation, we get that x × x = 0 and that bn(x, x) = n(x) = 1

2
n(x, x) for

all x ∈ C. Linearizing, we see that bn(x, y) = 1
2
n(x, y) for all x, y ∈ C0.

Applying the involution defined in Proposition 2.2.3 it is easy to see that ×
is anticommutative and bn is symmetric. Hence, x × y = 1

2
(xy − yx) and
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bn(x, y)1 = −1
2
(xy + yx). Moreover, using that C is alternative, and a few

basic properties we can show that it satisfies

(x× y)× y = bn(x, y)y − bn(y, y)x (2.3.3)

for all x, y ∈ C0 (see [EK13, Theorem 4.23]).
X is a 2-fold cross product (see [BG67, Theorem 4.1]). Concretely, if C is

a Cayley algebra, we get a 2-fold cross product on a vector space of dimension
7, which is not considered in Example 2.3.5. In this case, we will denote the
product by (C0, X

C0 , bn).

Example 2.3.7. Let C be a Cayley algebra and denote bn(x, y) =
1
2
n(x, y)

for every x, y ∈ C. Define two trilinear maps XC
ϵ : C× C× C → C for ϵ = ±1

by:

XC
1 (x, y, z) = (xy)z − bn(x, y)z − bn(y, z)x+ bn(x, z)y, and (2.3.4)

XC
−1(x, y, z) = x(yz)− bn(x, y)z − bn(y, z)x+ bn(x, z)y. (2.3.5)

In each case (C, XC
ϵ , bn) is a 3-fold cross product (see [BG67, Theorem

5.1]). Moreover, the following holds for all ui, vi ∈ C, 1 ≤ i ≤ 3:

bn(X
C
ϵ (u1, u2, u3), X

C
ϵ (v1, v2, v3)) = det(bn(ui, vj))

+ ϵ
∑
σ∈S3,
even

∑
τ∈S3,
even

bn(uσ(1), vτ(1))bn(uσ(2), X
C
ϵ (uσ(3), vτ(2), vτ(3))). (2.3.6)

See [Eld96, Proposition 3].

Given a vector space V and a linear operator X : V → V , denote by tr(X)
its trace. Now we can review the classification of cross products.

Theorem 2.3.8. Let X be an r-fold cross product on a vector space V of
dimension n, 1 ≤ r ≤ n. Then, one and only one of the following conditions
holds:

(1) n is even, r = 1, X2 = −id and tr(X) = 0.

(2) n ≥ 3, r = n− 1 and:

X(v1, .., vr) =
∗(v1 ∧ ... ∧ vr)

for all v1, .., vr as in Example 2.3.5.
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(3) n = 7, r = 2 and (V,X) is isomorphic to (C0, X
C0) for a Cayley algebra

C.

(4) n = 8, r = 3 and (V,X) is isomorphic to (C, αXC
ϵ ) for a Cayley algebra

C, a nonzero α ∈ F, and ϵ = ±1.

Conversely, all the pairs (V,X) in items (1)− (4) are cross products.

Proof. Everything is proved in [BG67] except for the description of case r =
1, where it is shown that n is even, and a few more details on the case r = 3,
n = 8. The full complete proof for this case is in [DET20]. We are going to
review it here.

If r = 1 and X is a 1-fold cross product relative to a bilinear form b,
then X satisfies: (1) b(X(u), u) = 0 and (2) b(X(u), X(v)) = b(u, v) (i.e, the
linearization of b(X(u), X(u)) = b(u, u)) for all u, v ∈ V . (2) and the fact
that b is nondegenerate implies that X is an isomorphism and that its inverse
is its adjoint X∗ with respect to b. Hence, XX∗ = id.

Take u, v ∈ V . From b(X(u + v), u + v) = 0 we get b(X(u), v) +
b(X(v), u) = 0. Therefore, the fact that b is symmetric implies that b(X(u)+
X∗(u), v) = 0. Since b is nondegenerate, X = −X∗. Finally, since tr(X) =
tr(X∗) and char(F) ̸= 2, we get that tr(X) = 0.

Conversely, let X : V → V be an endomorphism such that X2 = −id
and tr(X) = 0. If −1 ∈ F2, take i ∈ F such that i2 = −1. We can split
V as V = V+ ⊕ V− where Vσ = {v ∈ V | X(v) = σiv} for σ = ±. Due to
the fact that tr(X) = 0, dimV+ = dimV− so n is even. Take a nonsingular
symmetric bilinear form such that b(V+, V+) = 0 and b(V−, V−) = 0. If v ∈ Vσ
and u ∈ V−σ for σ = ±, b(X(v), v) = σib(v, v) = 0 and b(X(u), X(v)) =
−σσi2b(u, v) = b(u, v). Hence, X is a 1-fold cross product with respect to b.

If −1 ̸∈ F2, the subalgebra F⊕ FX ⊆ End(V ), is a quadratic field exten-
sion of F and V is a vector space over K. If {v1, ..., vn} is a K-basis of V ,
{v1, X(v1), ..., vn, X(vn)} is an F-basis. Define b to be a symmetric bilinear
form such that the previous F basis is orthonormal and then it follows that
X is a 1-fold cross product on V .

For n = 8, r = 3, if (V,X, b) is a 3-fold cross product on a vector space of
dimension 8, due to [Eld96, Proposition 3] we have (2.3.6) for either ϵ = 1,
which we call type I, or for ϵ = −1, which we call type II. In case it is of type
II, we can take (V,X,−b) instead and we get a 3-fold cross product of type
I. Hence, using [BG67, Theorem 5.1] and [Eld96, Proposition 3], we get the
result.

Now, we can tackle the question of determining the bilinear forms. We
already have at least one bilinear form for each r-fold cross product. The
problem is solved in the following two results.
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Lemma 2.3.9. Let X be a 1-fold cross product on a vector space V of di-
mension 2n relative to the nondegenerate symmetric bilinear form b. Then,
there is a basis {v1, X(v1), ..., vn, X(vn)} of V and λ1, ..., λn ∈ F, all different
from 0, such that b(vi, vi) = λi = b(X(vi), X(vi)) and the basis is orhogonal.
Moreover, all the bilinear forms adapted to X are of this form.

Proof. This is a direct consequence of [BG67, Theorem 2.2] and its proof.

Proposition 2.3.10 ([DET20]). Let X be an r-fold cross product on a vector
space V of dimension n relative to the nondegenerate symmetric bilinear
forms b and b′.

(1) If r = 2 and n = 7, then b = b′.

(2) If n ≥ 3 and r = n−1, then there is a scalar µ ∈ F with µn−2 = 1 such
that b′ = µb. In particular, for n = 3, b is uniquely determined.

(3) If n = 8 and r = 3, then b′ is either b or −b. In particular, if we
assume (V,X, b) to be of type I, b is uniquely determined.

Proof. The proof is in [DET20] but for completeness we show it here.

(1) Equation (2.3.2) shows that in this case the bilinear form is uniquely
determined.

(2) Let n ≥ 3 and r = n − 1. After an extension of scalars two different
bilinear forms are still different. Therefore, without loss of generality
we can assume that F is algebraically closed. Let {v1, ..., vn} be an
orhonormal basis relative to b.

The fact that b satisfies (2.1.1), implies that there is λ ∈ F such that
X(v1, ..., vn−1) = λvn. The fact that b satisfies (2.1.2), implies that
λ2 = b(X(v1, ..., vn−1), X(v1, ..., vn−1)) = det(b(vi, vj)) = 1. Hence
λ = ±1. Taking −vn instead of vn if necesary, we can assume that
X(v1, ..., vn−1) = vn.

Denote by Φ: V n → F the map defined by

Φ(u1, ..., un) = b(X(u1, ..., un−1), un) (2.3.7)

for all u1, ..., un−1 ∈ V . This is a multilinear form. Moreover (2.1.1)
implies that Φ is alternating. This implies that for any permutation σ,
the following equation folds:

X(vσ(1), ..., vσ(n−1)) = (−1)σvσ(n). (2.3.8)
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Similarly, we can define Φ′ : V n → F by

Φ′(u1, ..., un) = b′(X(u1, ..., un−1), un)

and show that it is also alternating. The fact that Φ and Φ′ are alter-
nating, implies that there are ψ, ψ′ :

∧n V → F such that Φ = ψ◦ιp and
Φ′ = ψ′ ◦ ιp with the notation of Example 2.3.5 (see [MB79, Chapter
XVI]). Since

∧n V has dimension 1, it implies that there is a nonzero
scalar µ ∈ F such that Φ′ = µΦ. Equation (2.3.8) implies that for every
permutation σ and i ∈ {1, ..., n}:

b′(vσ(n), vi) = (−1)σΦ′(vσ(1), ..., vσ(n−1), vi)

= (−1)σµΦ(vσ(1), ..., vσ(n−1), vi) = µb(vσ(n), vi),

so b′ = µb and substituting in (2.1.2) we deduce that µn−2 = 1. It is
clear that the converse holds.

(3) In this case, we can assume again that F is algebraically closed. Let
Φ,Φ′ : V 4 → F be the maps defined by

Φ(v1, v2, v3, v4) = b(X(v1, v2, v3), v4)

and
Φ′(v1, v2, v3, v4) = b′(X(v1, v2, v3), v4)

for every v1, v2, v3, v4 ∈ V . They are multilinear and alternating as in
the previous case. Linearizing in v3 in (2.1.2), we get:

∣∣∣∣∣∣
b(x, x) b(x, y) b(x, v)
b(y, x) b(y, y) b(y, v)
b(u, x) b(u, y) b(u, v)

∣∣∣∣∣∣ = b(X(x, y, u), X(x, y, v))

= Φ(x, y, u,X(x, y, v))

= −Φ(x, y,X(x, y, v), u)

= −b(X(x, y,X(x, y, v)), u).

On the other hand:

∣∣∣∣∣∣
b(x, x) b(x, y) b(x, v)
b(y, x) b(y, y) b(y, v)
b(u, x) b(u, y) b(u, v)

∣∣∣∣∣∣
= b

(∣∣∣∣b(x, y) b(x, v)
b(y, y) b(y, v)

∣∣∣∣x− ∣∣∣∣b(x, x) b(x, v)
b(y, x) b(y, v)

∣∣∣∣ y + ∣∣∣∣b(x, x) b(x, y)
b(y, x) b(y, y)

∣∣∣∣ v, u) .
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Since b is non degenerate, we get that:

X(x, y,X(x, y, v)) =

∣∣∣∣b(x, x) b(x, v)
b(y, x) b(y, v)

∣∣∣∣ y−∣∣∣∣b(x, y) b(x, v)
b(y, y) b(y, v)

∣∣∣∣x−∣∣∣∣b(x, x) b(x, y)
b(y, x) b(y, y)

∣∣∣∣ v.
Therefore, applying X(x, y, ·) again we get

X(x, y,X(x, y,X(x, y, v))) = −
∣∣∣∣b(x, x) b(x, y)
b(y, x) b(y, y)

∣∣∣∣X(x, y, v)

for all x, y, v ∈ V , i.e.:

X(x, y, ·)3 = −
∣∣∣∣b(x, x) b(x, y)
b(y, x) b(y, y)

∣∣∣∣X(x, y, ·).

The same equation is obtained substituting b by b′. Hence, for all
x, y ∈ V satisfying X(x, y, ·) ̸= 0, we get that:

b(x, x)b(y, y)− b(x, y)2 = b′(x, x)b′(y, y)− b′(x, y)2. (2.3.9)

Since the set of such x, y is a Zariski dense subset, we get that (2.3.9)
is satisfied for any x, y ∈ V .

Given x ∈ V with b(x, x) ̸= 0, we denote

Sx = {v ∈ V | b(x, v) = 0 = b′(x, v)}.

Since it is defined by two linear equations, this is a subspace of di-
mension at least 6. Since the maximal dimension of a totally isotropic
subspace of a bilinear form in an 8-dimensional vector space is 4, Sx
is not totally isotropic for neither b nor b′. Therefore, for any v ∈ Sx,
equation (2.3.9) implies:

b(v, v) =
b′(x, x)

b(x, x)
b′(v, v).

Calling µ = b′(x,x)
b(x,x)

, and linearizing the previous equation we get that

b(u, v) = µb′(u, v) for all u, v ∈ Sx. Substituting in (2.3.9), we get

(1− µ2)

∣∣∣∣b(u, u) b(u, v)
b(v, u) b(v, v)

∣∣∣∣ = 0
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for every u, v ∈ Sx. The fact that Sx is not totally isotropic implies that
we can find u, v ∈ Sx such that b(u, u) ̸= 0 ̸= b(v, v) and b(u, v) = 0.
Thus, due to the previous equation, 1 = µ2. Therefore, b(x, x) =
±b′(x, x) for every x such that b(x, x) ̸= 0. Thus, the polynomial map

(b(x, x)− b′(x, x))(b(x, x) + b′(x, x)) (2.3.10)

is 0 for every x such that b(x, x) ̸= 0. Since this is a Zariski open set,
the map is 0 for every x ∈ V . Hence, either b = b′ or b = −b′.

2.4 Clifford algebra and groups therein

In the following section we will deal with the group Spin(7) (more concretely
with the corresponding affine group scheme). This however, will not be our
only encounter with spin groups and such kind of groups. Thus, we will use
this section to review the main necessary theory.

Let (V, q) be a nonsingular quadratic space, i.e., a pair where V
is a finite dimensional vector space V with a non singular quadratic form
q : V → F. We will also denote by q its linearization given by q(x, y) =
q(x + y) − q(x) − q(y) for all x, y ∈ V . We have a natural Z-grading in
the tensor algebra T (V ) induced by deg(v1 ⊗F ... ⊗F vi) = i, v1, ..., vi ∈ V
and 1 ≤ i. This induces a Z2-grading by taking quotient on the degrees.
We denote by T0(V ) the subspace of degree 0 (even part) and by T1(V ) the
subspace of degree 1 (odd part).

Definition 2.4.1. Denote by I(q) the ideal generated by the elements of the
form v ⊗ v − q(v) for every v ∈ V . We define the Clifford algebra Cl(V, q)
as the following quotient:

Cl(V, q) = T (V )/I(q).

Since I(q) is a graded ideal, the Z2-grading in T (V ) induces a Z2-grading
in Cl(V, q):

Cl(V, q) = Cl0(V, q)⊕ Cl1(V, q).

We call the subalgebra Cl0(V, q) the even Clifford algebra.
In both cases we will denote the multiplication with a dot, i.e., for any

two elements x, y ∈ Cl(V, q), we denote their product as x · y. Note that
V ∩ I(q) = 0. Thus, V embeds naturally in Cl(V, q) (concretely, it embeds in
Cl1(V, q)).



50 CHAPTER 2. FIRST EXAMPLE: CROSS PRODUCTS.

Remark 2.4.2. For x, y ∈ V , linearizing the identity x · x = q(x)1, we get
that x · y + y · x = q(x, y)1.

These algebras satisfy that dimCl(V, q) = 2dimV and dimCl0(V, q) =
2dimV−1 (see [Knu91, (1.5.2)]).

Lemma 2.4.3 (Universal property). Let (V, q) be a nonsingular quadratic
space. Let A be a unital associative algebra with unit 1A. Let f : V → A be
an F linear map satisfying f(v)2 = q(v)1A. Then, there is a unique algebra
homomorphism h : Cl(V, q) → A whose restriction to V is f .

Proof. See the proof of [Knu91, Chapter IV (1.1.2)].

Theorem 2.4.4. Let V be a vector space and q a nonsingular quadratic form
over V :

(1) If dimV = 2m + 1 is odd, then Cl0(V, q) is a central simple F-algebra
of degree 2m.

(2) If dimV = 2m is even, then the center of Cl0(V, q) is an étale quadratic
F-algebra Z. If Z is a field, then Cl0(V, q) is a central simple Z-algebra
of degree 2m−1. If Z ∼= F ⊕ F, then Cl0(V, q) is the direct product of
two central simple F-algebras of degree 2m−1. Moreover, the center Z

is isomorphic to F[x]/⟨x2 − µ⟩ where µ ∈ F× is a representative of the
discriminant of q.

Proof. The proof can be found in [Knu91, Chapter IV].

Definition 2.4.5. The identity map in V extends to an involution σ on T (V )
given by σ(v1⊗...⊗vk) = vk⊗...⊗v1 for every v1, ..., vk ∈ V , and k ≥ 1. Given
a nonsingular quadratic form q : V → F, this involution preserves x ⊗ x −
q(x)1; thus, it preserves the ideal I(q). Therefore, σ induces an involution,
which we also denote σ, on the Clifford algebra Cl(V, q). We call it the
canonical involution on Cl(V, q). This involution restricts to an involution
σ0 on Cl0(V, q). This involution is called the canonical involution on
Cl0(V, q).

Proposition 2.4.6. Let (S, ⋆, n) be a symmetric composition algebra of di-
mension 8. Denote by rx, lx ∈ End(S) the endomorphisms given by rx(y) =
y ⋆ x = ly(x) for all x, y ∈ S. The linear map Φ: S → EndF(S⊕S) given by:

x 7→
(
0 lx
rx 0

)
satisfies that Φ(x)2 = n(x)id for all x ∈ S. Moreover, the morphism of
algebras Φ: Cl(S, n) → EndF(S ⊕ S) (also denoted by Φ) that it induces by
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the universal property of the Clifford algebra is an isomorphism. If we denote
by ñ : (S⊕S)× (S⊕S) → F the bilinear form given by ñ((x1, y1), (x2, y2)) =
n(x1, x2)+n(y1, y2) and by τ the adjoint map with respect to this norm, (i.e.
ñ(A(x), y) = ñ(x, τ(A)y)), then Φ(σ(x)) = τ(Φ(x)) for all x ∈ Cl(S, n) where
we denote by σ the canonical involution of Cl(S, n).

Proof. Using Theorem 2.2.13 it is easy to check that Φ(x)2 = n(x)id. The
rest of the proof is [KMRT, (35.1)].

The algebra EndF(S ⊕ S) has a Z2-grading given by:

EndF(S ⊕ S)0 =

{(
x 0
0 y

)
| x, y ∈ EndF(S)

}
, and

EndF(S ⊕ S)1 =

{(
0 x
y 0

)
| x, y ∈ EndF(S)

}
.

(2.4.1)

Φ is a morphism of graded algebras. Therefore, there are ρ+, ρ− : Cl0(S, n) →
EndF(S) satisfying that for all x ∈ Cl0(S, n):

Φ(x) =

(
ρ+(x) 0
0 ρ−(x)

)
. (2.4.2)

Over the Clifford algebra we can define some groups, related with the
orthogonal groups. We will see their definition.

Definition 2.4.7. Given a nonsingular quadratic space (V, q), we define the
special Clifford group Γ+(V, q) by:

Γ+(V, q) = {c ∈ Cl0(V, q)
× | c · V · c−1 = V }.

Similarly, we can define the even Clifford group of (V, q) as the affine
group scheme Γ+(V, q), whose R-points are:

Γ+(V, q)(R) = {c ∈ Cl0(V, q)
×
R | c · VR · c−1 = VR}.

Notice that for any v ∈ V and c ∈ Cl0(V, q), we get that:

q(c · v · c−1) = (c · v · c−1)2 = c · v · v · c−1 = q(v).

Therefore, we can define a map:

χ : Γ+(V, q) −→ O(V, q)
c 7−→ χc : v 7→ c · v · c−1.
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χ is called the vector representation of the special Clifford group.
The map, χ can be extended to a morphism of affine group schemes

χ : Γ+(V, q) → O(V, q),

which we call the vector representation of the even Clifford group.
As in [KMRT, 23.A], we have an exact sequence:

1 → Gm → Γ+(V, q)
χ→ O+(V, q) → 1

which is used to show that Γ+(V, q) is smooth. The Lie algebra of this affine
group scheme is

Lie(Γ+(V, q)) = V · V.

Therefore, since a basis of V · V is {1} ∪ {vi · vj}1≤i<j≤n where v1, ..., vn
is a basis of V , we get that

dimLie(Γ+(V, q)) =
(dimV )(dimV − 1)

2
+ 1.

Let σ be the canonical involution of Cl(V, q). Define the spinor norm
homomorphism Sn: Γ+(V, q) → Gm by x 7→ x · σ(x).

Definition 2.4.8. We define the spin group scheme of (V, q) Spin(V, q)
as the kernel of the spinor homomorphism. The group of rational points,
denoted by Spin(V, q), is called the spin group of (V, q).

The fact that Spin(V, q) is the kernel of the spinor norm morphism implies
that the R points are:

Spin(V, q)(R) = {c ∈ Cl0(V, q)
×
R | c · VR · c = VR, cσ(c) = 1}.

As it is shown in [KMRT, 23.A]:

Lie(Spin(V, q)) = {v ∈ V · V | v + σ(v) = 0}.

It is also shown that there is an exact sequence:

1 → Spin(V, q) → Γ+(V, q) → Gm → 1.

Therefore, [KMRT, 21.5] and [KMRT, 22.11] imply that

dimLie(Spin(V, q)) =
(dimV )(dimV − 1)

2
. (2.4.3)
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We call the restriction to Spin(S, n) of ρ+ and ρ− as defined in (2.4.2)
the half spin representations of Spin(S, n) and we will write ρ+x and ρ−x
instead of using parentheses. Moreover, ρ+x , ρ

−
x ∈ O(S, n). If we extend it in

the same way to the context of affine group schemes, we call them the half
spin representations of Spin(S, n).

Remark 2.4.9. From the definition, Spin(V, q) is a subgroup scheme of Γ+(V, q).
Denote the inclusion by ι : Spin(V, q) → Γ+(V, q). The vector representa-
tion of the even Clifford group restricts to a morphism χ ◦ ι which we also
denote by χ and which we call the vector representation of the spin
group scheme. We can do the same argument for the context of groups
where we would call the morphisms the vector representation of the
spin group. Notice that from the definition of the spin group we have that
χc(u) = c · u · σ(c) for all c ∈ Spin(V, q)(R) and u ∈ VR.

Remark 2.4.10. Notice that the group of R-points of Spin(V, q) is

Spin(V, q)(R) = {c ∈ Cl0(V, q)R | c · VR · c−1 = VR, cσ(c) = 1}.

Moreover, this affine group scheme is smooth (see [KMRT, 23.A]).

Let (S, ⋆, n) be a symmetric composition algebra of dimension 8.

Definition 2.4.11. A triple (f0, f1, f2) ∈ O(S, n)3(R) for some F-algebra R
is called a related triple if for any x, y ∈ SR, f0(x ⋆ y) = f1(x) ⋆ f2(y).

Proposition 2.4.12. There is an isomorphism from Spin(S, n) to the group
T(S, n) = {(f0, f1, f2) ∈ O+(S, n)3 | f0(x ⋆ y) = f1(x) ⋆ f2(y)}.

Proof. This is proved in [KMRT, (35.8)]. However, for completeness and
concretion, we are going to sketch it.

For x ∈ S and c ∈ Spin(S, n) we have that χc(x) = c · x · c−1 or equiv-
alently, we get that c · x = χc(x) · c. Since the morphism Φ, defined in
Proposition 2.4.6, is an isomorphism, this is equivalent to the identity we get
after applying it, i.e:(

ρ+c 0
0 ρ−c

)(
0 lx
rx 0

)
=

(
0 lχc(x)

rχc(x) 0

)(
ρ+c 0
0 ρ−c

)
.

If we apply both sides of the equality to (y, y) ∈ S, we get that ρ+c (x⋆y) =
χc(x) ⋆ ρ

−
c (y) and ρ−c (y ⋆ x) = ρ+c (y) ⋆ χc(x). [KMRT, (35.4)] implies that

χc(x ⋆ y) = ρ−c (x) ⋆ ρ
+
c (y).

Finally, in [KMRT, (35.7)] it is shown that the morphism:

Spin(S, n) → T(S, n)
c → (χc, ρ

−
c , ρ

+
c )

(2.4.4)

is a well defined isomorphism.
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Remark 2.4.13. The morphism in (2.4.4) extends to an isomorphism of affine
group schemes Spin(S, n) ∼= T(S, n):

Spin(S, n) → T(S, n)
c → (χc, ρ

−
c , ρ

+
c ).

(2.4.5)

where we denote T(S, n)(R) = {(f0, f1, f2) ∈ O+(S, n)(R) | f0(x ⋆ y) =
f1(x) ⋆ f2(y)∀x, y ∈ S} [KMRT, (35.8)].

2.5 Automorphism group schemes

In this section we will calculate the automorphism group schemes of the r-
fold cross products (V,X) . We will divide it into four subsections in which
we will tackle four different cases of n = dimV and r (see Corollary 2.5.2,
Theorem 2.5.3, Theorem 2.5.8 and Theorem 2.5.12).

2.5.1 n even, r = 1

Let X be a 1-fold cross product on a vector space of even dimension n relative
to a bilinear form b. Denote K = Fid⊕FX as in the proof of Theorem 2.3.8.
K has a canonical involution sending X to −X.

Denote by CentGL(V )(X) the group scheme whose group of R-points is
given by the elements of GL(V )(R) which commute with XR.

Theorem 2.5.1 ([DET20]). Let X : V → V be a 1-fold cross product on
the even-dimensional vector space V , relative to a nondegenerate symmetric
bilinear form b.

(1) Aut(V,X) = CentGL(V )(X).

(2) Aut(V,X, b) = U(V, h) where h is the hermitian nondegenerate form
given by:

h : V × V −→ K
(u, v) 7−→ b(u, v)id− b(X(u), v)X

for any u, v ∈ V and U(V, h) is the corresponding unitary group scheme
whose group of R-points is given by the elements φ ∈ GL(V )(R) sat-
isfying that hR(φ(u), φ(v)) = hR(u, v) for all u, v ∈ VR.
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Proof. (1) is by definition.
Let’s prove (2). h is clearly bilinear. In order to show that h is her-

mitian, we just need to show that for all u, v ∈ VR, h(u, v) = h(v, u) and
that h(X(u), v) = Xh(u, v). Indeed, h(X(u), v) = Xh(u, v) follows from
substituntion in the expresion of h since X2 = −1, and as it is shown in the
proof of Theorem 2.3.8 b(X(u), u) = 0 for all u ∈ VR. Linearizing, we obtain
b(X(u), v) + b(u,X(v)) = 0 for all u, v ∈ VR. Therefore, the fact that b is
symmetric, implies that h(u, v) = h(v, u).

In order to show that both affine group schemes are the same, we first
take φ ∈ Aut(V,X, b)(R). By definition, for all u, v ∈ VR, we get that
b(φ(u), φ(v)) = b(u, v) and b(XR(φ(u)), φ(v)) = b(φ(XR(u)), φ(v)) = b(XR(u), v).
Therefore, φ ∈ U(V, h)(R). Conversely, if φ ∈ U(V, h)(R), since id and X
are linearly independent, we get that b(XR(φ(u)), φ(v)) = b(XR(u), v) =
b(φ(XR(u)), φ(v)). Since b is nondegenerate, we get that φ commutes with
XR. Hence φ ∈ Aut(V,X, b)(R).

If −1 ∈ F2, then, we can decompose V into a direct sum of its eigenspaces.
A morphism commutes with X if and only if it preserves its eigenspaces.
Hence, we get the following corollary:

Corollary 2.5.2 ([DET20]). Let X : V → V be a 1-fold cross product on a
vector space V of even dimension, relative to a bilinear form b over a field
containing a square root i of −1. Then:

(1) Aut(V,X) is isomorphic to GL(V+) ×GL(V−), where Vσ = {v ∈ V |
X(v) = σiv} for σ = ±.

(2) Aut(V,X, b) is isomorphic to GL(V+).

Proof. For the second part, we just need to recall that b(V+, V+) = b(V−, V−) =
0. Hence, V+ is paired with V− and the action of the automorphism on V+
determines its action on V−.

2.5.2 n ≥ 3, r = n− 1

Given a vector space V with a nondegenerate symetric bilinear form b, we
can define an affine subgroup scheme Õ(V, b) of GL(V ) whose R points are:

Õ(V, b)(R) = {φ ∈ GL(V )(R) | bR(φ(u), φ(v)) = det(φ)b(u, v)∀u, v ∈ VR}.

Theorem 2.5.3 ([DET20]). Let X : V n−1 → V be an (n − 1)-fold cross
product on the n-dimensional vector space V relative to the bilinear form b.
Then the following two equations hold:



56 CHAPTER 2. FIRST EXAMPLE: CROSS PRODUCTS.

(1) Aut(V,X) = Õ(V, b), and

(2) Aut(V,X, b) = O+(V, b).

Proof. We may extend scalars and, with the same arguments as in Proposi-
tion 2.3.10, assume that there is a basis v1, ..., vn satisfying Equation (2.3.8).
Let φ ∈ Aut(V )(R). Then, φ ∈ Aut(V )(R) if and only if:

XR(φ(vσ(1)), ...., φ(vσ(n−1))) = φ(XR(vσ(1), ..., vσ(n−1))) = (−1)σφ(vσ(n))

for any permutation σ. Define ΦR as in (2.3.7). Since b is nondegenerate,
this happens if and only if:

bR(φ(vσ(n)), φ(vσ(i))) = ΦR(φ(vσ(1)), ..., φ(vσ(n−1)), φ(vσ(i)))

= det(φ)ΦR(vσ(1), .., vσ(n−1), vσ(i)) (see Remark 2.3.4)

=

{
det(φ) if i = n

0 otherwise

= det(φ)bR(vσ(n), vσ(i))

where Φ is the alternating form defined in Proposition 2.3.10. Therefore, φ
is an automorphism if and only if

bR(φ(u), φ(v)) = det(φ)bR(u, v) (2.5.1)

for all u, v ∈ VR. The second part is a direct consequence of Remark 2.1.4.

Proposition 2.5.4 ([DET20]). Let X : V n−1 → V be an (n − 1)-fold cross
product in the n-dimensional vector space V relative to the nondegenerate
symmetric bilinear form b : V × V → F. The determinant provides a short
exact sequence:

1 → O+(V, b) → Õ(V, b)
det→ µn−2 → 1.

Proof. For any element φ ∈ Õ(V, b)(R), we will prove first that (detφ)n−2 =
1. After extending scalars, we can take an orthonormal basis v1, ..., vn satis-
fying Equation (2.3.8). We have the following:

detφ = b(φ(vn), φ(vn)) (using (2.5.1))

= b(φ(X(v1, ..., vn−1)), φ(X(v1, ..., vn−1))

= b(X(φ(v1), ..., φ(vn)), X(φ(v1), ..., φ(vn))))

= det(b(φ(vi), φ(vj)))

= (detφ)n−1.
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Hence, we have proven (detφ)n−2 = 1.

Now we have to show that det : Õ(V, b) → µn−2 gives a quotient map.
Let R be a unital, associative and commutative algebra. Let r ∈ µn−2(R).

Consider the degree 2 extension S = R[T ]/(T 2 − r). Denote by t the class
of T in S. The algebra S is a free R-module of rank 2. Thus, in view of
[Wat79, 13.1], the extension S/R is faithfully flat.

Take an orthogonal basis v1, ..., vn and define an automorphism φ ∈
GL(V )(S) by:

φ(vi) =

{
tvi for all 1 ≤ i < n

tn−1vi if i = n.

Notice that:

detφ = t2(n−1) = rn−1 = r. (2.5.2)

And notice that t2 = r = rn−1 = t2(n−1). Therefore, φ ∈ Õ(V, b)(S). Now,
Equation (2.5.2) and [Wat79, Theorem 15.5] imply that this is a quotient
map. Since its kernel is O+(V, b), the proposition holds.

Remark 2.5.5. µ1 is the trivial group. Therefore, in Proposition 2.5.4, the

exactness of the sequence in the case n = 3 implies that Õ(V, b) = O+(V, b).
Hence, Aut(V,X) = Aut(V,X, b) = O+(V, b).

Remark 2.5.6. O+(V, b) is smooth (see [KMRT, 23.A]). Thus, Proposition

2.5.4 and [KMRT, (22.12)] imply that if µn−2 is smooth, then Õ(V, b) is

smooth. Moreover, due to [KMRT, (22.4)], if Õ(V, b) is smooth, µn−2 is
smooth.

F[µk] = F[x]/(xk−1) for any k ≥ 1. This is a separable algebra whenever
the characteristic of F doesn’t divide k. Hence, it is reduced and µk is smooth.
If the characteristic of F is p and k = pm for some m > 1, we get that
(xm−1)p = 0. Therefore, the algebra is not reduced and this implies that µk

is not smooth. Therefore Õ(V, b) is smooth if and only if the characteristic
of F doesn’t divide n− 2.

The Lie algebra of Õ(V, b) is:

Lie(Õ(V, b)) = {f ∈ EndF(V ) | b(f(u), v)+b(u, f(v)) = tr(f)b(u, v)∀u, v ∈ V }.

Clearly, Lie(Õ(V, b)) ∩ sl(V ) = so(V, b) If we extend scalars and as-
sume that the field is algebraically closed, we can take an orthonormal basis
v1, ..., vn of V . We get that for all f ∈ Lie(Õ(V, b))
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2tr(f) =
n∑
i=1

(b(f(vi), vi) + b(vi, f(vi))) =
n∑
i=1

tr(f)b(vi, vi) = ntr(f),

which implies that (n − 2)tr(f) = 0. In case the characteristic of F doesn’t
divide (n − 2), that means that tr(f) = 0. In case, the characteristic of F
divides (n− 2), we get that f − tr(f)

n
id ∈ Lie(Õ(v, b)). Therefore we get:

Lie(Õ(V, b)) =

{
so(V, b) if charF does not divide n− 2

so(V, b)⊕ Fid if charF divides n− 2.

2.5.3 n = 7, r = 2

According to Theorem 2.3.8, if (V,X) is a 2-fold cross product on a vector
space V of dimension 7, then, it is isomorphic to (C0, X

C0) for some Cay-
ley algebra C. Proposition 2.3.10 shows that the bilinear form is uniquely
determined and is bn as defined in Example 2.3.6.

The author doesn’t know of any source with a detailed proof of the fol-
lowing result, hence we give it here:

Proposition 2.5.7. The morphism

θ : Aut(C) → Aut(C0, X
C0)

f 7→ f|C0

given by the restriction of f to the subspace of trace 0 elements, is an iso-
morphism of affine group schemes.

Proof. Let n be the norm of C and bn(x, y) = 1
2
(n(x + y) − n(x) − n(y)).

Define the morphism τ : Aut(C0, X
C0) → Aut(C) by

τR(f)(1⊗ r + x) = 1⊗ r + f(x)

for every r ∈ R and x ∈ C0 ⊗F R. In case τ is well defined, it is clear that
θ ◦ τ = id. Moreover, it is clear that every f ∈ Aut(C)(R) satisfy that
f(1) = 1. Since C = F1⊕ C0, then, τRθR(f) = f . Hence, τ ◦ θ = id. Which
implies that τ = θ−1. We just need to show that τ is well defined, i.e., that
for every f ∈ Aut(C0, X

C0)(R), τ(f) ∈ Aut(C)(R).

Take x, y ∈ C0 ⊗R and r1, r2 ∈ R. Using Equation (2.3.1), we get:
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τ(f)((1⊗ r1 + x)(1⊗ r2 + y)) = τ(f)(1⊗ ((r1r2)− bnR(x, y))

+ (1⊗ r1)x+ (1⊗ r2)y +XC0(x, y)

= 1⊗ ((r1r2)− bnR(x, y)) + (1⊗ r1)τ(f)(x)

+ (1⊗ r2)τ(f)(y) +XC(τ(f)(x), τ(f)(y)).

This shows, due to Equation (2.3.1), that τR(f) is an automorphism if
and only if

bnR(x, y) = bnR(τR(f)(x), τR(f)(y)) = bnR(f(x), f(y)) (2.5.3)

for all x, y ∈ C0R. But this is true because of Equation (2.3.3).

Having this result, the following is easy.

Theorem 2.5.8 ([DET20]). Let (V,X, b) be a 2-fold cross product on a
seven-dimensional vector space V relative to the bilinear form b. Then

Aut(V,X) = Aut(V,X, b)

and it is a simple affine group scheme of type G2.

Proof. Aut(V,X) = Aut(V,X, b) is a consequence of Equation (2.5.3). The
fact that it is a simple affine group scheme of type G2 is due to the fact that
it is isomorphic to Aut(C) and Proposition 2.2.10.

2.5.4 n = 8, r = 3

Due to Theorem 2.3.8, we know that a 3-fold cross product on a vector space
of dimension 8 is isomorphic to (C, αXC

1 ) for a Cayley algebra C, a nonzero
scalar α and XC

1 as in Equation (2.3.4). Since Aut(C, XC
1 ) = Aut(C, αXC

1 )
for all nonzero α ∈ F, we can assume that α = 1.

We consider the following triple product.

{x, y, z} = (xy)z. (2.5.4)

We call this a 3C-product and the pair (C, {· · · }) a 3C-algebra. In view
of (2.3.4), we have that Aut(C, XC

1 , bn) = Aut(C, {· · · }, n). On the other
hand, since C is an alternative algebra, if n : C → F denotes its norm, we
have:

{x, x, y} = n(x)y = {y, x, x}. (2.5.5)
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In view of (2.5.5), we get that Aut(C, {· · · }) = Aut(C, {· · · }, n). There-
fore, in general we have:

Aut(C, XC
1 , bn) = Aut(C, {· · · }) = Aut(C, {· · · }, n). (2.5.6)

In [Eld96, Theorem 10] it is shown that the automorphism group of
(C, {· · · }), i.e,Aut(C, {· · · })(F), is isomorphic to the group Spin(C0, n). Sim-
ilar arguments can be used in order to calculate the automorphism group
scheme.

Let C be a Cayley algebra with norm n. Consider the para-Cayley algebra
(C, •, n) as in Example 2.2.14. Define the maps lx, rx : C → C as lx(y) =
x • y = x̄ȳ = ry(x) for all x, y ∈ C. Consider the isomorphism

Φ: Cl(C, n) → EndF(C⊕ C)

as in Proposition 2.4.6. Consider the isomorphism of affine group schemes
Spin(C, n) ∼= T(C, n) as in Remark 2.4.13 and denote by e0 the unit in the
Cayley algebra C in order not to confuse it with the unity of the Clifford
algebra.

Proposition 2.5.9 ([DET20]). For (C, •, n) and e0 as in the previous para-
graph, the isomorphism Spin(C, n) ∼= T(C, n) given in (2.4.5) induces an
isomorphism

Spin(C0,−n) ∼= {(f0, f1, f2) ∈ O+(C, n)3 |
f0(x • y) = f1(x) • f2(y), and f0(e0) = e0 ∀x, y ∈ C}.

Proof. The proof is in [DET20, Proposition 3.7.] but for completeness we
write it here. Consider the map:

C0 → Cl(C, n)
x 7→ e0 · x.

Notice that (e0 ·x)2 = −(e0 ·e0) ·(x ·x)+n(e0, x)e0 ·x due to Remark 2.4.2.
Moreover, since x ∈ C0, we get that (e0 · x)2 = −n(e0)n(x)1 = −n(x)1. The
universal property of the Clifford algebras and the fact that for all x ∈ Cl0,
e0 · x ∈ Cl0(C, n) imply that this linear map induces an embedding

Ψ: Cl(C0,−n) → Cl0(C, n). (2.5.7)

We know that dimCl(C0,−n) = 2dimC0 = 2dimC−1 = dimCl0(C, n) (see
Section 2.4). Therefore, Ψ is an isomorphism.
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Let σ be the canonical involution on Cl(C, n). Denote by σ′ the composi-
tion of the canonical involution in Cl(C0,−n) with the automorphism induced
by the map C0 → Cl(C0,−n) sending x to −x. It is clear that in this case,
the restriction of σ′ to the even part is the same as the one of the canonical
involution.

Let x ∈ C0. We get:

Ψ(σ′(x)) = −Ψ(x) = −e0 · x = x · e0 = σ(x) · σ(e0) = σ(e0 · x) = σ(Ψ(x)).

Therefore, it follows

Ψσ′ = σΨ. (2.5.8)

The elements of C0 anticommute with e0 due to Remark 2.4.2. Therefore

Ψ(Cl(C0,−n)0) = {a ∈ Cl(C, n)0 | e0 · a = a · e0}, and
Ψ(Cl(C0,−n)1) = {a ∈ Cl(C, n)0 | e0 · a = −a · e0}.

Concretely, for any u ∈ Spin(C0,−n) we get that Ψ(u) · e0 = e0 · Ψ(u).
Hence, for any x ∈ C0 and u ∈ Spin(C0,−n) we have:

Ψ(u · x · u−1) = Ψ(u) · e0 · x ·Ψ(u−1) = e0 ·Ψ(u) · x ·Ψ(u−1).

Multiplying by e0 and noting that e·20 = 1 and that u ·x ·u−1 ∈ C0, we get

Ψ(u) · x ·Ψ(u)−1 = e0 ·Ψ(u · x · u−1) = e0 · e0 · χu(x) = χu(x) ∈ C0.

Since Ψ(u) · e0 · Ψ(u)−1 = e0, it implies that Ψ(u) ∈ Spin(C, n). Conversely,
if v ∈ Spin(C, n) such that e0 · v = v · e0, then there is u ∈ Cl(C0, n)0 such
that v = Ψ(u). Since 1 = v · σ(v) = Ψ(u · σ′(u)) due to (2.5.8), the fact that
Ψ is an isomorphism implies that u · σ′(u) = 1. Thus, for any x ∈ C0,

Ψ(u · x · u−1) = v · e0 · x · v−1 = e0 · χv(x) = Ψ(χu(x)) ∈ Ψ(C0).

The fact that Ψ is an isomorphism implies that χu(x) ∈ C0. Hence
u ∈ Spin(C0,−n).

Therefore, we can restrict Ψ to a group isomorphism:

Spin(C0,−n) ∼= CentSpin(C,n)(e0)
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where CentSpin(C,n)(e0) is the centralizer of e0 in Spin(C, n), i.e., those elements
u ∈ Spin(C, n) such that χu(e0) = e0. Therefore, we get that Spin(C0,−n) ∼=
{u ∈ Spin(C, n) | χu(e0) = e0}. Since the arguments are functorial, Ψ induces
an isomorphism of affine group schemes Spin(C0,−n) ∼= {u ∈ Spin(C, n) |
χu(e0) = e0}. Composing with the isomorphism, (2.4.5) we get

Spin(C0,−n) → {(f0, f1, f2) ∈ T(C, n) | f0(e0) = e0}
u 7→ (χΨ(u), ρ

−
Ψ(u), ρ

+
Ψ(u)).

Remark 2.5.10. The fact that C is a Cayley algebra implies that it has a unit
e0. Given a triple (f0, f1, f2) ∈ T(C, n) such that f0(e0) = e0, the fact that
f2(e0 • y) = f0(e0) • f1(y) for all y ∈ C, implies that f1(y) = f2(y) for all
y ∈ C.

Conversely, if we have (f0, f1, f2) ∈ T(C, n), with f1(y) = f2(y) for all
y ∈ C, the fact that f2(x) • e0 = f2(x) = f1(x) = f1(x • e0) = f2(x) • f0(e0)
implies that f0(e0) = e0.

Since f0, and f1 are determined by f2, we obtain an injective homomor-
phism:

θ : Spin(C0,−n) → O+(C, n)
u 7→ ρ+Ψ(u)

(2.5.9)

with Ψ as in (2.5.7).

We would like to show that the image of θ is the automorphism group
scheme of (C, XC

1 ).

Remark 2.5.11. Notice that for every x ∈ C0,(
ρ+Ψ(x) 0

0 ρ−Ψ(x)

)
= Φ(Ψ(x))

where Φ is defined as in Propositon 2.4.6. On the other hand, since Φ is a
morphism of algebras, we get:

Φ(Ψ(x)) = Φ(e0 · x) =
(

0 le0
re0 0

)(
0 lx
rx 0

)
=

(
le0rx 0
0 re0lx

)
.

Since for all y ∈ C we have that le0rx(y) = e0(sysx) = xy and simi-
larly, re0lx(y) = yx then, if we define for all x ∈ C, the linear morphisms
Lx, Rx ∈ EndF(C) by Lx(y) = xy and Rx(y) = yx, we get that ρ+Ψ(x) = Lx and

ρ−Ψ(x) = Rx. Since for any u ∈ Γ+(C0,−n) there is a natural number s and non
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isotropic elements u1, ..., u2s ∈ C0 such that u = u1 · · ·u2s (see [JAC89, Theo-
rem 4.15]) and since for u1, ..., u2s ∈ C0 we have that σ(u1 · · ·un) = u2s · · ·u1,
we have that uσ(u) = 1 if and only if n(u1) · · ·n(u2s) = 1. Hence, the image
of θ of Spin(C0,−n) is the group of elements of the form Lu1 · · ·Lu2s with
u1, ..., u2s ∈ C0 and n(u1) · · ·n(u2s) = 1. It is shown in [Eld96] that this
group is Aut(C, {· · · }).

We will extend this result to the setup of affine group schemes.

Theorem 2.5.12 ([DET20]). The group scheme of automorphisms Aut(C, {· · · })
is isomorphic to Spin(C0,−n) via θ as defined in (2.5.9)

Proof. For completeness we write the proof here.
Given an algebra R, and a related triple (f0, f1, f2) ∈ (O+(C, n)(R))

3
such

that f0(e0) = e0, we have that for any x, y, z ∈ C:

f2({x, y, z}) = f2((xy)z)

= f2((yx) • z)
= f0(yx) • f1(z)
= f0(y • x) • f2(z) (see Remark 2.5.10)

= (f1(y) • f2(x)) • f2(z)
= (f2(y) • f2(x)) • f2(z)
= (f2(y)f2(x)) • f2(z)
= (f2(x)f2(y))f2(z)

= {f2(x), f2(y), f2(z)}.

Therefore, θ factors through Aut(C, {· · · }). Due to the arguments shown
in Remark 2.5.11, θF is bijective. Due to Example 1.3.10, Lie(Aut(C, {· · · })) =
Der(A, {· · · }). It is shown in [Eld96, Theorem 12] that Der(A, {· · · }) is
isomorphic to the orthogonal Lie algebra so(C0,−n), which has dimension
21. Since θ is injective, the differential dθ is also injective and since due
to (2.4.3) the dimension of Lie(Spin(C0,−n)) is 21, dθ is bijective. Finally,
since Spin(C0,−n) is smooth as shown in Remark 2.4.10, [EK13, Theorem
A.50] implies that θ is an isomorphism.

Proposition 2.5.13. For any Cayley algebra C, and bn as in Example 2.3.7,
let ι : Aut(C, XC

1 , bn) → Aut(C, XC
1 ) be the inclusion. Then ι is an isomor-

phism.
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Proof. Assume that (V,X, b) is a type I 3-fold cross product over a vector
space of dimension 8. Consider the inclusion ι : Aut(V,X, b) → Aut(V,X).

Let R be a field extension of F or F[τ ]/⟨τ 2⟩ (which we just denote F[τ ]).
If we have a φ ∈ Aut(V,X, b)(R), and we define

X ′
R(u, v, w) = φ−1XR(φ(u), φ(v), φ(w))

and

b′R(u, v) = bR(φ(x), φ(y))

for all u, v, w ∈ V ⊗FR, then (VR, X
′
R, b

′
R) satisfies (2.1.1), (2.1.2), (2.3.4) and

it satisfies that b′R is nondegenerate. We identify V with V ⊗1. Since in F[τ ],
µ2 = 1 if and only if µ = ±1, with the same arguments as in Proposition
2.3.10, we can show that

bR(x, x) = ±b′R(x, x)

for all x such that bR(x, x) ̸= 0. Therefore,

(bR(x, x)− b′R(x, x))(bR(x, x)− b′R(x, x)) = 0

in the Zariski open set U = {x ∈ V | bR(x, x) ̸= 0} of V . Since b′R(x, x) =
±bR(x, x) ∈ F for all x ∈ U , then either bR(x, x)− b′R(x, x) = 0 for all x ∈ U
or bR(x, x)+b

′
R(x, x) = 0 for all x ∈ U . Thus, as in Proposition 2.3.10, either

bR(u, v) = b′R(u, v) or bR(u, v) = −b′R(u, v) for all u, v ∈ V . Thus, bR = ±b′R.
Since φ is an automorphism, X ′

R = XR. Since (V,X ′, b′) satisfies (2.3.4)
and b′R = ±bR, we get that b′R = bR. Therefore, φ ∈ Aut(V,X, b)(R). This
implies that ιR is an isomorphism for all R as before. Concretely, for R = F,
R = F and R = F[τ ].

Now, since letting π : F[τ ] → F be the morphism of algebras with unit
sending τ to 0, the following diagram commutes:

Aut(V,X, b)(F[τ ]) Aut(V,X)[F[τ ]]

Aut(V,X, b)(F) Aut(V,X)(F)

ιF

Aut(V,X,b)(π) Aut(V,X)(π)

ιF[τ ]

and due to the fact that ιF and ιF[τ ] are isomorphisms, ιF(kerAut(V,X, b)(π)) =
kerAut(V,X)(π). Thus dι is an isomorphism.

Finally, due to (2.5.6) and Theorem 2.5.12,Aut(V,X, b) is smooth. There-
fore, [EK13, Theorem A.50] implies that ι is an isomorphism.
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2.6 Gradings

In this section we will assume that F is algebraically closed unless otherwise
stated. Every grading group will be abelian and finitely generated. We are
going to classify up to isomorphism all the group gradings on r-cross products
(V,X) and up to equivalence all the fine gradings. We are going to divide
this section into different subsections in which we deal with different values
of n = dimV and r (see Theorems 2.6.1, 2.6.4 and 2.6.11).

2.6.1 n even, r = 1

Let (X, V ) be a 1-fold cross product on an even dimensional vector space V
of dimension n = 2s. A grading by an abelian group G is a vector space
decomposition Γ: V =

⊕
g∈G Vg such that X(Vg) ⊆ Vg. Since the field is

algebraically closed and X2 = −id, take i ∈ F such that i2 = −1 and denote
Vσ = {v ∈ V | X(v) = σiv}. Then, V = V+ ⊕ V− and for every g ∈ G,
Vg = (Vg ∩ V+) ⊕ (Vg ∩ V−). Therefore, we obtain a grading of the vector
space V+ and a grading of the vector space V−. Conversely, any pair of
gradings of the vector spaces V+ and V− induce a grading on (V,X).

Given a basis v1, ..., vs of V+, a basis w1, ..., ws of V− and elements of the
group g1, ..., gs, h1, ..., hs ∈ G, we denote by Γ(G, V,X, (g1, ..., gs), (h1, ..., hs))
the grading on (V,X) such that deg vi = gi and degwi = hi.

Since a G-grading on a vector space is a vector space decomposition with
subspaces indexed by G and since Aut(V,X) = GL(V+)×GL(V−), we get
the following result.

Theorem 2.6.1. Let (X, V ) be a 1-fold cross product on an even dimensional
vector space V of dimension n = 2s over an algebraically closed field F. The
only gradings up to isomorphism on (X, V ) are Γ(G, V,X, (g1, ..., gs), (h1, ..., hs))
for g1, ..., gs, h1, ..., hs ∈ G. Moreover, if we have 2s elements g′1, ..., g

′
s, h

′
1, ..., h

′
s ∈

G, the grading Γ(G, V,X, (g1, ..., gs), (h1, ..., hs)) is isomorphic to the grading
Γ(G, V,X, (g′1, ..., g

′
s), (h

′
1, ..., h

′
s)) if and only if there are permutations σ, τ ∈

Symn such that (g1, ..., gs) = (g′σ(1), ..., g
′
σ(s)) and (h1, ..., hs) = (h′τ(1), ..., h

′
τ(s)).

Similarly, we can get the following corollary.

Corollary 2.6.2. Up to equivalence, there is a unique fine grading Γ with
universal group Zn, i.e., the grading Γ(Zn, V,X(ϵ1, ..., ϵs), (ϵs+1, ..., ϵn)) where
ϵ1, ..., ϵn is the canonical basis of Zn.

Those previous results are a restatement of the results obtained in [DET20,
4.1].
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If we denote Γ = Γ(Zn, V,X, (ϵ1, ..., ϵs), (ϵs+1, ..., ϵn)), we get that for any
F-algebra R,

Diag(Γ)(R) = {φ ∈ GL(V ) | ∃r1, ..., rs, t1, ..., ts ∈ R×, such that

φ(vi) = rivi, φ(wi) = siwi, ∀i ∈ {1, ..., s}}.

Thus,

Diag(Γ(Zn, V,X, (ϵ1, ..., ϵs), (ϵs+1, ..., ϵn))) ∼= Gn
m.

The fact that the homogeneous components of Γ are one dimensional
imply that Stab(Γ) = Diag(Γ). We denote by Syms the symmetric group of
s elements. For any two permutations σ, τ ∈ Syms we denote by f

Γ
σ,τ : V → V

the map induced by fΓ
σ,τ (vi) = vσ(i) and fΓ

σ,τ (wi) = wτ(i). Consider the
morphism:

η : Stab(Γ)× Syms× Syms → Aut(Γ)
(φ, σ, τ) 7→ φ ◦ fΓ

σ,τ .

It is not hard to show that η is well defined and that it is an isomorphism.
Hence, we can show that:

W(Γ(Zn, V,X, (ϵ1, ..., ϵs), (ϵs+1, ..., ϵn))) ∼= Syms× Syms .

Remark 2.6.3. The previous arguments work for any field in which −1 is a
square.

If −1 ̸∈ F2, K = Fid ⊕ FX is a field. Moreover, given a G-grading
Γ: V =

⊕
g∈G Vg of (V,X). Since for any g ∈ G X(Vg) ⊆ Vg, it is a grading

of the K-vector space. In particular, if we take a K-basis, there is only one
fine grading up to equivalence, with universal group Zs and assigning, for a
K-basis v1, ..., vs of V , degrees deg vi = ϵi.

2.6.2 n ≥ 3, r = n− 1

In this case we are going to consider an r-fold cross product (V,X) over an
r+1 dimensional vector space relative to a nondegenerate symmetric bilinear
form b.

Let G be an abelian group and Γ: V =
⊕

g∈G Vg a G-grading of (V,X).

We can induce an automorphism φΓ ∈ Aut(V,X)(FG) = Õ(V,X)(FG) as

in (1.5.3). If v, w ∈ V are homogeneous elements, φΓ is in Õ(V,X)(FG) if
and only

b(v, w) deg v degw = b(φΓ(v), φΓ(w)) = (detφΓ)b(v, w).
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Therefore, if v, w ∈ V we get

b(v, w) = 0 unless (deg v)(degw) = detφΓ. (2.6.1)

Let us denote h = detφΓ. We can define a map:

δ : G → Z≥0

g 7→ δ(g) := dimF Vg.

Since V is a direct sum of its homogeneous components,∑
g∈G

δ(g) = n. (2.6.2)

Since for a homogeneous basis v1, ..., vn, φΓ(vi ⊗ 1) = vi ⊗ deg vi for all
i ∈ {1, ..., n}, we get that detφΓ =

∏n
i=1 deg vi. Therefore,

h = detφΓ =
∏
g∈G

gδ(g). (2.6.3)

Finally, due to (2.6.1) and the fact that b is nondegenerate, we can take a
basis of homogeneous elements u1, ..., us, v1, w1, ..., vr, wr such that deg(ui)

2 =
h = deg(vi) deg(wi) and b(ui, ui) = 1 = b(vi, wi) and any other combination
is 0. Hence, the elements of Vg and Vg−1h are in duality by b, so we get that
for all g ∈ G:

δ(g) = δ(g−1h). (2.6.4)

Proposition 2.5.4 implies that if e is the neutral element of the group:

hn−2 = e. (2.6.5)

Conversely, assume that we have a map δ : G → Z≥0 satisfying (2.6.2),
(2.6.3) and (2.6.4), we can take a basis {vg1 , ...., v

g
δ(g) | g ∈ G, δ(g) > 0} of V

satisfying

b(vgi , v
g
i ) = 1 for every g ∈ G such that g2 = h and 1 ≤ i ≤ δ(g),

b(vg1i , v
g2
i ) = 1 for every g1, g2 ∈ G such that g21 ̸= h ̸= g22 and g1g2 = h

(2.6.6)

and the rest of the combinations is 0. This is a grading since the map φΓ

defined by φΓ(v
g
i ⊗ 1) = vgi ⊗ g is in Õ(V, b) which implies that, the map ρΓ

defined as in (1.5.3) is a comodule map. We denote this grading by Γ(G, δ).
This proves the following theorem:
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Theorem 2.6.4 ([DET20]). Let X : V n−1 → V be an (n − 1)-fold cross
product on the n-dimensional vector space V with n ≥ 3 over an algebraically
closed field F, relative to a nondegenerate symmetric bilinear form b. Let G
be an abelian group.

Then, any G-grading on (V,X) is isomorphic to a grading Γ(G, δ) for a
unique map δ : G→ Z≥0 satisfying:

(1)
∑

g∈G δ(g) = n,

(2) δ(g) = δ(g−1h) where h =
∏

g∈G g
δ(g)

Given a map δ satisfying the restriction in Theorem 2.6.4, for Γ = Γ(G, δ),
we can take a basis as in (2.6.6). Denoting u1, ..., up the elements of the basis
such that b(ui, ui) = 1, choosing pairs v1, w1, ..., vq, wq of elements of the
basis such that b(vi, wi) = 1 and denoting deg(ui) = gi, deg(vj) = g′j and
deg(wj) = g′′j for every 1 ≤ i ≤ p and 1 ≤ j ≤ q, we can check that these
elements satisfy:

g2i = h = g′jg
′′
j where h = g1 · · · gpg′1g′′1 . . . g′qg′′q

Moreover, n = p+2q. This allow us to find a refinement in which all the
homogeneous components have dimension 1. In order to do so, consider the
group

U = ⟨x1, ..., xp, y1, ..., yq, z1, ..., zq | x21 = ... = x2p = y1z1 = ... = yqzq

= x1 · · ·xpy1z1 · · · yqzq⟩,

i.e., the group generated by elements x1, ..., xp, y1, ..., yq, z1, ..., zq subject to
the relations

x21 = ... = x2p = y1z1 = ... = yqzq = x1 · · ·xpy1z1 · · · yqzq. (2.6.7)

The possibilities for U depend on p and q.

(p=0) In the case where p = 0, n = 2q and since n ≥ 3, we have that q ≥ 2
and n is even. Moreover, the group is:

U = ⟨y1, ..., yq, z1, ..., zq | y1z1 = ... = yqzq = y1z1 · · · yqzq⟩

Denote u = y1z1 · · · yqzq since yjzj = u for all 1 ≤ j ≤ q we get that
uq = u and zj = uy−1

j . Hence, U is generated by y1, ..., yq, u with the
relation uq = u, which implies that there is an isomorphism:
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U → Zq × Z/(q − 1)
yi 7→ (0, ..., 1, ...0; 0)
zi 7→ (0, ...,−1, ...0; 1).

This also shows that the elements y1, ..., yq, z1, ..., zq are all different.

(p=1) In this case, since n = 1 + 2q and n ≥ 3, we get that q ≥ 1 and n is
odd. Moreover, the group is:

U = ⟨x1, y1, ..., yq, z1, ..., zq | x21 = y1z1 = ... = yqzq = x1(y1z1 · · · yqzq)⟩.

In this case, since yjzj = x21 for all 1 ≤ j ≤ q, we get that x21 =
x1(x

2
1)
q = xn1 and zj = x21y

−1
j . Hence, U is generated by x1, y1, ..., yq

with the relation xn1 = x21. Therefore, there is an isomorphism

U → Zq × Z/(2q − 1)
yi 7→ (0, ..., 1, ...0; 0)
zi 7→ (0, ...,−1, ...0; 2)
x1 7→ (0, ..., 0; 1).

which also implies that the elements x1, y1, z1, ..., yq, zq are all different.

(p ≥ 2) In that case n = p + 2q so q ≥ 1 in case p = 2 and it is arbitrary
otherwise. For any 2 ≤ i ≤ p, there is an element ti ∈ U such that
xiti = x1. Moreover, since x21 = x2i , we have that t2i = e. Due to
(2.6.7), we have that x21 = x1 · · ·xpy1z1 · · · yqzq = xp+2q

1 t2 · · · tp. Hence,
tp = t2 · · · tp−1x

p+2q−2
1 = t2 · · · tp−1x

n−2
1 and squaring this identity, we

get x2n−4
1 = e. Moreover, zj = x21y

−1
j for all 1 ≤ j ≤ q. Hence, U

is generated by the elements x1, t2, ..., tp−1, y1, ..., yq with the relations
x2n−4
1 = t22 = ... = t2p−1 = e. Therefore, we have an isomorphism:

U → Zq × Z/(2n− 4)× (Z/(2))p−2

x1 7→ (0, ..., 0; 1; 0, ..., 0)
xi with 2 ≤ i ≤ p− 1 7→ (0, ..., 0; 1; 0, ..., 1, ..., 0)

xp 7→ (0, ..., 0;n− 2; 1, ..., 1)
yj 7→ (0, ..., 1, ..., 0; 0; 0, ..., 0)
zj 7→ (0, ...,−1, ..., 0; 2; 0, ..., 0)

which also implies that the elements x1, ..., xp, y1, z1, ..., yq, zq are all
different



70 CHAPTER 2. FIRST EXAMPLE: CROSS PRODUCTS.

Define δU : U → Z≥0 by δU(xi) = δU(yj) = δU(zj) = 1 for all 1 ≤ i ≤ p
and 1 ≤ j ≤ q and δU(u) = 0 for the rest. This is well defined because all
those elements are different and it satisfies the conditions of Theorem 2.6.4
because n = p+2q and because of (2.6.7). The fact that all the homogeneous
components have dimension 1 imply that Γ(U, δU) is a fine grading which
refines Γ(G, δ). Since the relations are the only ones needed to obtain a
grading, U is its universal group.

From this arguments it follows:

Corollary 2.6.5 ([DET20]). Let X : V n−1 → V be an (n − 1)-fold cross
product on the n-dimensional vector space V with n ≥ 3 over an algebraically
closed field F, relative to a nondegenerate symmetric bilinear form b.

Up to equivalence, the fine gradings on (V,X) are the gradings Γ(U, δU),
where U is the abelian group

U = ⟨x1, ..., xp, y1, ..., yq, z1, ..., zq |x21 = ... = x2p

= y1z1 = ... = yqzq = x1 · · ·xp · · · y1z1 · · · yqzq⟩

with p+ 2q = n and δU : U → Z≥0 is the map given by:

δU(xi) = δU(yj) = δU(zj) = 1

for all i ∈ {1, ..., p} and j ∈ {1, ..., q}, and δU(u) = 0 for a different
u ∈ U .

Moreover, U is, up to isomorphism the universal grading group of Γ(U, δU).
U is described up to isomorphism by one of these conditions:

• If p = 0, U is isomorphic to Zq × Z/(q − 1),

• If p = 1, U is isomorphic to Zq × Z/(2q − 1),

• If p > 1, U is isomorphic to Zq × Z/(2n− 4)× (Z/(2))p−2.

Let σ ∈ Symp, τ ∈ Symq, and λ = (i1, ..., ip) ∈ Z2. Fix a basis
u1, ..., up, v1, w1, ..., vq, wq as before, we define morphisms fσ, gτ , and hλ by:

fσ : V → V
ui 7→ uσ(i)
vj 7→ vj
wj 7→ wj

,
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gτ : V → V
ui 7→ ui
vj 7→ vτ(j)
wj 7→ wτ(j)

,

and

hλ : V → V
ui 7→ ui

vj such that ij = 1 7→ wj
vj such that ij = 0 7→ vj
wj such that ij = 1 7→ vj
wj such that ij = 0 7→ wj

.

Noticing that each autoequivalence must exchange homogeneous compo-
nents and must preserve orthogonal pairs of elements, if ψ ∈ Aut(Γ(U, δU)),
we can define σ ∈ Symp by ψ(Vxi) = Vxσ(i)

, τ ∈ Symq by ψ(Vyj ⊕ Vzj) =

Vyτ(j) ⊕ Vzτ(j) and we can define λ = (i1, ..., ip) ∈ Z2 by defining ik = 1 if

ψ(Vyk) = Vzτ(k) . In this case, g−1
τ ◦ hλ ◦ f−1

σ ◦ ψ ∈ Stab(Γ(U, δU)). Hence, it
follows that we get an isomorphism:

Symp×
(
Zq2 ⋊ Symq

)
→ Aut(Γ(U, δU))/ Stab(Γ(U, δU))

(σ, λ, τ) 7→ [fσ ◦ hλ ◦ gτ ]

where [φ] denotes its class modulo Stab(Γ(U, δU)). Hence, we have that
W (Γ(U, δU)) ∼= Symp×

(
Zq2 ⋊ Symq

)
.

Example 2.6.6 ([DET20]). As an example, we can take H the algebra of
quaternions. Since we work over an algebraically closed field F, the algebra is
isomorphic to the algebra of 2×2 matrices where the norm is the determinant.
Denote by − the canonical involution. We can define the following trilinear
map

X : H3 −→ H
(x, yz) 7−→ X(x, y, z) := xyz − zyx

We can note that X(x, x, y) = xxy − yxx = n(x)y − yn(x) = 0 and that
X(x, y, y) = xyy − yyx = xn(y) − n(y)x = 0 for all x, y ∈ H. Linearizing
this, we get that X(x, y, z) = −X(y, x, z) = X(y, z, x) = −X(z, y, x) for all
x, y, z ∈ H. Hence, taking x = z, we get that X(x, y, x) = 0. Therefore, X
satisfies (2.1.1).
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On the other hand, for any x, y, z ∈ H and λ ∈ F, we have the equality
n((x + λz)y(x + λz)) = n(x + λz)2n(y). Using that n(x) = 1

2
n(x, x), for all

x ∈ H, after expanding this equality and taking the terms with λ2 and we
get:

n(xyz + zyx) + n(xyx, zyz) = (n(x, z)2 + 2n(x)n(z))n(y) (2.6.8)

Expanding n(xyz + zyx), we get:

n(xyz + zyx) = n(xyz) + n(zyx) + n(xyz, zyx) (2.6.9)

Finally, we can deduce the following identity:

n(xyx, zyz) = n(xyx+ yxx− yxx, zyz + yzz − yzz)

= n(n(x, y)x− n(x)y, n(y, z)z − n(z)y)

= n(x, y)n(y, z)n(z, x)− n(x)n(y, z)2 − n(z)n(x, y)2

+ 2n(x)n(y)n(x)

(2.6.10)

Using (2.6.8), (2.6.9) and (2.6.10), we get:

n(X(x, y, z), X(x, y, z)) = n(xyz − zyx, xyz − zyx)

= 2n(xyz) + 2n(zyx)− 2n(xyz, zyx)

= 8n(x)n(y)n(z)− 2n(xyz + zyx) ( due to (2.6.9))

= 4n(x)n(y)n(z) + 2n(xyz, zyx)− 2n(x, z)2n(y) ( due to (2.6.8))

=

∣∣∣∣∣∣
n(x, x) n(x, y) n(x, z)
n(y, x) n(y, y) n(y, z)
n(z, x) n(z, y) n(z, z)

∣∣∣∣∣∣ ( due to (2.6.10))

Therefore, X satisfies (2.1.2), which means that X is a 3-fold cross prod-
uct on a vector space of dimension 4. Due to Corollary 2.6.5 there are three
different fine gradings on (H, X) up to equivalence, with universal groups Z2,
Z× Z/(4) and Z/(4)× (Z/(2))2.

Since we have an inclusion Aut(H) ↪→ Aut(H, X) any grading on H
induces a grading on (H, X). However, the converse doesn’t hold. Indeed,
on H there are only two fine gradings with universal groups Z and (Z/(2))2
as shown in [EK13, Example 2.40].
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2.6.3 n = 7, r = 2f

Due to Theorem 2.3.8, any 2-fold cross product over a 7-dimensional vector
space is isomorphic to (C0, X

C0). Due to Proposition 2.5.7, there is an isomor-
phism between Aut(C) and Aut(C0, X

C0). Therefore, in view of Proposition
1.5.7 for an abelian group G, there is a correspondence between classes of
G-gradings up to isomorphism on C and on (C0, X

C0). Moreover, since the
isomorphism sends f ∈ Aut(C) to f|C0 , the corespondence, sends a grading
Γ: C =

⊕
g∈G Cg to θ(Γ) : C =

⊕
g∈G (Cg ∩ C0).

The classification of G-gradings up to isomorphism on C is given in The-
orem 2.2.11. Concretely, there are two fine gradings up to equivalence with
universal groups Z2 and (Z/2)3 corresponding respectively to the grading
Γ1
C(Z2, ((1, 0), (0, 1), (1, 1))) and to the grading Γ2

C((Z/2)3, (Z/2)3).
Due to the fact that the isomorphism between Aut(C) and Aut(C0, X

C0)
induce an isomorphism between the automorphisms of each grading Γ and
θ(Γ) and their stabilizers, the Weyl groups of the previous fine gradings
are isomorphic to the Weyl groups of the corresponding fine gradings on C.
These groups are computed in [EK13, Theorems 4.17 and 4.19] and they
are respectively, the Weyl group of the root system of type G2, which is the
dihedral group of order 12 and the general linear group GL(Z3

2).

2.6.4 n = 8, r = 3

Again, we assume that F is an algebraically closed field. Due to Theorem
2.3.8 and Proposition 2.3.10 we have that (V,X) is isomorphic to (C, XC

1 ).
We have shown that Aut(C, XC

1 ) = Aut(C, {· · · }). Moreover, as shown
in [Eld96],

Aut(C, {· · · }) =

{
m∏
i=1

Lxi | m ≥ 0, xi ∈ C0 and
m∏
i=1

n(xi) = 1

}
(2.6.11)

where, as in subsection 2.5.4, Lx is the map defined by y ∈ C 7→ Lx(y) := xy.
Denote by {e1, e2, u1, u2, u3, v1, v2, v3} the Cartan basis defined as in table

2.1.

Proposition 2.6.7. [DET20] Let C be a Cayley algebra over an algebraically
closed field F.

(1) The orbit of 1 under Aut(C, {· · · }) is the set of elements of norm 1:

orbitAut(C,{··· })(1) = {x ∈ C | n(x) = 1}
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(2) The orbit of e1 is the set of nonzero isotropic elements:

orbitAut(C,{··· })(e1) = {x ∈ C | n(x) = 0, x ̸= 0}

(3) The orbit of the pair (e1, e2) under the diagonal action of Aut(C, {· · · })
on C × C (i.e. φ(x, y) = (φ(x), φ(y)) for all φ ∈ Aut(C, {· · · }) and
x, y ∈ C) is:

orbitAut(C,{··· })(e1, e2) = {(x, y) ∈ C | n(x) = 0 = n(y), n(x, y) = 1}

Proof. The proof is in [DET20] but for completeness we write it here. First
we notice that all the inclusions “⊆” hold since Aut(C, {· · · }) is a subgroup
of the orthogonal group. Let’s prove the other inclusions:

(1) Let x ∈ C be an element such that n(x) = 1. That means that 1 = xx =
LxLx(1). Since n(x)n(x) = 1, we have that LxLx ∈ Aut(C, {· · · }).
Therefore, x ∈ orbitAut(C,{··· })(1).

(2) Consider an element 0 ̸= x ∈ C with n(x) = 0. Suppose first that
x ∈ C0. Take y′ ∈ C0 with n(x, y′) = 1. Since n(y′ + λx) = λ + n(y′),
we have that y = y′ − n(y′)x ∈ C0 satisfies n(y) = 0 and n(x, y) =
1. Due to the Cayley equation, we have that x2 = y2 = 0. In this
situation, −xy − yx = xy + yx = n(x, y)1 = 1. Moreover, (xy)(xy) =
(xy)(−1 − yx) = −xy (due to [Sha66, (3.6)], (xy)(yx) = x(y2)x = 0).
Therefore, e′1 = −xy is an idempotent, similarly, e′2 = −yx is another
idempotent and as we showed before, (xy)(yx) = 0, hence they are
orthogonal idempotents. As it is shown on [EK13, Chaper 4], they can
be extended to a Cartan basis e′1, e

′
2, u

′
1, u

′
2, u

′
2, v

′
1, v

′
2, v

′
3 (i.e. satisfying

the table 2.1) and so, the morphism φ induced by φ(e′i) = ei, φ(u
′
j) = uj

and φ(v′j) = vj is an automorphism of C. Since Aut(C) ⊆ Aut(C, {· · · })
it is an automorphism of (C, {· · · }).
Since e′2x = −(yx)x = −yx2 = 0, xe′1 = −x(xy) = −x2y = 0, φ(x) ∈
{z ∈ C | ze1 = 0 = e2z} = U := Fu1 ⊕ Fu2 ⊕ Fu3. Since in the
construction of the Cartan basis in [EK13] we can choose u1, u2, u3
arbitrarily with n(u1u2, u3) = 1, we can asume that φ(x) = −u3. Now,
since Lu2+v2Lu1+v1(e1) = −u3 we have that φ−1Lu2+v2Lu1+v1(e1) = x.
The fact that n(u1, v1) = 1 = n(u2, v2) implies n(u1 + v1)n(u2 + v2) =
1. Therefore, Lu2+v2Lu1+v1 ∈ Aut(C, {· · · }), which implies that x ∈
orbitAut(C,{··· })(e1).
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Now, if x ̸∈ C0, take y ∈ C0, orthogonal to x with n(y) = 1, which
exists since the field is algebraically closed. Ly ∈ Aut(C, {· · · }) and
Ly(x) = yx, which satisfies yx = −xy = −n(x, y)1 + yx = −yx.
Hence, yx ∈ C0 is such that n(yx) = n(y)n(x) = 0 and by the previous
argument there is an element φ ∈ Aut(C, {· · · }) with φ(yx) = ie1.
Hence L−1

y ◦ φ−1(e1) = x, which implies x ∈ orbitAut(C,{··· })(e1).

(3) In this case, Let x, y ∈ C be such that n(x) = 0 = n(y) and n(x, y) = 1.
Since, F is algebraically closed we can take z ∈ C to be an element
orthogonal to 1, x and y such that n(z) = 1 and an element t orthogonal
to 1 and z with n(t) = 1. We denote a = zt−1 = zt (since tt = n(t))
and b = t. n(a) = 1 = n(b) and a = tz = n(t, z)1 − zt = −zt (the
last equality because z = −z and t = −t) therefore a ∈ C0 and b ∈ C0.
Thus, LaLb ∈ Aut(C, {· · · }). Moreover we have that ab = (zt)t =
z(tt) = z, and so using Proposition 2.2.3, n(LaLb(x), 1) = n(a(bx), 1) =
n(x, ba) = n(x, z) = n(x,−z) = 0 and similarly n(LaLb(y), 1) = 0.
That implies that we can restrict to the case with x, y ∈ C0. In the
same vein as before, we can show that we can find a Cartan basis
{e′1, e′2, u′1, u′2, u′3, v′1, v′2, v′3} such that xy = −e2, yx = −e1, x = v′1
and y = u′1. The morphism ψ induced by ψ(e′i) = ei, ψ(u

′
j) = uj

and ψ(v′j) = vj for i ∈ {1, 2} and j ∈ {1, 2, 3}, is an automorphism
of Aut(C, {· · · }). Hence, we can asume that x = v1 and y = u1
and finally, since Lu1−v1Le1−e2(v1) = e1, Lu1−v1Le1−e2(u1) = e2 and
Lu1−v1Le1−e2 ∈ Aut(C, {· · · }), we have the result.

Now we are going to review some gradings on (C, {· · · }), which appear in
[DET20], and prove that they are the only gradings up to isomorphism.

Example 2.6.8 (Cartan grading). . We can define a Z3-grading on (C, {· · · })
called theCartan grading by taking a Cartan basis {e1, e2, u1, u2, u3, v1, v2, v3}
and assigning degrees:

deg(u1) = (1, 0, 0) = − deg(v1),

deg(u2) = (0, 1, 0) = − deg(v2),

deg(u3) = (0, 0, 1) = − deg(v3),

deg(e2) = (1, 1, 1) = − deg(e1)

The grading is denoted by ΓC
Cartan. Γ

C
Cartan is the weight space decomposi-

tion relative to a maximal thorus T ofAut(C, {· · · }). Since the homogeneous
components have dimension 1, this is a fine grading.
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For an abelian group G and a homomorphism α : Z3 → F , define the
grading ΓC

1(G,α) as the coarsening of ΓC
Cartan by α, i.e.,

deg(u1) = α(1, 0, 0) = − deg(v1),

deg(u2) = α(0, 1, 0) = − deg(v2),

deg(u3) = α(0, 0, 1) = − deg(v3),

deg(e2) = α(1, 1, 1) = − deg(e1)

We can calculate the Weyl group of ΓC
Cartan noticing that its univer-

sal group is Z3 then, the image of µΓ : Ẑ3 → Aut(C, {· · · }) is a maximal
torus T . Thus, its homogeneous components are the weight spaces with re-
spect to T . Moreover, it corresponds to Diag(ΓC

Cartan) = Diag(ΓC
Cartan)(F).

Since Aut(ΓC
Cartan) is the normalizer of Diag(ΓC

Cartan) and Stab(ΓC
Cartan) is its

centralizer, the Weyl group of ΓC
Cartan is isomorphic to the Weyl group of

Aut(C, {· · · }) relative to T (see [Hum75, 24.1] for the definition). Due to
[Hum75, 27.1], it is isomorphic to the Weyl group of its root system, i.e., it
is isomorphic to the Weyl group of the root system Spin(7), which is a group
of type B3 [KMRT, 25.10]. Hence, the Weyl group of ΓC

Cartan is isomorphic
to Z3

2 ⋊ Sym3, the signed permutation group of 3 elements [EK13, Apendix
B].

Example 2.6.9. For any group G and subgroup H isomorphic to Z3
2, the

grading Γ2
C(G,H) introduced in the section 2.2 is a grading on (C, {· · · })

since it is a grading on C and Aut(C) is a subgroupscheme of Aut(C, {· · · }).

Example 2.6.10. Let G be an abelian group. Let H be a subgroup iso-
morphic to (Z2)

4 and let K a subgroup of H isomorphic to (Z2)
3. Take

an element h ∈ H \ K and consider the shift Γ2
C(G,K)[h], which is a grad-

ing of the cross product since h2 = e. Since H/K ∼= Z2, we have that
any other h′ ∈ H \ K can be written as h′ = hk. We are going to show
that Γ2

C(G,K)[h] ∼= Γ2
C(G,K)[h

′]. Indeed Supp(Γ2
C(G,K)) = K, we have that

Supp(Γ2
C(G,K)[h

′]) = h′K = hK. Hence, there is some k ∈ {1, ..., 7} such
that xk has degree h. Using the automorphism Lixk , which is an automor-
phism due to (2.6.11), we obtain an isomorphism from one grading to the
other. We have shown that up to isomorphism the grading doesn’t depend
on the element we choose. Hence, we denote the grading as ΓC(G,H,K).

Theorem 2.6.11. [DET20] Let C be the Cayley algebra over an algebraically
closed field F, let G be an abelian group and let Γ: C =

⊕
g∈G Cg be a grading

of (C, {· · · }). Then Γ is isomorphic to one of the following gradings:

(1) ΓC(G,α) for a group homomorphism α : Z3 → G
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(2) Γ2
C(G,H) for an elementary 2-subgroup H of rank 3.

(3) ΓC(G,H,K) for an elementary 2-subgroup H of rank 4 and a subgroup
K of H of index 2.

Gradings on different items are not isomorphic. Moreover:

• Two gradings ΓC(G,α) and ΓC(G,α′) are isomorphic if and only if there
is an element ω in the Weyl group W (ΓC

Cartan) such that α′ = αω.

• Two gradings Γ2
C(G,H) and Γ2

C(G,H
′) are isomorphic if and only if

H = H ′.

• Two gradings ΓC(G,H,K) and ΓC(G,H ′, K ′) are isomorphic if and only
if H = H ′ and K = K ′.

Proof. We consider a grading Γ: C =
⊕

g∈G Cg by an abelian group G of
(C, {· · · }).

To begin with, we consider the case in which there is a nonzero ho-
mogeneous element x ∈ Cg such that n(x) = 0. Due to Theorem 2.5.12,
Aut(C, {· · · }) ⊆ O+(C, n) hence, n(Cg1 ,Cg2) = 0 unless g1g2 = e (one way to

prove it is to show that O+(C, n) = {φ ∈ Õ(C, n) | det(φ) = e}) and use the
arguments in the subsection 2.6.2). Hence, we can find a homogeneous ele-
ment y ∈ C such that n(y) = 0 and n(x, y) = 1. Using Proposition 2.6.7, after
applying a suitable automorphism, can assume that there is a Cartan basis
{e1, e2, u1, u2, u3, v1, v2, v3} such that x = e1 and y = e2. Since (e1C)e2 =
U = Fu1⊕Fu2⊕Fu3 and (e2C)e1 = V = Fv1⊕Fv2⊕Fv3 and due to the fact
that the linear morphisms Re2Le1 and Re1Le2 are graded morphisms of the
vector spaces (notice that Lei(x) = {ei, ei+1, x} and Rei(x) = {x, ei+1, i} with
indices modulo 2), then due to Remark 1.4.9, U and V are graded subspaces.
We can take a homogeneous basis {u′1, u′2, u′3} of U such that n(u′1, u

′
2u

′
3) = 1.

Taking v′i = {u′i+2, e1, ui+1} with i ∈ {1, 2, 3} and indices taken modulo 3,
we can see that this implies that we have a dual basis and that this gives
a Cartan basis. Hence, the grading is a coarsening of the Cartan grading,
which implies that there is a group homomorphism α : Z3 → G such that Γ
is isomorphic to ΓC(G,α).

Otherwise, if all the homogeneous components have no nonzero isotropic
elements, they are one dimensional. Indeed, we can prove the statement by
contradiction since if x and y are linearly independent homogeneous elements
of the same degree such that n(y) ̸= 0, due to the fact that n(y) ̸= 0 and
F is algebraically closed, 0 = n(x + λy) = n(x) + λn(x, y) + λ2n(y) has a
solution, which implies that there is a homogeneous element of zero norm.
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Now, the fact that {x, x, x} = n(x)x for all x ∈ C implies that the support
of Γ generates a 2-elementary abelian subgroup. Consider the two following
possibilities:

• If the neutral element e of G is in the support, due to Proposition
2.6.7, we can take an element x of norm 1, homogeneous of degree e,
and send it to 1 via some automorphism. Hence, we can assume that
1 is homogeneous of degree e. Now, xy = {x, 1, y}. Hence, this is a
grading of the Cayley algebra C. This, due to [EK13, Theorem 4.21]
shows that the grading is isomorphic to Γ2

C(G,H) for some subgroup
H isomorphic to Z3

2.

• If the neutral element e of G is not in the support, we can take a
homogeneous element of degree g and consider the shift Γ[g]. Then, we
are in the previous case. So there is a 2-elementary abelian subgroup
K of G of rank 3 such that Γ[g] = Γ2

C(G,K). Since the subgroup H
generated by g and K is a 2-elementary abelian subgroup, we get that
the grading is isomorphic to ΓC(G,H,K)

The gradings on each item are not isomorphic, because in the first one
there is an isotropic homogeneous element, in the second one, the neutral
element is in the support and there are no isotropic homogeneous elements,
and in the third one the neutral element is not in the support and there are
no isotropic homogeneous elements.

The isomorphism condition for gradings on the first item follows from
[EK13, Proposition 4.22]. And the isomorphism conditions for the gradings
in the second and third item follow from the fact that SuppΓ2

C(G,H) = H
and SuppΓC(G,H,K) = H \K.

We have the following corollary

Corollary 2.6.12 ([AC20],[DET20]). Up to equivalence, the only fine grad-
ings of (C, {· · · }) are ΓC

Cartan and ΓC
CD with universal groups Z3 and (Z2)

4

respectively.

In order to calculate the Weyl group of ΓC
CD, we notice that any element

of the group can be identified with a permutation of the support (which
is a coset of (Z2)

4/K for some subgroup K isomorphic of (Z3
2). Since any

representative is an equivalence of the grading, it induces an automorphism of
the universal grading group. Since we can identify the group Z2 with the finite
field of two elements F2, we can embed W (ΓC

CD) in {φ ∈ GL((F2)
4) | φ(1 ×

F3
2) ⊆ 1× F3

2} which can be identified with the group Aff(3,F2) of invertible
affine transformations of F3. Due to proposition 2.6.7, since n(iwk) = 1 for
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all k ∈ {0, ..., 7}, we know that W (ΓC
CD) acts transitively on the support of

ΓC
CD. Moreover, since Aut(C) is a subgroup of Aut(C, {· · · }), due to [EK13,

Theorem 4.19], we have that GL(F3
2) is a subgroup of W (ΓC

CD). Hence, we
get that the Weyl group is Aff(3,F2).

The computations of the Weyl group have been independently computed
in [AC20] and in [DET20].

The homogeneous components of the gradings ΓC(G,H) and ΓC(G,H,K)
are the subspaces spanned by the elements of a Cayley-Dickson basis. Hence,
they are equivalent to the grading ΓC

CD over the group (Z2)
4 given by:

deg(x0) = (1, 1, 1, 1), deg(x1) = (1, 1, 0, 0),

deg(x2) = (1, 0, 1, 0), deg(x3) = (1, 0, 0, 1).

Since the automorphism group scheme of (C, {· · · }) is isomorphic to
Spin(C0,−n), then, we get the following result

Corollary 2.6.13 ([DET20]). Let Q be a maximal diagonalizable subgroup
scheme of Spin(C0,−n). Then, either:

(a) Q is conjugate to Diag(ΓC
Cartan), which is a maximal torus, isomorphic

to G3
m.

(b) Q is conjugate to Diag(ΓC
CD), which is isomorphic to µ4

2
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Chapter 3

Structurable algebras

From now on, we are going to focus on classifying gradings by abelian groups
on a class of nonassociative algebras with involution, called structurable alge-
bras introduced in [Ali78]. Here we are going to introduce them and some of
their relevant features. But before we need to set some notation. Let (A, − )
be an algebra with an involution. We define the subspace of hermitian el-
ements H(A, − ) and the subspace of skew-hermitian elements S(A, − ) as
follows:

H(A, − ) = {a ∈ A | a = a}
S(A, − ) = {a ∈ A | a = −a}

We define the subspace

K(A, − ) = AlgF(S(A, − ))

to be the subalgebra of A generated by the skew hermitian elements and

M(A, − ) = {x ∈ H(A, − ) | xs+ sx = 0 ∀s ∈ S(A, − )}

.
We define the center of (A, − ) as the subspace

Z(A, − ) = {z ∈ A | z = z, [z,A] = [z,A,A] = [A, z,A] = [A,A, z] = 0}

where [x, y] = xy − yx and [x, y, z] = (xy)z − x(yz) for all x, y, z ∈ A.
When we are working over an algebra A, given an element x ∈ A we

denote by Lx, Rx : A → A the maps defined by Lx(y) = xy and Rx(y) = yx.
In Section 3.1, we define Jordan algebras, which are the motivation for

structurable algerbas. Additionally, we give a definition in characteristic dif-
ferent from 2. In Section 3.2, we define structurable algebras and give a
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classification due to Allison and Smirnov. Finally, in Section 3.3 we give the
Allison-Kantor construction of a 5-graded Lie algebra from a structurable
algebra. Additionally, we explain how the gradings on the structurable alge-
bras are connected with the gradings on the Lie algebras.

3.1 Jordan algebras

3.1.1 Definition and main examples

Definition 3.1.1. An algebra J over a field of characteristic different from 2
is a Jordan algebra if for every x, y ∈ J the following identities are satisfied:

(1) xy = yx

(2) (xy)x2 = x(yx2)

We are going to introduce a few examples of Jordan algebras:

Examples 3.1.2. Let A be an associative algebra over a field F of char-
acteristic different form 2. For any two elements x, y ∈ A, we denote
x • y = 1

2
(xy + yx). The algebra A+ = (A, •) is a Jordan algebra (see

[Mcc04, I.2.5]).

Example 3.1.3. Let (A, − ) be an associative algebra with involution. The
subspace H(A, − ) is closed under •. Hence, it is a subalgebra of A+.

Example 3.1.4. Let (C, − ) be a Hurwitz algebra. Denote by (M3(C), ∗ ) the
algebra of 3×3 matrices over C with the involution ∗ given by (ai,j)

∗ = (aj,i).
As before, we denote x • y = 1

2
(xy + yx) for all x, y ∈ H(M3(C), ∗). We

denote H3(C, − ) = (H(M3(C), ∗), •). This is a Jordan algebra (see [Mcc04,
I.2.7]). In case (C, − ) is a Cayley algebra, we say that H3(C, − ) is an
Albert algebra.

For elements in these algebras we will use the following notation:

E1 =

1 0 0
0 0 0
0 0 0

 , E2 =

0 0 0
0 1 0
0 0 0

 , E3 =

0 0 0
0 0 0
0 0 1


ι1(a) = 2

0 0 0
0 0 a
0 a 0

 , ι2(a) = 2

0 0 a
0 0 0
a 0 0

 , ι3(a) = 2

0 a 0
a 0 0
0 0 0


for all a ∈ C (ι1(a) = 2a[23], ι2(a) = 2a[31] and ι3(a) = 2a[12], in [Mcc04,

II 4.4] notation).
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3.1.2 U-operator

If we have a Jordan algebra J as defined in the subsection 3.1.1, given x, y ∈
J , we can define some operators Ux, Ux,y and Vx,y by:

Ux = 2L2
x − Lx2 ,

Ux,y =
1

2
(Ux+y − Ux − Uy) = (LxLy + LyLx)− Lxy and,

Vx,y(z) = Ux,z(y) = x(zy) + z(xy)− (xz)y = (xy)z + (zy)x− (zx)y.

Remark 3.1.5. If we want to work over a field of characteristic 2, we have to
remove the 1

2
from the definition, but in our case it will be more convenient

to keep this notation.

In case the Jordan algebra has a unit, in a field of characteristic different
from 2, we can see that xy = Ux,y(1). Hence, we can recover the product
from U . In this case, U satisfies the following identities:

U1 = idJ , (3.1.1)

Vx,yUx = UxVy,x, and (3.1.2)

UUxy = UxUyUx. (3.1.3)

Definition 3.1.6. A unital quadratic Jordan algebra J over F is an
F-vector space J , together with a quadratic map U : x 7→ Ux from J into
EndF(J) and an element 1 ∈ J such that the identities 3.1.1, 3.1.2 and 3.1.3
hold under every scalar extension. We denote the algebra as J(J, U, 1).

Remark 3.1.7. Since we work over a field of characteristic different from 2,
this definition is equivalent to the one on subsection 3.1.1, in the case where
the algebra is unital, by defining a product xy = Ux,y(1) (see [Mcc69]).

3.1.3 Jordan algebras of a cubic form

Let J be a vector space over F. A cubic form on J is a map N : J → F
satisfying that N(x + λy) = N(x) + λ∂yN |x +λ2∂xN |y +λ3N(y) where
∂yN |x is a map which is linear in y and quadratic in x.

Given a vector space J , with a cubic from N and a base point c, i.e., an
element c ∈ J such that N(c) = 1, we can define a trace form T (x, y) =
−∂x∂y logN |c= −∂x∂yN |c +(∂xN |c)(∂yN |c) for all x, y ∈ J . We say that
N is nondegenerate if T is a nondegenerate bilinear form. In case N is
nondegenerate, we can define a quadratic mapping x 7→ x# by T (x#, y) =
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∂yN |x for all x, y ∈ J called the adjoint operator. We say that the norm N
is admissible if the identity x## = N(x)x holds under all scalar extension.
We can define a product x×y = (x+y)#−x#−y# by linearizing the adjoint
operator. We can define a quadratic map U : x→ Ux form J to EndF(J) by:

Ux(y) = T (x, y)x− x# × y.

In case N is a nondegenerate admisible cubic form with base point c,
J(J, U, c) is a unital quadratic Jordan algebra over F which we denote by
J(N, c) and call the Jordan algebra of the admisible cubic form N
and base point c [Mcc69, Theorem 5].

Given a Hurwitz algebra (C, − ), as shown in [Mcc04, II.4.4] we can define
an admisible cubic form N and a base point c on H3(C, − ) by

N(x) = α1α2α3 − 4
3∑
i=1

αin(ai) + 8n(a1,sa2sa3), and

c = E1 + E2 + E3.

where x =
∑3

i=1 αiEi +
∑3

i=1 ιi(ai). Moreover, we can write the trace the
adjoint and the product as:

T (x, y) =
3∑
i=1

αiβi + 4
3∑
i=1

n(ai, bi),

x# =
3∑
i=1

(αi+1αi+2 − 4n(ai))Ei + 2
3∑
i=1

ιi(2ai+1ai+2 − αiai), and

x× y =
3∑
i=1

(αi+1βi+2 + βi+1αi+2 − 4n(ai, bi))Ei+

2
3∑
i=1

ιi(2(ai+1bi+2 + bi+2ai+1)− αibi − βiai)

.

where x =
∑3

i=1 αiEk +
∑3

i=1 ιi(ai) and y =
∑3

i=1 βiEi +
∑3

i=1 ιi(bi) and the
indices are taken modulo 3. This is just rewriting the identities in [Mcc04,
II.4.4] using our notation.

Any Jordan algebra of an admissible cubic form with a base point c
satisfies the equation:

x3 − T (x)x2 + S(x)x−N(x)c = 0 (3.1.4)
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For a linear map T defined by T (x) = T (x, c) and S(x) = T (x#) (see
[Mcc69]). For the algebra H3(C, − ), T and S are:

T (x) = α1 + α2 + α3, and

S(x) =
1

2
(T (x)2 − T (x2)) =

3∑
i=1

(αi+1αi+2 − 4n(ai)).

for any x =
∑3

i=1 αiEi +
∑3

i=1 ιi(ai).

3.2 Structurable algebras

In this section we are going to introduce the concept of structurable algebra,
state the classification theorem, and finally, we will review the Kantor-Allison
construction of a 5-graded Lie algebra.

3.2.1 Definitions

Let (A, − ) be a finite dimensional algebra with involution and unity over a
field F of characteristic different from 2 or 3. For any x, y ∈ A, we can define
the homomorphisms Vx,y, Tx ∈ EndF(A) by:

Vx,y(z) = (xy)z + (zy)x− (zx)y, and

Tx(z) = Vx,1(z) = xz + zx− zx.

Definition 3.2.1. Given a finite dimensional nonassociative algebra with
involution (A, − ) over a field F of characteristic different from 2 and 3, we
say that it is a structurable algebra if:

[Tz, Vx,y] = VTz(x),y − Vx,Tz(y) (3.2.1)

for all x, y, z ∈ A. Where [A,B] = AB − BA for all A,B ∈ EndF(A). We
say that the structurable algebra is central if Z(A, − ) = F1.

We will often use the following lemma due to Smirnov:

Lemma 3.2.2 ([Smi90b]). Given a simple structurable algebra (A, − ):

(i) We have
A = K(A, − )⊕M(A, − ). (3.2.2)

(ii) In A we have M(A, − )K(A, − ) +K(A, − )M(A, − ) ⊆ M(A, − ).
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(iii) For e, f ∈ K(A, − ), w ∈ M(A, − ) and x ∈ A:

(1) ew = we,

(2) e(fw) = (fe)w,

(3) f(wx) = w(fx).

Proof. [Smi90b, Lemma 3.6]

For any A ∈ EndF(A), we define Aδ, Aϵ and A by Aδ = A + RA(1),

Aϵ = A− TA(1)+A(1) and A(x) = A(x).

3.2.2 Examples and description

In this section we will recall some examples of structurable algebras and give
the classification of the central simple ones.

Example 3.2.3. Every unital associative algebra with involution is a struc-
turable algebra [Ali78, 8.i]

Example 3.2.4. Let A be a unital Jordan algebra and let − be the identity
map. (A, − ) is structurable [Ali78, 8.ii]. Moreover, if (A, id) is a structurable
algebra, then A is a unital Jordan algebra [Ali78].

Example 3.2.5. Let (E, − ) be a unital associative algebra with involution.
Let W be a unital associative left E-module and denote the action by e ◦ w
for all e ∈ E, w ∈ W. Let h : W×W → E be a hermitian form, i.e, it satisfies
the following two identities:

h(w1, w2) = h(w2, w1) for all w1, w2 ∈ W, and (3.2.3)

h(e ◦ w1, w2) = eh(w1, w2) for all w1, w2 ∈ W and e ∈ E (3.2.4)

We denote A = E⊕W and define a product and an involution by

(e1, w1)(e2, w2) = (e1e2 + h(w2, w1), e2 ◦ w1 + e1 ◦ w2), and

(e1, w1) = (e1, w1)

for all w1, w2 ∈ W and e1, e2 ∈ E. We call this algebra the structurable
algebra constructed from a hermitian form h on a module W over a
unital associative algebra with involution and denote it by S(E, − ,W, h)
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following the notation in [Rig22]. If we know that e ∈ E and w ∈ W we will
usually denote the element (e, w) as e+ w.

In this class we can find an example of algebra which is not power as-
sociative. Indeed, let (E, − ) = (M2(F), t ) where t is the transposition, let
W = M2(F) with the action given by e ◦ w = ew for e ∈ E and w ∈ W

and denote by h : W × W → E the hermitian form given by h(w1, w2) =

w1

(
0 1
1 0

)
wt2. Consider the element x =

((
1 0
0 0

)
,

(
1 0
0 1

))
. Then, xx2 =((

1 3
0 0

)
,

(
3 1
1 0

))
and x2x =

((
1 0
3 0

)
,

(
3 1
1 0

))
.

Example 3.2.6. Let (C1, − ) and (C2, − ) be two Hurwitz algebras with
standard involutions. Denote A = C1 ⊗F C2 and define an involution − by
x⊗ y = x⊗ y. Then (A, − ) is a structurable algebra [Ali78, 8.iv]

Example 3.2.7. Let J be a Jordan algebra over the field F constructed
from an admisible non-degenerate cubic form N with basepoint c. Denote
T : J × J → F and × : J × J → J as in subsection 3.1.3. Take 0 ̸= θ ∈ F.
Denote

A =

{(
α j
k β

)
| α, β ∈ F, j, k ∈ J

}
and define a product and an involution by:

(
α1 j1
k1 β1

)(
α2 j2
k2 β2

)
=

(
α1α2 + θT (j1, k2) α1j2 + β2j1 + θk1 × k2

α2k1 + β1k2 + j1 × j2 β1β2 + θT (j2, k1)

)
and (

α j
k β

)
=

(
β j
k α

)
.

This is a structurable algebra [Ali79, 7.iii]. We will call this algebra, the
algebra of 2× 2 matrices constructed from N , c and θ.

Example 3.2.8 (The Smirnov algebra). Let (C, − ) be a Cayley-Dickson
algebra with the standard involution. Let S = S(C, − ). Denote x × y =
xy− yx for every x, y ∈ C as in Example 2.3.6 and denote (x, y) = −bn(x, y)
as defined in Example 2.3.6. Let M be the subspace of S⊗F S generated by
the set {s⊗ r − r ⊗ s | s, r ∈ S}. We denote H = (S⊗F S)/M and write the
equivalence class of x as [x]M. We denoteA = H⊕S and define a commutative
operation ◦ and an anticommutative operation [ · , · ] by extending linearly:
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[s1, s2] = s1 × s2, [s1, [s2 ⊗ s3]M] = [(s1 × s2)⊗ s3 + s2 ⊗ (s1 × s3)]M,

[[s1 ⊗ s2]M, [s3 ⊗ s4]M] = (s1, s3)s2 × s4 + (s1, s4)s2 × s3 + (s2, s3)s1 × s4
+ (s2, s4)s1 × s3,

s1 ◦ s2 = [s1 ⊗ s2]M, s1 ◦ [s1 ⊗ s2]M =
1

2
(s2, s3)s1 +

1

4
(s1, s2)s3 +

1

4
(s1, s3)s2,

and

(s1 ⊗ s2) ◦ (s3 ⊗ s4) =

[
1

4
(s1 × s3)⊗ (s2 × s4) +

1

4
(s1 × s4)⊗ (s2 × s3)

+
1

2
(s1, s2)s3 ⊗ s4 +

1

2
(s3, s4)s1 ⊗ s2

]
M

.

for all s1, s2, s3, s4 ∈ S. We define a product and an involution on A by:

xy = x ◦ y + 1

2
[x, y], and

h+ s = h− s

for all x, y ∈ A, h ∈ H and s ∈ S. This is a structurable algebra which we
denote by T (C) [Smi90a].

There is a description of central simple structurable algebras, which was
given in [Ali78] in characteristic 0 with a missing case, and it was completed
in [Smi90b] in fields of characteristic different form 2, 3 and 5. There are
many restatements of this theorem. We will give the following one which
is the same as in [Smi90b] but with the description given in [Ali79] for the
algebras on item (4).

Theorem 3.2.9 ([Ali78],[Smi90b]). Let (A, − ) be a finite-dimensional cen-
tral simple structurable algebra over a field F of characteristic different from
2, 3 and 5. Then, (A, − ) is isomorphic to one of the following algebras:

(1) A central simple associative algebra with involution,

(2) a central simple Jordan algebra with the identity involution,

(3) an algebra constructed from a nondegenerate hermitian form h on a
module W over a unital central simple associative algebra with involu-
tion (E, − ),

(4) a twisted form of a tensor product of composition algebras,
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(5) a twisted form of an algebra of 2 × 2 matrices constructed from an
admisible nondegenerate cubic from N with base point c and scalar
0 ̸= θ ∈ F or

(6) the algebra T (C) for a Cayley-Dickson algebra C.

This theorem lacks some features in order to be a classification. For
example, some of the classes overlap. For instance, if in (3) the unital central
simple associative algebra with involution is (F, id), W a vector space and h
a nondegenerate symmetric bilinear form, we get a Jordan algebra. Another
issue is that not all of these descriptions give central simple algebras. For
instance, in (3) if we take (F, id) as the associative algebra, W = F and
h(λ1, λ2) = λ1λ2λ for all λ1λ2 ∈ F and a fixed λ ∈ F×, we get the algebra(

F[x]
(x2−λ) , id

)
, which is not central.

3.3 The Kantor-Allison construction

Probably, the main importance of structurable algebras is the fact that it
has a generalization of the Tits-Kantor-Koecher (TKK) construction of Lie
algebras from Jordan algebras introduced in [Tit62], [Kan64] and [Koe67].
This construction was introduced in [Ali79] as a modified TKK construction
and we will refer to this construction as the Kantor-Allison construction,
which is how it is called in [Smi96]. Let’s see how this construction works:

Let (A, − ) be a structurable algebra. Define the subspace

Instrl(A, − ) = TA ⊕ Inder(A, − )

to be the subspace generated by the endomorphisms of A of the form Tx for
x ∈ A and the inner derivations. It is shown in [Ali78, (16)] that

Instrl(A, − ) = VA,A,

i.e., the subspace of gl(A) generated by the endomorphisms of the form Vx,y
with x, y ∈ A. This is a Lie subalgebra of gl(A) due to [Ali78, (12)]. Denote

by N = N(A, − ) = {(x, s) | x ∈ A, s ∈ S(A, − )}. Denote Ñ to be a vector

space isomorphic to N under an isomorphism n 7→ ñ from N to Ñ . For any
A ∈ Instrl and n = (x, s) ∈ N , we define A(x, s) = (Ax,Aδs) which is well
defined due to [Ali78, Corollary 5]. Define the vector space

K(A, − ) = Ñ ⊕ Instrl(A, − )⊕N

and define a product by:
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[A,B] = AB −BA, [A, n] = An, Añ = Ãϵn,

[(x, r), (y, s)] = (0, xy − yx), [(̃x, r), (̃y, s)] = ˜(0, xy − yx), and

[(x, r), (̃y, s)] = −(̃sx, 0) + Vx,y + LrLs + (ry, 0)

for all A,B ∈ Instrl(A, − ), x, y ∈ A and s, r ∈ S(A, − ). Due to [Ali79,
Theorem 3], K(A, − ) is a Lie algebra with a 5-grading

ΓK(A,− ) : K(A, − ) = K(A, − )−2⊕K(A, − )−1⊕K(A, − )0⊕K(A, − )1⊕K(A, − )2

given by:

K(A, − )−2 = ˜(0, S(A, − )), K(A, − )−1 = (̃A, 0),

K(A, − )0 = Instrl(A, − ),

K(A, − )1 = (A, 0), K(A, − )2 = (0, S(A, − )).

Definition 3.3.1. Given a structurable algebra (A, − ) and a structurable
algebra (A′, − ), we say that an isomorphisms of vector spaces α : A → A′

is an isotopy if there is another isomorphism α̂ : A → A′ satisfying that
Vα(x),α̂(y)α(z) = α(Vx,y(z)) for all x, y, z ∈ A. We denote by Str(A, − ) the
group of isotopies from A to A (also called autotopies). We can extend
this to group schemes by extending scalars, and we denote the affine group
scheme of autotopies by Str(A, − ).

In the same vein of [AH81, Theorem 12.3], there is an isomorphism:

Str(A, − ) → Aut(K(A, − ),ΓK(A,− ))

sending α to αK defined by:

αK((̃x, s) + E + (y, r)) = ˜(α̂(x), α̂(s)) + αEα−1 + (α(y), α(r)).

for every x, y ∈ A ⊗F R, s, r ∈ S(A ⊗F R, − ) and E ∈ Instrl(A ⊗F R, − ).
Moreover, it is clear that Aut(A, − ) is a subgroup scheme of Str(A, − ) and
that if α is an automorphism, α̂ = α. Therefore, for any finitely generated
abelian group G, a morphism θ : GD → Aut(A, − ) induces a morphism

θ̃ : GD → Aut(K(A, − ),ΓK(A,− )). Hence, any G-grading Γ on A induces

a grading on (K(A, − ),ΓK(A,− )) given by deg(x, 0) = deg(x) = deg (̃x, 0),

deg(0, s) = deg(s) = deg (̃0, s) and deg Vx,y = deg(x) deg(y) for every homo-
geneous elements x, y ∈ A and s ∈ S(A, − ).



Chapter 4

Structurable algebras related to
a hermitian form

In this chapter, we are going to study structurable algebras related to an her-
mitian form and their relation with other algebraic structures like associative
triple systems of the second kind or associative algebras with a 3-grading and
an involution. The characteristic of the ground field will be assumed to be
different from 2 and 3. In [Fau94, Example 1.11], it is shown how given a
finite dimensional algebra S(E, − ,W, h), i.e., an algebra constructed from a
nondegenerate hermitian form h on a module W over a unital central simple
associative algebra with involution (E, − ), the subspace W together with
a triple product on W defined by {u, v, w} = h(u, v) ◦ w = (uv)w is an
associative triple system of the second kind (AT2). In the example, given
the associative triple system and (E, − ) he can recover S(E, − ,W, h). In
this chapter we are going to modify this idea and use the theory of AT2
in order to give a classification of the gradings on this class of structurable
algebras based on a classification of the gradings on a class of 3-graded as-
sociative algebras with an involution. Every vector space here will be finite
dimensional.

In Section 4.1, we define what an associative triple system of the second
kind (AT2) is, and give a construction by Loos of a 3-graded associative al-
gebra with an involution. Additionally, we show that there is an equivalence
of categories between the category of central simple AT2 and a full subcat-
egory of the cateogory of 3-graded associative algebras with involution (see
Corollary 4.1.21). In Section 4.2, we give a definition of structurable grad-
ing, which is a kind of grading which exists if and only if the algebra with
involution is a structurable algebra related to a hermitian for, and we show
that there is an equivalence of categories between the category of central
simple AT2 and the categrory of central simple algebras with involution and

91
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a structurable grading (see Proposition 4.2.29). In section 4.3, we show that
all the central simple structurable algebras with a hermitian form have only
one structurable grading except for the split quartic Cayley algebra (this is
shown in Propositions 4.3.3, 4.3.5, 4.3.9 and Lemma 4.3.12).

4.1 Associative triple system

4.1.1 Definition and example

Definition 4.1.1. An associative triple system of the second kind
(AT2) is a vector space W with a triple product {· · · } satisfying

{{u, v, x}, y, z} = {u, {y, x, v}, z} = {u, v, {x, y, z}} (4.1.1)

for all u, v, x, y, z ∈ W . In case that the product is known from the context
we just write W . We will denote by AT2 the category of AT2’s.

As shown in Remark 1.1.5, an ideal of an AT2 is a subspace I ⊆ W such
that:

{I,W,W}+ {W, I,W}+ {W,W, I} ⊆ I.

We say that the AT2 is simple if {W,W,W} ≠ 0 and the only ideals are
W and 0.

Example 4.1.2. Let (A, − ) be an associative algebra with involution. We
denote {a, b, c} = abc. (A, {· · · }) is an AT2. Moreover, any subspace of A
closed under the triple product is also an AT2 as shown in [Loo72].

4.1.2 Associative envelope

In this subsection (W, {· · · }) is an AT2. We are going to study a construction
introduced by Loos [Loo72] of an associative algebra with a 3-grading and
an involution. We denote E = EndF(W ). For any x, y ∈ W we define the
endomorphisms L(x, y) and R(x, y) as:

L(x, y)z = {x, y, z}
R(x, y)z = {z, y, x}.

for all z ∈ W . We can notice that due to (4.1.1), for every u, v, x, y, z ∈ W
we have the following identities
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L(u, v)L(x, y) = L(u, L(y, x)v) = L(L(u, v)x, y)

R(z, y)R(x, v) = R(z,R(v, x)y) = R(R(z, y)x, v).
(4.1.2)

On E ⊕ Eop and Eop ⊕ E, we denote by − the involution given by
(A,B) = (B,A). We define for every x, y ∈ W , an element λ(x, y) ∈ E⊕Eop

and an element ρ(x, y) ∈ Eop ⊕ E by:

λ(x, y) = (L(x, y), L(y, x)),

ρ(x, y) = (R(y, x), R(x, y)) and

for all x, y, u, v ∈ W . By [Mey72, (4.12) and (4.13)] (4.1.2) imply

λ(x, y)λ(u, v) = λ({x, y, u}, v) = λ(x, {v, u, y})
ρ(u, v)ρ(x, y) = ρ(u, {v, x, y}) = ρ({x, v, u}, y).

(4.1.3)

If we denote by L0(W ) the subspace of E⊕Eop generated by the elements
of the form λ(x, y) for x, y ∈ W and by R0(W ) the subspace of Eop ⊕ E
generated by the elements of the form ρ(x, y) for x, y ∈ W , and we denote
by e1 and e2 the units in E ⊕ Eop and Eop ⊕ E respectively, the previous
discussion yields the following Lemma.

Lemma 4.1.3 ([Loo72]). L(W ) = Fe1+L0(W ) (resp. R(W ) = Fe2+R0(W ))
is a subalgebra of E⊕Eop (resp. Eop⊕E) stable under the involution. More-
over, L0(W ) (resp. R0(W )) is an ideal of (L(W ), − ) (resp (R(W ), − )).

We can define a left and a right action of L(W ) and R(W ) over W by:

ax = a1(x) = xa, bx = b2(x) = xb

where a = (a1, a2) ∈ L and b = (b1, b2) ∈ R.

Theorem 4.1.4 ([Loo72]). Let (W, {· · · }) be an AT2 and W be a copy of
W . Denote A(W ) = L(W ) ⊕W ⊕W ⊕ R(W ) and denote its elements in

matrix form, i.e., write a + x + y + b as

(
a x
y b

)
for a ∈ L(W ), x ∈ W ,

y ∈ W and b ∈ R(W ). With this notation, the following hold:

(a) With the product:(
a x
y b

)(
a′ x′

y′ b′

)
=

(
aa′ + λ(x, y′) ax′ + xb′

ya′ + by′ ρ(y, x′) + bb′

)
,
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A(W ) is an associative algebra with unity 1 =

(
e1 0
0 e2

)
and A0(W ) =

L0(W )⊕W ⊕W ⊕R0(W ) is an ideal.

(b) − : u =

(
a x
y b

)
7→ u =

(
a y

x b

)
is an involution of the algebra A(W )

with the product defined in (a) and the triple product can be recovered
as {u, v, w} = uvw for all u, v, w ∈ W . We will denote this algebra
with involution as (A(W ), − ).

(c) e1 and e2 are othogonal idempotents of A(W ). They satisgy e1 = e1
and e2 = e2 and they induce a Peirce decomposition:

A(W )1,1 = L(W ), A(W )1,2 = W, A(W )2,1 = W and A(W )2,2 = R(W )

(d) L(W )⊕R(W ) doesn’t contain any nontrivial ideal of A(W ).

Remark 4.1.5. Whenever the context is clear we will writeA instead ofA(W ).

Remark 4.1.6. Let L̃0(W ) (resp. R̃0(W )) be the subspace of EndF(W ) (resp.
EndF(W )op) spanned by the elements of the form L(u, v) with u, v ∈ W

(resp. R(u, v) with u, v ∈ W ). L̃0(W ) (resp. R̃0(W )) is a subalgebra of

End(W ) (resp. End(W )op) due to (4.1.2). Denote L̃(W ) = Fid + L̃0(W )

(resp. R̃(W ) = Fid + R̃0(W )).
There is a reason why on Theorem 4.1.4, the algebras L(W ) and R(W )

are used instead of the algebras L̃(W ) and R̃(W ). The reason is that the
involutions given by L(x, y) 7→ L(x, y) = L(y, x) and R(x, y) 7→ R(x, y) =
R(y, x) are not well defined. The following, gives a counterexample:

Let UT∗
n(F) be the algebra of n×n strictly upper triangular matrices and

LT∗(F) the algebra of n× n strictly lower triangular matrices. Denote

(X, Y ) = (Y t, X t).

− is an involution of the algebra UT∗
n(F)⊕LT∗

n(F). Denote W = UT∗
4(F)⊕

LT∗
4(F), and denote

{X, Y, Z} = XY Z

for every X, Y, Z ∈ W . Then, as shown in Example 4.1.2, this is an AT2. In
this case, the involution of L̃(W ) is not well defined since

0 = L(0, 0) = L(0, 0) = 0,
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but since for any (A,B) ∈ W ,

{(0, E3,2), (E1,2, 0), (A,B)} = (0, E3,2E2,1B) = (0, E3,1B)

and LT∗
4(F) is spanned by {Ei,j | 1 ≤ j < i ≤ 4}, it follows that:

L((0, E3,2), (E1,2, 0)) = 0.

However:
L((0, E3,2), (E1,2, 0))) = L((E1,2, 0), (0, E3,2)) ̸= 0

due to the fact that

L((E1,2, 0), (0, E3,2))(E3,4, 0) = (E1,4, 0).

Therefore, the involution is not well defined.

We denote by ∆(W ) the Z-grading onA(W ) given byA(W )−1 = A(W )1,2,
A(W )0 = A(W )1,1 ⊕ A(W )2,2, A(W )1 = A(W )2,1 and A(W )i = 0 for all

i ̸= −1, 0, 1. With this grading, for every i ∈ Z it happens that A(W )i =
A(W )−i.

We denote by 3GrAlgInv the category of Ω-algebras (A, − ,∆) where A

is a unital associative algebra, ∆: A = A−1 ⊕ A0 ⊕ A1 is a 3-grading and
− an involution satisfying Ai = A−i for all i ∈ Z. The morphisms are the
algebra homomorphisms preserving the involution and the grading.

Example 4.1.7. An example of such kind of algebras is the algebra (M(n,m),t )
consisting on (n+m)×(n+m) matrices, with the transpose as the involution
and with a grading given by:

M(n,m)−1 =

(
0 Mn×m(F)
0 0

)
, M(n,m)0 =

(
Mn(F) 0

0 Mm(F)

)
,

M(n,m)1 =

(
0 0

Mm×n(F) 0

)
.

Example 4.1.8. Let M4(F) be the algebra of 4× 4 matrices. Let Φ0 and Φ1

be either: (
1 0
0 1

)
or

(
0 1
1 0

)
and let Φ be the block matrix

Φ = Φ0 ⊕ Φ1.
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We can define an involution on M4(F) by:

X 7→ X := ΦX tΦ

and we can define a 3-grading ∆: M4(F) = M4(F)−1 ⊕M4(F)0 ⊕M4(F)1 by:

M4(F)−1 =

(
0 M2(F)
0 0

)
, M4(F)0 =

(
M2(F) 0

0 M2(F)

)
,

M4(F)1 =
(

0 0
M2(F) 0

)
.

We notice that given four matrices X, Y, Z,W ∈ M2(F), the involution is
given by: (

X Y
Z W

)
=

(
Φ0X

tΦ0 Φ0Z
tΦ1

Φ1Y
tΦ0 Φ1W

tΦ1

)
. (4.1.4)

Thus, (M4(F), − ,∆) is an element of 3GrAlgInv .

Example 4.1.9. Let (D, ̂ ) be a simple associative algebra with involution.
Let d0, d1 ∈ D be two invertible hermitian elements with respect to the
involution. Let

Φ =

(
d1 0
0 d2

)
.

Denote by M2(D) the algebra of 2 × 2 matrices over D. We can define an
involution on M2(D) by:

X 7→ X := Φ−1X̂ tΦ

and we can define a 3-grading ∆: M2(D) = M2(D)−1 ⊕M2(D)0 ⊕M2(D)1
by:

M2(D)−1 =

(
0 D

0 0

)
, M2(D)0 =

(
D 0
0 D

)
,

M4(D)1 =

(
0 0
D 0

)
.

Given four elements a, b, c, d ∈ D, the involution is given by:(
X Y
Z W

)
=

(
d−1
0 âd0 d−1

0 ĉd1
d−1
1 b̂d0 d−1

1 d̂d1

)
. (4.1.5)

Thus, (M2(D), − ,∆) is an element of 3GrAlgInv .
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A classification can be found in [Loo72].

Remark 4.1.10. In case the context is clear, we are going to write A instead of
(A, − ,∆). For example, in the case of (A(W ), − ,∆(W )), we will sometimes
do it.

We can define a functor W : 3GrAlgInv → AT2 in the following way, for
an object (A, − ,∆) of 3GrAlgInv , we define W(A, − ,∆) (or just W(A)
when the context is clear) to be the AT2 whose underlying vector space is
A−1 and the triple product is given by {x, y, z} = xyz for all x, y, z ∈ A−1.
For a morphism φ : A → B between two elements of 3GrAlgInv we define
W(φ) to be the restriction of φ to W(A).

Remark 4.1.11. Using theorem 4.1.4, it is easy to check that W(A(W )) = W
for any AT2 W .

We will try to find a subcategory of 3GrAlgInv in which we can extend a
morphism from the subspaceW to the whole algebra A(W ) in order to define
a functor sending an AT2 W to A(W ). We shall make use of the following
theorem.

Theorem 4.1.12 ([Loo72]). An AT2 W is simple if and only if (A(W ), − )
is a simple algebra with involution. In particular, in this case, A0(W) =
A(W).

Lemma 4.1.13. If (A, − ) is a simple algebra with involution and ∆ a 3-
grading ∆: A = A−1⊕A0⊕A1 such that (A, − ,∆) is an object of 3GrAlgInv,
then either A1 = A−1 = 0 or A0 = A1A−1 ⊕A−1A1.

Proof. Assume that A1 ̸= 0 (which is equivalent to A−1 ̸= 0 by applying
the involution). Consider I = A−1 ⊕ (A1A−1 + A−1A1) ⊕ A1. This is an
ideal because if we multiply a homogeneous element on I by a homogeneous
element on A, by counting degrees we can see that the product is in I.
Moreover, it is clear that I = I. Since the ideal is not zero, and (A, − ) is
simple, I = A. Hence, A0 = A1A−1 + A−1A1. We still have to show that
this is a direct sum.

Let J = (A1A−1) ∩ (A−1A1). If a ∈ A1 , aJ + Ja ⊆ (A1A1)A−1 +
A−1(A1A1) = 0. Similarly, if a ∈ A−1. And if a ∈ A0, it follows that aJ +
Ja ⊆ [(A0A1)A−1 ∩ (A0A−1)A1] + [A1(A−1A0) ∩A−1(A1A0)] ⊆ J . Also, it
is easy to see that J = J . Thus, J is an ideal of (A, − ). Hence, since J is
not A, due to the fact that A1 ∩ J = 0, the only possibility is J = 0. Hence
A0 = A1A−1 ⊕A−1A1.

Lemma 4.1.14. If (A, − ) is a simple associative algebra with involution
and ∆: A = A−1 ⊕A0 ⊕A1 is a 3-grading such that (A, − ,∆) is an object
of 3GrAlgInv, then W = W(A) is simple or 0.
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Proof. If A−1 = 0, W = 0. Hence, we will focus on the case A−1 ̸= 0.
First, we have to show that {W,W,W} ≠ 0. We can argue by contradiction.
Assume that {W,W,W} = 0, by definition that implies that A−1A1A−1 =
A−1A−1A−1 = 0. Applying the involution, it also implies that A1A−1A1 = 0.
This together with the fact that A2

1 = 0 = A2
−1 implies that A0 = A1A−1 ⊕

A−1A1 is an ideal of the algebra A. Since A0 = A0, it is an ideal of (A, − )
which is different from A. Hence, the simplicity of (A, − ) implies that
A0 = 0. Therefore, A2 = 0 and this is a contradiction with the fact that
(A, − ) is simple.

The only thing left to prove is that the only nonzero ideal is W . Let I
be an ideal of W . We claim that J = I ⊕ (IA1 + A1I + IA−1 + A−1I) ⊕ I
is an ideal of (A, − ). Indeed, it is stable under the involution. Moreover,
since I is an ideal of W , the inclusion IA1A−1 +A−1IA−1 +A−1A1I ⊆ I is
satisfied. From this inclusion and the fact that A2

1 = A2
−1 = 0, it follows that

AiJ + JAi ⊆ J for i = 1 and i = −1, and using lemma 4.1.13 it follows that
A0J + JA0 ⊆ J . Therefore, J is an ideal. Since J is nonzero and (A, − ) is
simple, J = A and A−1 = J ∩A−1 = I. Therefore I = W .

Proposition 4.1.15. If (A, − ) is a simple associative algebra with involu-
tion with a 3-grading ∆: A = A−1⊕A0⊕A1 such that (A, − ,∆) is an object
of 3GrAlgInv and A−1 ̸= 0. Then, (A, − ,∆) ∼= A(W(A), − ,∆(W(A))).

Proof. We need to define a homomorphism Ψ: A → A(W(A)). We are going
to define it as the homomorphism induced by Ψ(a) = a for all a ∈ A−1,

Ψ(b) = Ψ(b) for all b ∈ A1, and Ψ(x) =
∑k

i=1Ψ(ai)Ψ(bi) if x =
∑k

i=1 aibi
and ai ∈ A−1 and bi ∈ A1 for all i ∈ {1, ..., k} or viceversa.

We have to prove that it is well defined. In order to do so, we have
to show that if 0 =

∑k
i=1 aibi with ai ∈ A−1 and bi ∈ A1 for all i ∈

{1, ..., k} or viceversa, then
∑k

i=1Ψ(ai)Ψ(bi) = 0. Theorem 4.1.4 shows that∑k
i=1 Ψ(ai)Ψ(bi) = (f1, f2) ∈ EndF(Ψ(A−1))⊕EndF(Ψ(A−1))

op. For a ∈ A−1

we have that in case ai ∈ A−1 and bi ∈ A1 for all i ∈ {1, ..., k}:

f1(a) = (f1, f2)a =
k∑
i=1

Ψ(ai)Ψ(bi)Ψ(a) =
k∑
i=1

aibia = 0.

This shows that f1 = 0. Similarly we show that f2 = 0, taking a ∈ A1 and
using the fact that the action is defined as a(f1, f2) = (f1, f2)a = (f2, f1)a. In
the case with ai ∈ A−1 and bi ∈ A1 for all i ∈ {1, ..., k}, the same argument
works.

Now, we need to prove that this is an algebra homomorphism. In order
to do so, we have to check that Ψ(a)Ψ(b) = Ψ(ab) for any homogeneous



4.1. ASSOCIATIVE TRIPLE SYSTEM 99

elements a, b ∈ A. If a ∈ Ai and b ∈ A−i for i ∈ {−1, 1}, the definition
of Ψ gives the identity. If a or b have degree 0, by Lemma 4.1.13, they
are a sum of elements from A1A−1 and A−1A1. Hence, we can restrict the
proof to the case in which they are a product of an element from Ai and
an element from A−i with i ∈ {−1, 1}. Therefore, we only need to check
that Ψ(a)Ψ(b)Ψ(c) = Ψ(abc) and that Ψ(a)Ψ(b)Ψ(c)Ψ(d) = Ψ(abcd) for
a, b, c, d ∈ A1 ∪ A−1. The first is just a direct calculation and the second
follows from the first since Ψ(a)Ψ(b)Ψ(c)Ψ(d) = Ψ(abc)Ψ(d) = Ψ(abcd).

We have shown that Ψ is a homomorphism of algebras and now we have to
show that it is one of algebras with involution. If a ∈ A1, form the definition,

we have that Ψ(a) = Ψ(a). Hence, Ψ(a) = Ψ(a) = Ψ(a). If a ∈ A−1, we

have Ψ(a) = Ψ(a) = Ψ(a). If a ∈ A0, due to Lemma 4.1.13 and since the
involution is linear, without loss of generality, we can assume that a is a
product of an element from Ai and an element from A−i with i ∈ {−1, 1}
and it follows that Ψ commutes with the involution.

Since A(W(A)) is simple, Theorem 4.1.12, implies that it is generated
as an algebra by W(A) and W(A) as an algebra. Thus, it is generated as
an algebra with involution by W(A). Therefore, since W(A) = Ψ(A−1), it
follows that Ψ is surjective.

Since kerΨ is an ideal of (A, − ), which is a simple algebra with involu-
tion, and kerΨ ∩A−1 = 0, then kerΨ = 0. Therefore, Ψ is injective.

The previous proposition together with theorem 4.1.12 imply that for any
simple algebra with involution (A, − ) and a 3-grading ∆: A = A−1⊕A0⊕A1

with A−1 ̸= 0 such that (A, − ,∆) is an object of 3GrAlgInv , (A, − ,∆) is
isomorphic to A(W ) for a simple AT2 W . We denote by 3SGrAlgInv the
full subcategory of 3GrAlgInv whose objects are the simple algebras with
involution (A, − ) with a 3-grading ∆: A = A−1⊕A0⊕A1 such that A−1 ̸= 0
we denote by AT2∗ the full subcategory of AT2 consisting on those AT2 W
such that L0(W ) = L(W ) and we denote by SAT2, the full subcategory of
AT2 whose objects are the simple AT2’s.

We can define a functor

A : SAT2 → 3SGrAlgInv (4.1.6)

sending a simple AT2 W to A(W ) and a morphism Ψ: W1 → W2 to the
morphismA(Ψ): A(W1) → A(W2) defined as the linear extension of the map
sending A(Ψ)(a) = Ψ(a) if a ∈ A(W1)−1, A(Ψ)(a) = Ψ(a) if a ∈ A(W1)1,
and A(Ψ(a)) =

∑k
i=1 Ψ(ai)Ψ(bi) if a =

∑k
i=1 aibi with ai ∈ A1 and bi ∈ A−1

for all i ∈ {1, ..., k} or viceversa.
In order to show that A is well defined, we will need an intermediate

lemma. To state it, we need a definition.
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Definition 4.1.16. Let W1 and W2 be two simple AT2. Let Ψ: W1 →
W2 be a morphism of AT2. We denote by L(W2)|Ψ(W1) (R(W2)|Ψ(W1)) the
vector subspace of L(W2) spanned by the elements of the form λ(Ψ(u),Ψ(v))
(ρ(Ψ(u),Ψ(v))) with u, v ∈ W1. L(W2)|Ψ(W1) (R(W2)|Ψ(W1)) is a subalgebra
with involution of L(W2) (R(W2)) due to (4.1.3).

Lemma 4.1.17. Let W1 and W2 be two objects of AT2∗ and Ψ: W1 → W2

a monomorphism. Then, it follows that (L(W2)|Ψ(W1), − ) ∼= (L(Ψ(W1)), − )
and (R(W2)|Ψ(W1), − ) ∼= (R(Ψ(W1)), − ). In particular, the result holds if
W1 and W2 are simple and Ψ is nonzero.

Proof. We are just going to prove that (L(W2)|Ψ(W1), − ) ∼= (L(Ψ(W1)), − ).
The other isomorphism is analogous.

In case Ψ is a monomorphism, Ψ(W1) is an AT2 isomorphic toW1. There-
fore L0(Ψ(W1)) = L(Ψ(W1)).

Define φ : L(W2)|Ψ(W1) → L(Ψ(W1)) by φ(f, g) = (f|Ψ(W1), g|Ψ(W1)). This
is a well defined vector space homomorphism since L(Ψ(u),Ψ(v))|Ψ(W1) is the
same as L(Ψ(u),Ψ(v)) in EndF(Ψ(W1)), so the image falls in L(Ψ(W1)). It
is clearly a morphism of algebras, and it preserves the exchange involution.
By definition of L(W2)|Ψ(W1) and the fact that L0(Ψ(W1)) = L(Ψ(W1)) it is
clearly surjective.

In order to show that it is injective, since L(W1) = L0(W1), there are
u1, v1, ..., uk, vk ∈ W1 are such that

∑k
i=1 λ(ui, vi) = (idW1 , idW1). Since Ψ

is a homomorphism of AT2, φ(
∑k

i=1 λ(Ψ(ui),Ψ(vi))) = (idΨ(W1), idΨ(W1)),

then (4.1.3) implies that
∑k

i=1 λ(Ψ(ui),Ψ(vi)) is the unity in L(W2)|Ψ(W1).
Now, if x ∈ L(W2)|Ψ(W1) is such that φ(x) = 0, it implies that there are

x1, y1, ...., xl, yl ∈ W1 are such that x =
∑l

j=1 λ(Ψ(xj),Ψ(yj)). This im-

plies that the equality φ(
∑k

i=1 λ(Ψ(ui),Ψ(vi)) +
∑l

j=1 λ(Ψ(xj),Ψ(yj))) =

(idΨ(W1), idΨ(W1)) holds. Therefore, due to (4.1.3),
∑k

i=1 λ(Ψ(ui),Ψ(vi)) +∑l
j=1 λ(Ψ(xj),Ψ(yj)) is the unity too, and this implies that x = 0. From

here, it follows that φ is injective.

Proposition 4.1.18. A is a well defined functor.

Proof. To begin with, we need to assume that Ψ: W1 → W2 is a morphism
between two simple AT2’s. We want to show that A(Ψ) is a well defined
vector space homomorphism. In order to do so, due to the fact that A(W )
has the vector space decomposition A(W ) = L(W )⊕W⊕W⊕R(W ), we just
need to show that if we have x1, ..., xk, y1, ..., yk ∈ W , then

∑k
i=1 λ(xi, yi) = 0

implies
∑k

i=1 λ(Ψ(xi),Ψ(yi)) = 0, and if we have
∑k

i=1 ρ(yi, xi) = 0, then∑k
i=1 ρ(Ψ(yi),Ψ(xi)) = 0. We are just going to prove that

∑k
i=1 λ(xi, yi) = 0
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implies
∑k

i=1 λ(Ψ(xi),Ψ(yi)) = 0 and the case with ρ is analogous. Since W1

is simple, we can assume that Ψ is a monomorphism (otherwise Ψ is 0 and
it is trivial).

Due to Lemma 4.1.17, if φ is the isomorphism defined in its proof, we
just need to show that if

∑k
i=1 λ(xi, yi) = 0, then φ(

∑k
i=1 λ(Ψ(xi),Ψ(yi))) =

(
∑k

i=1 L(Ψ(xi),Ψ(yi)),
∑k

i=1 L(Ψ(yi),Ψ(xi)) = 0. Thus, we just need to
show that each coordinate is 0. Take Ψ(u) ∈ Ψ(W1). Then, the fact
that Ψ is a morphism of AT2 implies that

∑k
i=1 L(Ψ(xi),Ψ(yi))Ψ(u) =

Ψ(
∑k

i=1 L(xi, yi)u) = Ψ(0) = 0. Therefore,
∑k

i=1 L(Ψ(xi),Ψ(yi)) = 0.

The proof that A(Ψ) preserves the product and the involution follows
from a calculation similar to the ones in Proposition 4.1.15.

To show that A is a functor we just need to show that A(idW ) = idA(W )

and that A(Ψ ◦Φ) = A(Ψ) ◦A(Φ) but this is direct from the definition.

Remark 4.1.19. If Ψ: W1 → W2 is a monomorphism between two objects of
AT2∗, the same proof as in Proposition 4.1.18 works to show that it makes
sense to define A(Ψ): A(W1) → A(W2).

Proposition 4.1.20. A is an equivalence from SAT2 to 3SGrAlgInv. Its
inverse is the restriction of W.

Proof. The fact that (A(W ), − ,∆(W )) is simple for any simple AT2 follows
from Theorem 4.1.12. It is clear that W ◦A = id due to Remark 4.1.11.

In order to show that A◦W ∼= id, we denote as ΨA the isomorphism from
A to A(W(A)) defined in proposition 4.1.15 and we will show that {ΨA} is
a natural transformation. In order to do so, we have to show that for every
homomorphism of graded algebras with involution f : A → B, the following
diagram commutes:

A A(W(A))

B A(W(B)).

ΨA

f A(W(f))

ΨB

The diagram commutes because the algebra A is generated as an algebra
with involution by A−1 and the restriction of A(W(f)) ◦ ΨA to A−1 is by
definition the same as the restriction of ΨB ◦ f .

We denote by 3CSGrAlgInv the full subcategory of 3SGrAlgInv consisting
of the objects (A, − ,∆) such that (A, − ) is central simple and we denote by
CSAT2 the full subcategory of SAT2 consisting of the central simple AT2.
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Corollary 4.1.21. A induces an equivalence from CSAT2 to 3CSGrAlgInv.
Its inverse is the restriction of W to 3CSGrAlgInv .

Proof. This follows from Proposition 1.1.13, Proposition 4.1.20 and the fact
that A(W ⊗F K) ∼= A(W )⊗F K.

The following Lemma will be needed later on for a proof.

Lemma 4.1.22. Let (A, − ) be an associative algebra with involution and e
an idempotent such that e = e. Denote A1,1 = eAe. Then:

(1) A1,1 = A1,1.

(2) If (A, − ) is central simple, (A1,1, − ) is central simple.

Proof. (1) follows from the fact that e = e since eAe = eAe = eAe.

In order to prove (2), as (A, − ) is central simple if and only if (A⊗F, − )
is simple, where F is an algebraic closure of F, we may assume that F is
algebraically closed and just prove that (A1,1, − ) is simple (here we are
using the notation − for the involution on A and its restriction to A1,1).
Then, up to isomorphism there are two possibilities: either A is simple, or
there is a simple algebra B such that (A, − ) ∼= (B⊕Bop, ex).

In case A is simple, then there is an F-vector space V such that A =
EndF(V ). Let e ∈ EndF(V ) be an idempotent. Then, im (e) = {v ∈ V |
e(v) = v} and V = im (e) ⊕ ker(e). The morphism Ψ: eEndF(V )e →
EndF(im (e)) given by Ψ(f) = f|im (e) is an isomorphism. Indeed, it is clearly
injective and it is surjective because given a morphism f ∈ EndF(im (e)), the
morphism g defined by g(v) = f(v) if v ∈ im (e) and g(v) = 0 if v ∈ ker(e)
satisfies that Ψ(g) = f . Therefore, eEndF(V )e ∼= EndF(im (e)) is simple and
so (A1,1, − ) is simple.

In case A is not simple, there is a simple algebra B such that (A, − ) ∼=
(B ⊕ Bop, ex). Moreover, any idempotent on B ⊕ Bop is of the form (e1, e2)
with e1 and e2 idempotents of B. Concretely, the idempotent which in-
duces the Peirce decomposition is fixed under the involution. Thus, the
fact that ex(e1, e2) = (e2, e1) implies that e1 = e2. Hence, (A1,1− ) ∼=
(fBf ⊕ fBopf, ex) for some idempotent f , which is a simple associative
algebra with involution since fBf is simple and fBopf = (fBf)op. Thus,
(A1,1, − ) is simple.
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4.2 Some functors

4.2.1 Definition and basic properties

Let (E, − ) be a unital central simple associative algebra with involution. Let
W be a unital associative left E-module and denote the action by e ◦ w for
all e ∈ E, w ∈ W. Let h : W ×W → E be a nondegenerate hermitian form.
We denote (A, − ) = S(E, − ,W, h). From the product defined in Example
3.2.5 we notice that there is a Z2-grading Γ: A = A0 ⊕A1 given by A0 = E

and A1 = W which satisfies:

(1) A0 is an associative subalgebra of A stable under the involution,

(2) A1 ⊆ H(A, − ),

(3) e(fw) = (fe)w for all e, f ∈ A0 and w ∈ A1, and

(4) f(wv) = w(fv) for all f ∈ A0 and w, v ∈ A1.

Definition 4.2.1. Given a unital nonassociative algebra with involution,
(A, − ) and a Z2-grading Γ: A = A0 ⊕A1, we say that Γ is a structurable
grading if A1 ̸= 0 and it satisfies the conditions (1)− (4).

Remark 4.2.2. Sometimes, we will say that Γ: A = E⊕W is a structurable
grading without specifying the degrees. That will mean that A0 = E and
that A1 = W.

Remark 4.2.3. Given an algebra with a structurable grading A = E ⊕ W,
for all f ∈ E and for all w ∈ W, fw ∈ W (because of the degrees). Since
property (2) says that W ⊆ H(A, − ), then fw = fw = wf .

Remark 4.2.4. Let (A, − ) be a nonassociative algebra with involution and
Γ: A = E⊕W a structurable grading. Consider the bilinear map:

h : W×W → E

(w, v) 7→ vw.

Consider too the action ◦ : E × W → W given by f ◦ w = fw. Due to
property (1), the algebra (E, − ) is an associative algebra with involution.
Due to property (3), W is a unital associative module with this action. Due
to property (4), h(f ◦ v, w) = fh(v, w) for all v, w ∈ W and f ∈ E. Due to
(1) and (2), h(v, w) = h(w, v). Hence, h is an hermitian form. By definition,
we can write the product as

(e+ v)(f + w) = (ef + h(w, v)) + (e ◦ v + f ◦ w)
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for all e, f ∈ E and v, w ∈ W. And due to property (2) we have

e+ v = e+ v

for all e ∈ E and v ∈ W. Hence, (A, − ) is isomorphic to the structurable
algebra related to a hermitan form S(E, − ,W, h)

Definition 4.2.5. Let (A, − ) be a nonassociative algebra with a unit and
Γ: A =

⊕
g∈GAg a G-grading. We say that (A, − ,Γ) is graded-central,

as an algebra with involution, if Z(A, − )e = F1. We say that (A, − ,Γ) is
graded-central-simple, as an algebra with involution, if it is graded-central
and graded-simple (i.e. the only graded ideals are A and 0).

Remark 4.2.6. Due to [AC20, Lemma 3.8], the center of a G-graded algebra,
Z(A), is a graded subspace and the space of hermitian elements, H(A, − )
is also a graded subspace. Hence, Z(A, − ) = Z(A) ∩ H(A, − ) is graded.
Thus, the definition above makes sense.

Lemma 4.2.7. Let (A, − ) be a unital nonassociative algebra and Γ a G-
grading. (A, − ,Γ) is graded-central if and only if it is central as an Ω-
algebra. Moreover, (A, − ,Γ) is graded-central-simple if and only if it is
central simple as an Ω-algebra.

Proof. As in Lemma 1.1.11, we can show that if C(A, − ,Γ) = Fid, then
Z(A, − )e = F1. Assume now that Z(A, − )e = F1. As in Lemma 1.1.11, we
can show that if f ∈ C(A, − ,Γ), then f = Lf(1) and f(1) ∈ Z(A, − ). We
just have to prove that deg(f(1)) = e. In order to do so, with the notation of
Remark 1.4.2, we have that for every g ∈ G, πg(f(1)) = f(πg(1)) = f(1)δg,e
where δg,e = 1 if g = e and δg,e = 0 otherwise. Hence, deg f(1) = e. That
implies that C(A, − ,Γ) = {Lx | x ∈ Z(A, − )e} = Fid.

The second part is clear since a graded ideal of (A, − ) is the same as an
ideal of (A, − ,Γ).

Our purpose for this subsection is to give a description of the graded-
central-simple nonassociative algebras with involution and a structurable
grading (A, − ,Γ).

Lemma 4.2.8. Let (A, − ) be a structurable algebra and let Γ: E⊕W be a
stucturable grading. The following are (graded) ideals:

(a) J1 = I ⊕ IW where I is an ideal of (E, − ).

(b) J2 = W⊕WW.
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Proof. (a) Clearly, this is a graded subspace. Given e ∈ I and w ∈ W, we
have that e ∈ I (because I is an ideal of an algebra with involution),
and ew = ew (since ew ∈ W ⊆ H(A, − )). This shows that J1 ⊆ J1.

We only have left to prove that this is an ideal of A as an algebra. First,
for any e ∈ E, f ∈ I and w ∈ W, ef ∈ I, and e(fw) = e ◦ (f ◦ w) =
fe ◦ w = (fe)w ∈ IW. Hence EJ1 ⊆ J1. Given v ∈ W, we have that
vf = fv ∈ IW and v(fw) = f(vw) ∈ IE ⊆ I. Hence, WJ1 ⊆ J1.
We have shown that AJ1 ⊆ J1. Finally, applying the involution we get
J1A = AJ1 ⊆ J1 = J1.

(b) Since W = W, we get that J2 = J2. For e ∈ E and v, w ∈ W, we have
that ew ∈ W, and that e(vw) = v(ew) ∈ WW. Hence EJ2 ⊆ J2. For
u ∈ W we have that uw ∈ WW and that u(vw) ∈ WE ⊆ W. Hence,
AJ2 ⊆ J2. As in (a), applying the involution we get that J2A ⊆ J2.

Corollary 4.2.9. Let (A, − ,Γ) be a graded-simple non associative algebra
with involution and a structurable grading Γ: A = E⊕W with W ̸= 0 . Then,
WW = E.

Proof. Due to Lemma 4.2.8, W ⊕WW = A. Since WW ⊆ E, the corollary
follows.

Remark 4.2.10. We should notice that if (A, − ) is simple, then, (A, − ,Γ)
is graded-simple.

Lemma 4.2.11. Let (A, − ,Γ) be a nonassociative algebra and Γ: A = E⊕W

a non trivial structurable grading (i.e. W ̸= 0). Let h : W ×W → E be the
hermitian form defined by h(w, v) = vw. (A, − ,Γ) is graded-central-simple
if and only if (E, − ) is central simple and h is nondegenerate.

Proof. Assume that (A, − ,Γ) is graded-central-simple. By contradiction, if
h is degenerate, there is an element w ∈ W such that h(w,W) = 0. In that
case, Ew is an ideal of (A, − ,Γ). It is not trivial since w = 1w ∈ Ew. It is not
A since Ew ⊆ W. Hence, we get a contradiction. Assume now that (E, − )
is not simple. Let I be a nontrivial proper ideal of (E, − ). Due to Lemma
4.2.8, I ⊕ IW is a nontrivial proper ideal of (A, − ,Γ). Thus, we arrive to a
contradiction. Finally, for e ∈ Z(E, − ) and for any w ∈ W, ew = we = we.
Moreover, e(fw) = (ef)w = (fe)w and e(wf) = e(fw) = (ef)w = f(ew) =
(ew)f for all f ∈ E and w ∈ W , e(wv) = (wv)e = e(vw) = v(ew) = (ew)v.
Hence [e,A,A] = 0. Similarly, [A, e,A] = 0 and [A,A, e] = 0. Therefore,
Z(E, − ) ⊆ Z(A, − ) = F1. Hence (E, − ) is central.
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If (E, − ) is central simple and h is nondegenerate, since Z(A, − )0 ⊆
Z(E, − ) = F1, (A, − ,Γ) is central. If I is a nontrivial ideal of (A, − ,Γ),
since it is a graded ideal, either I0 or I1 are nonzero. If I1 ̸= 0, the fact that
h is nondegenerate implies 0 ̸= h(I,W) ⊆ I0. Therefore, I0 is not zero. I0 is
a nontrivial ideal of (E, − ) and since it is simple, I0 = E. Thus, 1 ∈ I and
that implies that I = A. Hence, (A, − ,Γ) is simple.

Lemma 4.2.12. Let (A, − ,Γ) be an algebra with involution with a struc-
turable grading Γ: A = E⊕W is a structurable grading. Then, (A, − ,Γ) is
graded-central-simple if and only if (A, − ) is central simple or it is isomor-

phic to
(

F[X]
(X2−λ) , id,Γ

)
with Γ: F[x] = F1 ⊕ Fx for x = X + (X2 − λ) and

λ ∈ F×.

Proof. One direction is clear. Assume that (A, − ,Γ) is graded-central-
simple. From Lemma 4.2.11, h is nondegenerate and (E, − ) is central simple.
We can divide the proof into two cases:

(a) If − = id on A, E is commutative and H(E, − ) = E. Since additionally
it is associative, Z(E, − ) = E. Thus, the fact that (E, − ) is central implies
that E = F. Let I be a nonzero ideal of (A, − ). In case there is an element
0 ̸= w ∈ W ∩ I, the fact that h is nondegenerate implies that there is
an element v ∈ W such that 0 ̸= h(w, v) ∈ F1 ∩ I. Therefore, 1 ∈ I,
which implies that I = A. Otherwise, there is an element w ∈ W such that
1 + w ∈ I. If w2 ̸= 1, we have that (1 + w)(1 − w) = 1 − w2 ∈ I ∩ F×1,
which implies that 1 ∈ I and so, I = A. If w2 = 1 and dimW > 1, we can
take an element v ∈ W such that h(w, v) = 0 and (1 + w)v = v ∈ I ∩ W

so we are in the previous case. Therefore, (A, − ) is simple. In this case, if
0 ̸= x ∈ A, there is λ ∈ F and 0 ̸= w ∈ W such that x = λ1 + w. Since
dimW > 1 there are u, v ∈ W such that h(u,w) ̸= 0 and h(v, w) = 0. Hence
[u, (λ1 + w), v] = [u, λ1, w] + (uw)v − u(wv) = h(w, u)v ̸= 0. Therefore,
Z(A, − ) = F1 and (A, − ) is central. In case dim(W) = 1, the fact that h is
nondegenerate implies that for any 0 ̸= w ∈ W, w2 = h(w,w) = λ1 ∈ F×1.

This implies that (A, − ,Γ) ∼=
(

F[x]
(x2−λ) , id,Γ

)
with Γ: F = F1⊕ Fx, which is

not central and is not even simple in case λ is a square in F.
(b) Assume now that − ≠ id. Let J be an ideal of (A, − ) and 0 ̸= x ∈ J .
Take e ∈ E and w ∈ W such that x = e + w. Since (E, − ) is simple and
EeE+ EeE is an ideal, we have that EeE+ EeE = E therefore, for any s ∈ E

there are e1, ..., en, en+1, ..., em, f1, ..., fn, fn+1, ..., fm ∈ E such that

s =
n∑
i=1

eiefi +
m∑

i=n+1

eiefi
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. Assume that 0 ̸= s is skew hermitian with respect to the involution. Hence,
there is v ∈ W such that

0 ̸=
n∑
i=1

eixfi +
m∑

i=n+1

eixfi = s+ v ∈ J

. Thus s = 1
2
((s + v) − (s+ v)) ∈ J ∩ E, so J ∩ E ̸= 0. Therefore, J ∩ E

is nonzero. Since it is an ideal of (E, − ) which is simple, it follows that
J ∩ E = E. Thus, 1 ∈ J , implying that J = A and that (A, − ) is simple.

We are going to prove that (A, − ) is central by contradiction. Assume
it is not. In this case, since Z(A, − )0 = F1 then, the fact that Z(A, − ) is
graded implies that there should be an element 0 ̸= w ∈ Z(A, − )1. Take
0 ̸= s ∈ S(A, − ). Then, sw = ws = sw = −sw. Therefore, sw = 0.
However, since (A, − ) is simple, Z(A, − ) is a field. Thus, w is invertible,
and that implies that s = 0, which is a contradiction.

We finish by stating the following corollary

Corollary 4.2.13. Let (A, − ,Γ) be a nonassociative algebra with Γ: E⊕W a
structurable grading with W ̸= 0. Then, if (A, − ,Γ) is graded-central-simple,
WW = E.

Proof. If (A, − ) is central simple, this result follows from Corollary 4.2.9

and if (A, − ,Γ) ∼=
(

F[x]
(x2−λ) , id,Γ

)
, it clearly follows.

4.2.2 Associative triple systems and structurable alge-
bras

We have studied a construction of an associative algebra with an involu-
tion and a 3-grading from an AT2. Previously we have defined the concept
of structurable grading, which is something that characterizes structurable
algebras related to an hermitian form. Our purpose now is to give a con-
struction of an algebra with a structurable grading from an AT2 and to study
it.

Definition 4.2.14. Let (A, − ,Γ) be a structurable algebra with a struc-
turable grading Γ: A = E ⊕ W, we define W(A, − ,Γ) as the Ω-algebra
(W, {· · · }Γ) where {· · · }Γ is the operator of arity 3 given by

{u, v, w}Γ = h(u, v) ◦ w (4.2.1)

for all u, v, w.
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Remark 4.2.15. Notice that for a structurable algebra (A, − ,Γ) with a struc-
turable grading Γ: A = E⊕W, we have that {u, v, w}Γ = (uv)w.

The following result appears in [Fau94]. However, since the proof is not
given, we write it here.

Lemma 4.2.16 ([Fau94]). Let (A, − ) be a structurable algebra and Γ: A =
E ⊕ W a structurable grading. Then W(A, − ,Γ) is an associative triple
system of the second kind.

Proof. For all u, v, w, x, y, z ∈ W we have:

{{u, v, x}, y, z} = h(h(u, v) ◦ x, y) ◦ z
= (h(u, v)h(x, y)) ◦ z
= h(u, v) ◦ (h(x, y) ◦ z)
= {u, v, {x, y, z}}

and

{u, v, {x, y, z}} = (h(u, v)h(x, y)) ◦ z
= h(u, h(x, y) ◦ v) ◦ z
= h(u, h(y, x) ◦ v) ◦ z
= {u, {y, x, v}, z}.

In case we have two algebras with involution and a structurable grading,
(A, − ,ΓA) and (B, − ,ΓB), and a morphism f : (A, − ,ΓA) → (B, − ,ΓB),
its restriction induces a morphism W(f) : W(A, − ,ΓA) → W(B, − ,ΓB).
Hence, W defines a functor from the category of nonassociative algebras
with involution and a structurable grading which we denote by AlgStrGr to
AT2.

From this construction we can also define some ideals.

Lemma 4.2.17. Let (A, − ) be an algebra with involution and Γ: A = E⊕W

a structurable grading. If I is an ideal of (A, − ,Γ), J1 = I∩W is an ideal of
W(A, − ,Γ). Moreover, if E = WW and I is an ideal of W(A, − ,Γ), then,
J2 = I ⊕ (WI + IW) is an ideal of (A, − ,Γ). In particular, if (A, − ,Γ) is
graded-simple, then I = 0 or I = W, so W(A, − ,Γ) is simple.

Proof. The fact that if I is an ideal of (A, − ,Γ), J1 = I ∩W is an ideal of
W(A, − ,Γ) is easy to prove from the definition of {· · · }Γ.
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If I is an ideal of W(A, − ,Γ), since the elements of I are hermitian, we
have that J2 = I ⊕ (WI + IW) = I ⊕ (IW +WI) = J2. J2 is graded, since
I ⊆ W and (IW+WI) ⊆ E. Since J2 is stable under the involution, we just
need to show that AJ2 ⊆ J2 since J2A = AJ2 and applying the involution to
the previous inclusion, we would get J2A ⊆ J2. Since we have a grading, we
just need to show that EJ2 ⊆ J2 and WJ2 ⊆ J2. We have:

EJ2 = EI + E(WI) + E(IW)

= (WW)I +W(EI) + I(EW)

⊆ {W,W, I}Γ +W((WW)I) + IW

= {W,W, I}Γ +W{W,W, I}Γ + IW

⊆ I +WI + IW,

which implies that EJ2 ⊆ J2. Moreover, since u(vw) = (vw)u = (wv)u =
{w, v, u}Γ we have that:

WJ2 = WI +W(WI) + (WI)W

= WI + {I,W,W}Γ + {W, I,W}Γ
⊆ WI + I

⊆ J2.

In case (A, −Γ) is graded-simple, Corollary 4.2.9 implies that WW = E.
Thus, the statement follows.

Remark 4.2.18. Again, we should recall that in case (A, − ) is simple, (A, − ,Γ)
is graded simple, so Lemma 4.2.17 holds.

Remark 4.2.19. In Lemma 4.2.17, J2 is the minimal ideal of (A, − ) contain-
ing I.

Lemma 4.2.20. Given two algebras with involution and a structurable grad-
ing (A, − ,ΓA) where ΓA : A = EA ⊕ WB and (B, − ,ΓB) where ΓB : B =
EB ⊕ WB, and given a homomorphism f : (A, − ,ΓA) → (B, − ,ΓB), the
following assertions hold:

(a) If (A, − ,ΓA) is graded-simple, f is injective if and only if W(f) is
injective.

(b) If (B, − ,ΓB) is graded-simple, f is surjective if and only if W(f) is
surjective.
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Proof.

(a) From the definition of W(f), it follows that ker(W(f)) = ker(f) ∩ WA.
Therefore, if f is injective, so is W(f). Aditionally, if W(f) is injective,
ker(f) is an ideal of (A, − ,ΓA) which is not A since ker(f)∩WA = 0. Thus,
the fact that (A, − ,ΓA) is graded-simple implies that ker(f) = 0.

(b) This part of the lemma follows from the fact that since (B, − ,ΓB) is
graded-simple, EB = W2

B.

We would like to construct a functor from some full subcategory of AT2
to AlgStrGr . In order to do so, given an AT2W and v, w ∈ W , we will denote
L(x, y) and λ and L(W ) as in 4.1.2 and − the exchange involution in L(W )
i.e., (x, y) = (y, x). We define (A(W ), − ,ΓA(W )) as the structurable algebra
S(L(W ), − ,W, h) whereW is an L(W ) module with the action (a1, a2)◦w =
a1(w) for all a = (a1, a2) ∈ L(W ) and w ∈ W , h : W ×W → L(W ) is defined
as h(w1, w2) = λ(w1, w2) and where ΓA(W ) : A(W ) = L(W ) ⊕ W is the
structurable grading.

Remark 4.2.21. Let (A, − ) be a simple associative algebra with involution
and let ∆: A = A−1 ⊕ A0 ⊕ A1 be a 3-grading of A such that φ(Ai) =
A−i. Denote W = W(A, − ,∆). Due to Proposition 4.1.15, it follows that
(L(W ), − ) ∼= (A−1A1, − ) where the involution in A−1A1 is given by the
restriction of the involution in A and as shown in the proof, the isomorphism
is given by:

k∑
i=1

λ(vi, wi) 7→
k∑
i=1

viwi

for all v1, ..., vk, w1, ..., wk ∈ A−1. Then, it follows that (A(W ), − ,Γ(W ) is
isomorphic to S(A−1A1, − ,A1, h) where:

• A−1 is a left-module of A−1A1 with the action consisting in multiplying
on the left in A, and

• h(v, w) = vw

Example 4.2.22. Let (M4(F), − ,∆) be the algebra from Example 4.1.8.
Let W = W(M4(F), − ,∆). Then, here we can identify (A(W ), − ,Γ(W ))
with S(M2(F), − ,M2(F), h) where:

• X = Φ0X
tΦ0 for all X ∈ M2(F) (due to (4.1.4)),

• M2(F) is a left-module of M2(F) with the action consisting in multi-
plying on the left, and
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• h(X, Y ) = XΦ1Y
tΦ0 for all X, Y ∈ M2(F) (due to (4.1.4)).

Therefore, we can identify (A(W ), − ,Γ(W )) with M2(F) × M2(F) by
identifying for every Y,X ∈ M2(F), the matrix:(

X Y
0 0

)
with the elemet (X, Y ) and we have:

• (X, Y )(Z,W ) = (XZ+WΦ1Y
tΦ0, ZY+Φ0X

tΦ0W ) for all (X, Y ), (Z,W ) ∈
M2(F)×M2(F)

• (X, Y ) = (Φ0X
tΦ0, Y ) for all (X, Y ) ∈ M2(F)×M2(F)

• The structurable grading is Γ(W ) : M2(F) × M2(F) = E ⊕ W where
E = M2(F)× 0 and W = 0×M2(F).

In view of this we can check that we have the following subspaces:

(1) If Φ0 =

(
1 0
0 1

)

⋆ S(A(W ), − ) = F
((

0 1
−1 0

)
, 0

)
⋆ H(A(W ), − ) =

{((
λ β
β γ

)
, X

)
| λ, β, γ ∈ F, X ∈ M2(F)

}
⋆ K(A(W ), − ) = F

((
1 0
0 1

)
, 0

)
⊕ F

((
0 1
−1 0

)
, 0

)
⋆ M(A(W ), − ) =

{((
λ β
β −λ

)
, X

)
| λ, β ∈ F, X ∈ M2(F)

}

(2) If Φ0 =

(
0 1
1 0

)

⋆ S(A(W ), − ) = F
((

1 0
0 −1

)
, 0

)
⋆ H(A(W ), − ) =

{((
λ β
γ λ

)
, X

)
| λ, β, γ ∈ F, X ∈ M2(F)

}
⋆ K(A(W ), − ) = F

((
1 0
0 1

)
, 0

)
⊕ F

((
1 0
0 −1

)
, 0

)
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⋆ M(A(W ), − ) =

{((
0 λ
β 0

)
, X

)
| λ, β ∈ F, X ∈ M2(F)

}
Example 4.2.23. Let (M2(D), − ,∆) be the algebra from Example 4.1.9.
Let W = W(M2(D), − ,∆). Then, here we can identify (A(W ), − ,Γ(W ))
with S(D, − ,D, h) where:

• a = d−1
0 âΦ0 for all a ∈ D. This is due to (4.1.5),

• D is a left-module of D with the action consisting in multiplying on
the left , and

• h(a, b) = ad−1
1 b̂d0 for all a, b ∈ M2(F). This is due to (4.1.5).

Therefore, we can identify (A(W ), − ,Γ(W )) with M2(F) × M2(F) by
identifying for every a, b ∈ M2(F), the matrix:(

a b
0 0

)
with the element (a, b) and we have:

• (a, b)(c, d) = (ac+ dd−1
1 b̂d0, cb+ d−1

0 âd0d) for all (a, b), (c, d) ∈ D×D

• (a, b) = (d−1
0 âd0, b) for all (a, b) ∈ D×D

• The structurable grading is Γ(W ) : D×D = E⊕W where E = D× 0
and W = 0×D.

In case (D, ̂ ) = (M2(F),t ), recall the Z2
2-grading on M2(F) given by:

deg(z1) = a1, deg(z2) = a2, deg(z3) = a3

where:

z1 =

(
1 0
0 −1

)
, z2 =

(
0 1
1 0

)
, z3 =

(
0 1
−1 0

)
and:

a1 = (1, 0), a2 = (0, 1), a3 = (1, 1)

Denote z0 = id. We can choose d0 = z0 or d0 = z2 and we have the
following subspaces:

(1) Case d0 = z0:
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⋆ S(A(W ), − ) = F(z3, 0),
⋆ H(A(W ), − ) = {(λz0 + βz1 + γz2, d) | λ, β, γ ∈ F, d ∈ D},
⋆ K(A(W ), − ) = F(z0, 0)⊕ F(z3, 0) and
⋆ M(A(W ), − ) = {(λz1 + βz2, d) | λ, β ∈ F, d ∈ D}.

(2) Case d0 = z2:

⋆ S(A(W ), − ) = F(z1, 0),
⋆ H(A(W ), − ) = {(λz0 + βz2 + γz3, d) | λ, β, γ ∈ F, d ∈ D},
⋆ K(A(W ), − ) = F(z0, 0)⊕ F(z1, 0) and
⋆ M(A(W ), − ) = {(λz2 + βz3, d) | λ, β ∈ F, d ∈ D}.

Proposition 4.2.24. An AT2 (W, {· · · }) is central simple if and only if the
algebra (A(W ), − ,ΓA(W )) is graded-central-simple.

Proof. Assume that (W, {· · · }) is central simple. Therefore, for every field
extension K/F, (W ⊗F K, {· · · }K) is simple. Using theorem 4.1.12, it follows
that (W ⊗F K, {· · · }K) is simple if and only if (A(W ) ⊗F K, − ) is simple,
which implies that (A(W ), − ) is central simple. Due to Lemma 4.1.22, it
follows that (L(W ), − ) is central simple.

We just have to show that h : W×W → L(W ) is nondegenerate. Without
loss of generality we can assume that F is algebraically closed. Due to [Loo72]
(W, {· · · }) is isomorphic to the set of p × q matrices over an associative
composition algebra with the product given by {x, y, z} = xytz where −
is an involution on the composition algebra. Hence, it is trivial that h is
nondegenerate. Therefore, (A(W ), − ,ΓA(W )) is graded-central-simple.

In case (A(W ), − ,ΓA(W )) is graded-central-simple, (L(W ), − ) is central
simple and the hermitian form h : W ×W → L(W ) is nondegenerate. Since
this is a property preserved by extension of scalars, in view of Proposition
1.1.13, we just need to show that this implies that (W, {· · · }) is simple.

Let I be a nonzero ideal of (W, {· · · }). Then, let J = λ(I,W ) + λ(W, I).
Since L(W )J + JL(W ) = λ(W,W )J + Jλ(W,W ) ⊆ λ(I,W ) + λ(W, I) due
to (4.1.3), J is an ideal of (L(W ), − ). The fact that h is nondegenerate,
implies that J ̸= 0. Since (L(W ), − ) is simple, J = L(W ). Thus, since
(id, id) ∈ L(W ), W = L(W )W = {I,W,W} + {W, I,W} ⊆ I, we have that
(W, {· · · }) is simple.

Remark 4.2.25. If (W, {· · · }) is an AT2, W(A(W ), − ,ΓA(W )) = (W, {· · · })
We denote by CSAlgStrGr to the full subcategory of AlgStrGr consisting

of the graded-central-simple algebras with a structurable grading.
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Proposition 4.2.26. Let (A, − ,Γ) be an algebra with a structurable grading
Γ: A = E ⊕ W. Assume that (A, − ,Γ) is graded-central-simple. Then,
(W, {· · · }) = W(A, − ,Γ) is central simple. Moreover:

(A, − ,Γ) ∼= (A(W ), − ,ΓA(W )).

Proof. For the proof, we will denote just by λ the hermitian form in A(W).
In order to prove the first part, since (A, − ,Γ) is graded central simple

if and only if it (A⊗F K, −K ,ΓK) is simple for every field extension K/F, in
view of Proposition 1.1.13, we only need to show that W(A, − ,Γ) is simple,
but this follows from Lemma 4.2.17

In order to prove the second part, we need to define a vector space ho-
momorphism:

ψ : A → A(W)

by ψ(w) = w for all w ∈ W and ψ(
∑k

i=1wivi) =
∑k

i=1 λ(vi, wi) for all
w1, ..., wk, v1, ..., vk ∈ W. Since E = WW due to Corollary 4.2.9, in order to
show that it is well defined we just need to show that if

∑k
i=1wivi = 0, then∑k

i=1 λ(vi, wi) = 0. Let (x1, x2) =
∑k

i=1 λ(vi, wi). Then for all w ∈ W:

x1(w) =
k∑
i=1

λ(vi, wi) ◦ w =
k∑
i=1

{vi, wi, w} =
k∑
i=1

h(vi, wi) ◦ w

=

(
k∑
i=1

wivi

)
◦ w = 0.

Therefore, x1 = 0 and similarly x2 = 0. In order to prove that ψ is a
homomorphism of algebras we just need to prove that it preserves the product
and the involution for homogeneous elements. Using the fact that E = WW,
given w,w1, w2, w3, w4 ∈ W, the following identities are enough:

• ψ(w) = ψ(w) = w = w = ψ(w),

• ψ(w1w2) = ψ(w2w1) = λ(w1, w2) = λ(w2, w1) = ψ(w1w2),

• ψ(w1w2) = λ(w2, w1) = w1w2 = ψ(w1)ψ(w2),

• ψ((w1w2)w3) = ψ(h(w1, w2) ◦ w3) = h(w1, w2) ◦ w3 = {w1, w2, w3} =
λ(w1, w2) ◦ w3 = λ(w2, w1)w3 = ψ(w1w2)w3,

• ψ((w1w2)(w3w4)) = ψ(w3((w2w1)w4)) = ψ(w3)ψ((w2w1)w4) =
ψ(w3)((ψ(w2)ψ(w1))ψ(w4)) = (ψ(w1)ψ(w2))(ψ(w3)ψ(w4)),
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where (w1w2)(w3w4) = w3((w2w1)w4) due to (4.1.2). The fact that L(W) =
WW implies that ψ is surjective. Since ψ is a graded homomorphism, kerψ
is a graded ideal. Since kerψ∩W = 0 and A(W) is graded-simple, kerψ = 0.
Hence, ψ is injective.

Remark 4.2.27. The previous proposition implies that for an object (A, − ,Γ)
of CSAlgStrGr with Γ: A = E⊕W, L(W(A, − ,Γ)) ∼= E.

We can define a functor A : CSAT2 → CSAlgStrGr given by A(W ) =
(A(W ), − ,ΓA(W )) for every central-simple AT2 W and for any morphism
f : W → V , we define A(f) by A(f)(w) = f(w) and A(f)(

∑k
i=1 h(vi, wi)) =∑k

i=1 h(f(vi), f(wi)) for every w, v1, w1, ..., vk, wk ∈ W .

Proposition 4.2.28. A is a well defined functor.

Proof. The only thing that we have to show is that given a morphism f : W →
V of CSAT2, then, A(f) is a well defined morphism of CSAlgStrGr .

LetW and V be elements of CSAT2 and f : W → V a nonzero morphism.
Since W and V are simple, f is injective. Thus, f(W ) is a subtriple system
of V isomorphic to W . The homomorphism φ : L(V )|f(W ) → L(f(W )) given
by restricting each endomorphism to f(W ) is a well defined isomorphism of
algebras with involution due to Lemma 4.1.17.

The homomorphism f ∗ from L(W ) to L(f(W )) given by f ∗λ(u, v) =
λ(f(u), f(v)) is well defined due to the fact that if v1, w1, ..., vk, wk ∈ W , are
elements which satisfy that

∑k
i=1 λ(vi, wi) = 0, then for all u ∈ W ,

k∑
i=1

λ(f(vi), f(wi))f(u) = f(
k∑
i=1

λ(vi, wi)u) = 0

, and again, due to (4.1.3) and the fact that f is a morphism of AT2, it is a
morphism of algebras with involution.

Finally, A(f) is well defined due to the fact that if v1, w1, ..., vk, wk ∈ W ,
are such that

∑k
i=1 h(vi, wi) = 0 in A(W ), then, the fact that f ∗ and φ are

monomorphisms implies that

k∑
i=1

h(f(vi), f(wi)) =
k∑
i=1

λ(f(vi), f(wi)) = 0

. This implies that A is well defined.

Proposition 4.2.29. A ◦ W ∼= id and W ◦ A ∼= id, i.e., A and W are
equivalences of categories between CSAT2 and CSAlgStrGr.
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Proof. In order to show that A ◦W ∼= id, we define ψ(A,− ,Γ) as the isomor-
phism defined in Proposition 4.2.26. This is a natural isomorphism if and
only if for every graded-central-simple (A, − ,ΓA) and (B, − ,ΓB), and every
homomorphism f : A → B of graded algebras with involution, the following
diagram commutes:

A A(W(A, − ,ΓA))

B A(W(B, − ,ΓB)).

ψA

f A(W(f))

ψB

Due to Corollary 4.2.9, we just need to show that it commutes for element
of the space W given by the structurable grading ΓA : A = E ⊕W, but this
is a straightforward calculation.

Finally, it is clear that W ◦ A = id.

4.3 Structurable gradings

Given an algebra with involution and a structurable grading, (A, − ,Γ),
where Γ: A = E ⊕ W, for any ψ ∈ Aut(A, − ), since any homomorphism
of algebras with involution preserve the properties (1) − (4) of the defini-
tion of structurable grading, then, the grading Γψ : A = ψ(E) ⊕ ψ(W) is a
structurable grading. If the algebra with involution (A, − ) admits a unique
structurable grading, then Aut(A, − ) ∼= Aut(A, − ,Γ). Our purpose in this
section, will be to classify the structurable gradings on structurable algebras
related to an hermitian form.

4.3.1 Uniqueness property

Definition 4.3.1. Let (A, − ) be a structurable algebra related to an her-
mitian form. We say that it has the uniqueness property if there is a unique
grading Γ such that (A, − ,Γ) is an object of CSAlgStrGr .

Proposition 4.3.2. Let (A, − ,Γ) be an object of CSAlgStrGr with Γ: A =
E ⊕W. If E = K(A, − ), i.e., the algebra generated by the skew symmetric
elements, then, W = M(A, − ) and (A, − ) has the uniqueness property.

Proof. W ⊆ M(A, − ) due to Remark 4.2.3 and W = M(A, − ) because due
to (3.2.2), their dimensions are the same.

Let Γ̃ : A = Ẽ ⊕ W̃ be a structurable grading such that (A, − , Γ̃) is
graded-central-simple. Then, due to properties (1) and (2) of structurable
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gradings, S(A, − ) ⊆ Ẽ. Therefore, E ⊆ Ẽ. Due to Remark 4.2.3, we have

that W ⊆ W̃. But A = E ⊕ W = Ẽ ⊕ W̃. Therefore, E ⊆ Ẽ and W ⊆ W̃

imply that E = Ẽ and W = W̃.

We just have left the case in which E ̸= K(A, − ). Since S(A, − ) ⊆ E,
that is equivalent to E ̸= K(E, − ). Hence, we can make use of the following
proposition:

Proposition 4.3.3. Let (E, − ) be a central simple associative algebra with
involution which is not generated by its skew-symmetric elements. Then,
(E⊗F F, − ) ∼= (M2(F), t ) or (E⊗F F, − ) ∼= (F, id).

Proof. Let (E, − ) be a central simple associative algebra with involution.
Then, (E⊗F F, − ) is a central simple algebra with involution over F. There-
fore, it is enough to assume that the field is algebraically closed. We can
divide the proof into two parts:

• If E is not simple, there is a simple associative algebra A such that
(E, − ) ∼= (A⊕Aop, ex), where ex(x, y) = (y, x) is the exchange involu-
tion. Since

S(A⊕Aop, ex) = {(x,−x) | x ∈ A}
and

H(A⊕Aop, ex) = {(x, x) | x ∈ A} = (1,−1)S(A⊕Aop, ex),

we have shown that (E, − ) = K(E, − ).

• If E is simple, since we are assuming that F is algebraically closed, it
is central simple. In view of [KMRT, Theorem 1.1], E ∼= Mn(F) for
some n ∈ N. Thus, Z(E) = F. Due to [HER68, Theorem 2.1.10], if
dimF E > 4, K(E, − ) = E. Assume that dimF E ≤ 4. This implies
that n = 1 or n = 2. If n = 1, (E, − ) ∼= (F, id). If n = 2, [KMRT,
Proposition 2.1] implies that one of the following cases holds:

(a) (E, − ) ∼= (M2(F), t ) or

(b) (E, − ) ∼= (M2(F), − ), where A =

(
0 1
−1 0

)
At
(
0 −1
1 0

)
.

In case (a), using [KMRT, Proposition 2.6], S(E, − ) has dimension 1.

Thus, it is straightforward to show that S(E, − ) = F
(

0 1
−1 0

)
. Hence,

the fact that

(
0 1
−1 0

)2

=

(
1 0
0 1

)
, implies that K(E, − ) ̸= E. In case
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(b), [KMRT, Proposition 2.6] implies that S(E, − ) has dimension 3.

Hence, by showing that the elements

(
0 0
1 0

)
,

(
0 1
0 0

)
and

(
−1 0
0 1

)
are skew-hermitian, it follows that S(E, − ) = {x ∈ M2(F) | tr(x) = 0}.

The fact that

(
0 1
1 0

)2

=

(
1 0
0 1

)
implies that K(E, − ) = E.

Remark 4.3.4. [KMRT, Proposition 2.6] implies that (M2(F), t ) is isomorphic

to (M2(F),̂) where

(̂
a b
c d

)
=

(
d b
c a

)
due to the fact that the dimension

of the space of skew-symmetric elements is the same. We will denote Ei,j to
the matrix with 1 in the coordinate (i, j) and 0 in the rest.

We will start by classifying the structurable gradings in the case on the
structurable algebras related to an hermitian form, of the form S(F, id,W, h).

Proposition 4.3.5. If (A, − ,Γ) is a graded-central-simple algebra with a
structurable grading Γ: A = E⊕W where E = F and − = id, then it has the
uniqueness property.

Proof. Assume that Γ̃ : A = Ẽ ⊕ W̃ is a structurable grading such that
(A, − , Γ̃) is graded-central-simple. The fact that (E, − ) ∼= (F, id) implies
that − is the identity involution on A. Since any associative algebra with
the identity involution is commutative, it has to be its own center. Since
(A, − , Γ̃) is graded-central-simple, (Ẽ, − ) is central-simple, which implies

that its center is the field. Thus, Ẽ = F1. Now, {x ∈ A \ F1 | x2 ∈ F1} = W

due to the fact that if 0 ̸= x ∈ A \ F1, there is 0 ̸= w ∈ W and λ ∈ F such
that x = λ1 + w, and x2 = λ2 + w2 + 2λw. So x2 ∈ F1 if and only if λ = 0.
Finally, W̃ = W due to the fact that W̃ ⊆ {x ∈ A \ F1 | x2 ∈ F1} = W and
they have the same dimension.

Now, we will approach the case in which (E⊗F F, − ) ∼= (M2(F),̂ ).
Lemma 4.3.6. Let (A, − ,Γ) be a graded-central-simple algebra with invo-
lution and a structurable grading Γ: A = E ⊕ W such that (E ⊗F F, − ) ∼=
(M2(F),̂). Then, dimFW is even.

Proof. Under this assumptions, W ⊗F F is a left unital associative module
for M2(F). Thus, its dimension is even.

Lemma 4.3.7. Let (A, − ,Γ) be a graded-central-simple algebra with invo-
lution and a structurable grading Γ: A = E ⊕ W such that (E ⊗F F, − ) ∼=
(M2(F),̂). Then:
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(1) If m ∈ M(A, − ) is such that 0 ̸= m2 ∈ F1, then either m ∈ E or
m ∈ W.

(2) If Γ̃ : A = Ẽ⊕W̃ is a structurable grading such that (A, − , Γ̃) is graded-

central-simple, then, either Ẽ = E or Ẽ ∩M(A, − ) ⊆ W.

(3) If Γ̃ : A = Ẽ⊕W̃ is a structurable grading such that (A, − , Γ̃) is graded-

central-simple, and E ̸= Ẽ, then E ∩ Ẽ = K(A, − ).

Proof. Let M = M(A, − ) and K = K(A, − ). Without loss of generality, we
assume that we work over an algebraically closed field. Let m ∈ M be such
that 0 ̸= m2 ∈ F1. Using that Γ is a grading, we can take e ∈ E and w ∈ W

such that m = e+w. We can identify (E, − ) with (M2(F),̂) as in Remark
4.3.4. Then, we get that M ∩ E is the subspace generated by E1,2 and E2,1.
Moreover, we can see that K is the subspace generated by s = E1,1 − E2,2

and 1. Hence, E2
1,2, E

2
2,1, E1,2E2,1, E2,1E1,2 ∈ K, implying that

(E ∩M)2 ⊆ K. (4.3.1)

Since ew ∈ W, ew ∈ M. Since w ∈ W ⊆ M and m ∈ M, e ∈ M. Therefore,
e, w, ew ∈ M. Thus, ew = ew = swse = we, implying that m2 = e2+w2+2ew.
Since 0 ̸= m2 ∈ F1, e2 ∈ K ∩ H(A, − ) (due to (4.3.1)), w2 ∈ E and
ew ∈ W, it follows that ew = 0. Letting e2 = λ1 with λ ∈ F, we get that
0 = e(ew) = e2w = λw. Thus, either λ = 0 or w = 0. If w = 0, m ∈ E. In
case w ̸= 0, since e2 = 0, we have that 0 ̸= m2 = w2 ∈ F1. Letting w2 = β1
with β ∈ F×, we get that 0 = w(ew) = ew2 = βe. Thus, e = 0 and m ∈ W,
so (1) is proved.

In order to prove (2), we use that (Ẽ, − ) ∼= (M2(F),̂). Using this iden-

tification and letting w = E1,2 +E2,1, we have that Ẽ = K⊕Kw. Therefore,

if w ∈ E, Ẽ = E. Otherwise, since w2 = 1, using (1) we get w ∈ W. hence

Ẽ ∩M = Kw ⊆ W.
Due to the fact that S(A, − ) ⊆ E and S(A, − ) ⊆ Ẽ, it follows that

K ⊆ E∩Ẽ. The fact that associative algebras with involution are structurable
algebras imply that equation (3.2.2) holds, i.e. E = K⊕ (E ∩M). Using (2)
we get (3).

Lemma 4.3.8. Let (A, − ,Γ) be a graded-central-simple with a structurable
grading Γ: E ⊕ W such that − ≠ id. Then, W = {h ∈ H(A, − ) | 1

2
(he −

eh) = 0 ∀e ∈ E}.

Proof. Without loss of generality we can assume that F is algebraically closed.
The fact that W ⊆ H(A, − ) and EW ⊆ W implies that ew = ew = we.
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Therefore, W ⊆ {h ∈ H(A, − ) | 1
2
(he − eh) = 0 ∀e ∈ E}. In case E = K,

the result follows since W ⊆ M(A, − ) and the dimensions are the same.

Otherwise, (E, − ) ∼= (M2(F),̂). Let A =

(
a1,1 a1,2
a2,1 a2,2

)
∈ {h ∈ H(A, − ) |

1
2
(he − eh) = 0 ∀e ∈ E} ∩ E. Let B = E1,1 − E2,2. Since AB − B̂A = 0, it

follows that a1,1 = a2,2 = 0, since E1,2A−AE1,2 = 0, it follows that a2,1 = 0,
and since E2,1A− AE2,1 = 0, it follows that a1,2 = 0. Therefore, A = 0 and
that implies that {h ∈ H(A, − ) | 1

2
(he− eh) = 0 ∀e ∈ E} ⊆ W.

Proposition 4.3.9. Let (A, − ,Γ) be a graded-central-simple algebra with
involution and a structurable grading Γ: A = E ⊕ W such that (E, − ) ∼=
(M2(F),̂). If dimFW ̸= 4, then (A, − ) has the uniqueness property.

Proof. Without loss of generality, we assume that F is algebraically closed.
Suppose that Γ̃ : A = Ẽ⊕ W̃ is a structurable grading such that (A, − ,Γ) is
graded-central-simple.

Proposition 4.3.2 and Proposition 4.3.5 imply that (E, − ) ∼= (Ẽ, − ) ∼=
(M2(F),̂). Therefore, dimF E = dimF Ẽ = 4 and dimF(W) = dimF(W̃) = k.

Denote E1,2 = E∩ Ẽ and W1,2 = W∩W̃ and let s ∈ S(A, − ) be such that
s2 = 1. Such s exists since identifying (E, − ) ∼= (M2(F),̂) we can choose
s = E1,1 − E2,2.

We will prove by contradiction that E = Ẽ. Thus, assume E ̸= Ẽ.
Then, Lemma 4.3.7 (3) implies that E1,2 = K(A, − ). Additionally, since
M(A, − ) = (E ∩ M(A, − )) ⊕ W, due to Lemma 4.3.7 (2) it follows that

M(A, − ) = W + W̃. Since k + 2 = dimFM(A, − ) = dimFW + dimF W̃ −
dimFW1,2 = 2k − dimFW1,2, it follows, that dimF W1,2 = k − 2. We divide
the proof into two cases:

case 1: k ≥ 6.
Since we can identify (E, − ) with (M2(F),̂), we can take x = E1,2+E2,1.

In this situation, x2 = 1. For that reason, the map W → W given by
w 7→ xw is an isomorphism. Hence, dimFW1,2 = dimF xW1,2 = k − 2. Since

x ∈ (E ∩M(A, − )) ⊆ W̃, xW1,2 ⊆ (EW) ∩ (W̃W̃) = W ∩ Ẽ. The fact that

W∩ Ẽ = Ẽ∩M(A, − ), which has dimension 2, is a contradiction with k > 4.
case 2: k = 2.
In this case, Lemma 4.3.7 and the fact that dimF(W ∩ Ẽ) = 2, we get

that W = Ẽ ∩ M(A, − ). We identify (Ẽ, − ) with (M2(F),̂) and take

x = E1,2 + E2,1 ∈ Ẽ ∩M(A, − ). Then, for any y ∈ E we have that

h(yx, x) = yh(x, x) = yx2 = y1 = y.

Therefore, the map E → W given by y 7→ yx is an injective homomorphism
of vector spaces. Thus, dimFW ≥ dimF E = 4, which is a contradiction.
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We are left with the case in which (E⊗F F, − ) ∼= (M2(F),̂) and W has
dimension 4.

4.3.2 Split quartic Cayley algebra

Let (A, − ,Γ) be a graded-central-simple algebra with involution and a struc-
turable grading Γ: A = E⊕W. We have shown that (A, − ) has the unique-
ness property unless we have (E⊗FF, − ) ∼= (M2(F),̂) and W has dimension
4. In this case we will solve the problem over an algebraically closed field and
we will give some examples of what we can expect over arbitrary fields. Thus,
unless otherwise stated, our algebras will be over an algebraically closed field
F. In this section, we will denote K = K(A, − ) and M = M(A, − ).

Remark 4.3.10. The algebras on Example 4.2.22 and on Example 4.2.23 with
(D, ̂ ) ∼= (M2(F), t ) satisfying that (E ⊗F F, − ) ∼= (M2(F),̂) and W has
dimension 4. Thus, they fall into the class of algebras we are going to study
in this section.

Lemma 4.3.11. Let (A, − ,Γ) be a graded-central-simple algebra over an
algebraically closed field F with involution and a structurable grading Γ: A =
E⊕W such that (E, − ) ∼= (M2(F),̂) and W has dimension 4. Then, there
is an element w ∈ W such that w2 = 1.

Proof. DenoteW = W(A, − ,Γ). Then, Remark 4.2.27 shows that (E, − ) ∼=
(L(W), − ). Therefore, we just need to prove that there is an element w ∈ W

such that {w,w, ·} = id. Using theorem 4.1.4, this is equivalent to proving
(using the same notation as in the theorem) the existence of an element
w ∈ A(W)1,2 such that ww = e1, where e1 is the idempotent which gives the
Peirce decomposition as in theorem 4.1.4 .

Since we work over an algebraically closed field, there is a vector space V
such that either A(W) ∼= EndF(V ) or A(W) ∼= EndF(V )⊕ EndF(V )op. Since
E is simple and it is isomorphic to L(W), which is isomorphic to A(W)1,1,
then A(W) is isomorphic to EndF(V ). Moreover, the restriction of the invo-
lution to A(W)1,1 is orthogonal, which implies that the involution of A(W)
is orthogonal. Thus, if − is the involution of A(W) (after the identifica-
tion with EndF(V )), there is a symmetric bilinear form b : V × V → F such
that b(rv, w) = b(v, rw) for all r ∈ EndF(V ) and v, w ∈ V . We identify the
idempotent e1 with the corresponding endomorphism. We denote V 1 = e1V
and V 0 = {v ∈ V | e1v = 0} = kerLe1 . Since for any vector v ∈ V ,
v = (1− e1)v + e1v, the fact that e1(1− e1) = 0, implies that V = V 0 + V 1.
The fact that e1 is an idempotent implies that V = V 0 ⊕ V 1. Since e1 = e1,
we have that b(e1v, w) = b(v, e1w). Therefore, b(V 1, V 0) = b(V 0, V 1) = 0.
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Therefore, we can take an orthonormal basis {v11, ..., v1n} of V 1 and extend it
with an orthonormal basis {v01, ..., v0m} of V 1 obtaining an orthonormal ba-
sis of V . Using this basis, we deduce that (A(W), − ) ∼= (Mn+m(F), t ) and
that with this identification e1 = E1,1 + ... + En,n. This implies that with
this identification, A1,1 = Mn(F) and A1,2 = Mn,m(F). Since dimF(E) = 4,
n = 2 and since dimFW = 4, m = 2. Taking w = E1,3 + E2,4, we get that
ww = e1.

Choose an element w ∈ W such that w2 = 1. Then E = Eh(w,w) =
h(Ew,w). Thus, dimF(Ew) = 4, which implies that W = Ew. identifying E

with (M2(F),̂), we can take x1 = E1,2 + E2,1, x2 = w and x3 = x1x2. Since
E = K⊕Kx1, we get the following decomposition:

A = K⊕Kx1 ⊕Kx2 ⊕Kx3 (4.3.2)

and

M = Kx1 ⊕Kx2 ⊕Kx3 (4.3.3)

Lemma 4.3.12. With the notation of (4.3.2), for every e, f ∈ K we have
(exi)(fxj) = (fe)xk, (exi)(fxi) = fe, e(fxi) = (fe)xi and (fxi)e = (fe)xi
for {i, j, k} = {1, 2, 3}.

Proof. Assume first that e, f = 1. Then, the fact that x1 = x1, implies that
x2x3 = x2(x1x2) = h(x1x2, x2) = x1h(x2, x2) = x1. Additionally, x1x3 =
x1(x1x2) = x1 ◦ (x1 ◦ x2) = (x21) ◦ x2 = x2. If we have {i, j, k} = {1, 2, 3}
such that, xixj = xk, applying the involution, we get xjxi = xk. Finally,
x23 = h(x1x2, x1x2) = x1h(x2, x2)x1 = x1x1 = 1.

Now, for arbitrary e, f ∈ K, we have that (exi)(fxj) = f((exi)xj) due

to Lemma 3.2.2 and (exi)xj = xj(exi) = xj(exi) = e(xjxi) = (xixj)e. Thus,
(exi)(fxj) = f((xixj)e). In case {i, j, k} = {1, 2, 3}, we get (exi)(fxj) =
f(xke) = f(exk) = (fe)xk. And finally, (exi)(fxi) = f(x2i e) = fe.

e(fxi) = (fe)xi follows from Lemma 3.2.2 and using that we have:

(fxi)e = (fxi)e = e(xif) = e(fxi) = (fe)xi = xi(fe) = (fe)xi

Corollary 4.3.13. With the previous notation, given σ ∈ S3 (the symmetric
group of 3 elements), and an unitary commutative associative algebra R, the
map φσR : A ⊗F R → A ⊗F R given by φσR(e0 + e1x1 + e2x2 + e3x3) = e0 +
e1xσ(1)+e2xσ(2)+e3xσ(3) for every e0, e1, e2, e3 ∈ K⊗FR is in Aut(A, − )(R).
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Corollary 4.3.14. With the previous notation, let {i, j, k} = {1, 2, 3}. De-
note Ei = K⊕Kxi and Wi = Kxj⊕Kxk. Then, the grading Γi : A = Ei⊕Wi

is a structurable grading and (A, − ,Γi) is graded-central-simple. Moreover,
those are the only structurable gradings satisfying this condition.

Proof. Since Γ1 is the structurable grading used to obtain (4.3.2), for any
i ∈ {1, 2, 3} taking σ ∈ S3 such that σ(1) = i, φσ(E1) = Ei and φσ(W1) = Wi.
Thus applying φσ we get that Γi is a structurable grading.

Due to Lemma 4.3.8, we only need to prove that for a structurable grading
Γ: A = E ⊕ W , then E = Ei for some i ∈ {1, 2, 3}. We will prove it by
contradiction. Hence, assume that E ̸= Ei for any i ∈ {1, 2, 3}. Using Lemma
4.3.7, we have that E∩M ⊆ Kxj⊕Kxk for all {i, j, k} = {1, 2, 3}. Therefore,
this would imply E = K and W = M. However, this is a contradiction with
Proposition 4.3.2 and the fact that there are three different structurable
gradings.

Remark 4.3.15. Notice that since (M2(F),̂) is a quaternion algebra, if x̃1 is
an hermitian element in E ∩M such that x̃21 = 1, then there is an automor-
phism sending E1,1−E2,2 to itself and x1 7→ x̃1. Moreover, this automorphism
preserves the involution. Now, due to [Rig22, (8.2.2)], this automorphism
extends to an automorphism of A preserving E and W. Thus, up to isomor-
phism, we could have taken x1 to be any element in E∩M such that x21 = 1,
x2 to be any element in W such that x22 = 1 and x3 = x1x2.

Example 4.3.16. Recall the structurable algebras from Example 4.2.22.
Due to Lemma 4.3.12 they are isomorphic. We are going to use Remark
4.3.15 in order to give choices of x1, x2 and x3 in each of the models given in
the example depending on the choice of Φ0 and Φ1. It will be enough to take
x1 to be an element of E ∩M whose square is 1, x2 an element of W whose
square is 1 and x3 = x1x2. Since in the example the product is defined for
elements of M2(F)×M2(F), to calculate that this works is straightforward.

(1) Case Φ0 =

(
1 0
0 1

)
= Φ1. In this case, we can take:

⋆ x1 =

((
1 0
0 −1

)
, 0

)
⋆ x2 =

(
0 ,

(
1 0
0 1

))
⋆ x3 =

(
0 ,

(
1 0
0 −1

))
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(2) Case Φ0 =

(
1 0
0 1

)
and Φ1 =

(
0 1
1 0

)

⋆ x1 =

((
1 0
0 −1

)
, 0

)
⋆ x2 =

(
0 , 1√

2

(
1 1
i −i

))
⋆ x3 =

(
0 , 1√

2

(
1 1
−i i

))

(3) Case Φ0 =

(
0 1
1 0

)
and Φ1 =

(
1 0
0 1

)

⋆ x1 =

((
0 1
1 0

)
, 0

)
⋆ x2 =

(
0 , 1√

2

(
1 i
1 −i

))
⋆ x3 =

(
0 , 1√

2

(
1 −i
1 i

))

(4) Case Φ0 =

(
0 1
1 0

)
and Φ1 =

(
1 0
0 1

)

⋆ x1 =

((
0 1
1 0

)
, 0

)
⋆ x2 =

(
0 , 1√

2

(
1 0
0 1

))
⋆ x3 =

(
0 , 1√

2

(
0 1
1 0

))
Example 4.3.17. Recall the structurable algebras from Example 4.2.23 with
(D, ̂ ) = (M2(F), t ). In this case, in the same vein as in Example 4.3.16, we
will find different choices of x1, x2 and x3 for two different choices of d1 and
d2.

(1) Case d0 = z0 = d1 or d0 = z2 = d1:

⋆ x1 = (z2, 0),

⋆ x2 = (0, z0),
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⋆ x3 = (0, z2).

(2) Case d0 = z0, d1 = zi with i ̸= 0: take {i, j, k} = {1, 2, 3} and ζ such
that zjzizk = ζ2z0, then:

⋆ x1 = (z2, 0),

⋆ x2 = (0, ζ(zj + zk)),

⋆ x3 = (0, ζ(zj+2 + zk+2).

This algebra, which we have shown that doesn’t have the uniqueness
property, is a known algebra called the split quartic Cayley algebra,
which appears for example in [Ali91], in order to give constructions of Lie
algebras of type D4. We will show how it is constructed. In order to do so,
we need to recall a modified Cayley-Dickson process, which is introduced in
[AF84], starting with the algebra B = F ⊕ F ⊕ F ⊕ F. Take µ ∈ F× and
denote by t the trace of B, i.e., t(a, b, c, d) = 1

4
(a+ b+ c+ d), and by 1B the

unit of B. Define bθ = −b + 1
2
t(b)1B for every b ∈ B. Let A = B ⊕ B. We

can define a product · and an involution − of A by:

(b1, b2) · (b3, b4) = (b1b3 + µ(b2b
θ
4)
θ, bθ1b4 + (bθ2b

θ
3)
θ), and

(b1, b2) = (b1,−bθ2).

We can denote s = (0, 1B) and we denote any element (b1, b2) ∈ B⊕B as
b1 + sb2. This algebra with involution is denoted by CD(B, µ). Notice that
the morphism b1 + sb2 7→ b1 +

√
µsb2 is an isomorphism from CD(B, µ) to

CD(B, 1). This is what we call the split quartic Cayley algebra. If we
denote K = F1 ⊕ Fs and we denote x1 = (1, 1,−1,−1), x2 = (1,−1, 1,−1)
and x3 = (1,−1,−1, 1), we obtain an isomorphism from CD(B, 1) to (A, − ).

We will give now some examples of what can happen over arbitrary fields.
In this case, any twisted form of an algebra with the uniqueness property
over an algebraically closed field will have the uniqueness property, since
any structurable grading, after extension of scalars is a structurable grading.
Thus, we will only be interested in twisted forms of the split quartic Cayley
algebras (or just quartic Cayley algebras as called in [Ali90]). The following
examples shed some light on the cases that might happen.

Example 4.3.18. Consider the R-algebra with involution (E, − ) = (M2(R), t )
and we denote W = M2(R). We define the action ◦ : E × W → W by
X ◦ Y = XY , i.e., we endow M2(R) with a structure of left-unitary associa-
tive module. Consider now the hermitian form h : W ×W → E by

h(X, Y ) = X

(
1 0
0 −1

)
Y t.
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This is a hermitian form due to the fact that

h(X ◦ Y, Z) = (XY )

(
1 0
0 −1

)
Zt = X

(
Y

(
1 0
0 −1

)
Zt

)
and

h(X, Y ) =

(
X

(
1 0
0 −1

)
Y t

)t
= Y

(
1 0
0 −1

)
X t = h(Y,X).

Let (A, − ) = S(E, − ,W, h). This is a quartic Cayley algebra. Denote
K = K(A, − ) and M = M(A, − ).

We will prove that (A, − ) has the uniqueness property by contradiction.

Assume that it doesn’t have the uniqueness property and let Γ̃ : A = Ẽ⊕W̃ be
a structurable grading such that (A, − , Γ̃) is a graded-central-simple algebra.
Due to Proposition 4.3.3 and the fact that the involution is not the identity,
(Ẽ⊗R C, − ) ∼= (M2(C),̂). Due to (3.2.2), it follows that Ẽ = K⊕ (M ∩ Ẽ).

Due to Lemmma (4.3.7), it follows that (M∩ Ẽ) ⊆ W. Thus, K⊕ (M∩ Ẽ) is

a Z2-grading of Ẽ. Since Ẽ is a quaternionic algebra, this implies that there
is an element m ∈ M(A, − ) such that m2 ∈ R×1, and either E = Ẽ, which

due to Lemma 4.3.8 implies that Γ = Γ̃, or m ∈ W , which would imply that
there is an element X ∈ M2(R) such that

X

(
1 0
0 −1

)
X t = λId

for some λ ∈ R× which is a contradiction due to the fact that λId and(
1 0
0 −1

)
have different signature.

Example 4.3.19. For this example, we denote by σ the nontrivial automor-
phism of Q[i] and consider the Q-algebra E = CD(Q[i], σ, 2) = Q[i] ⊕ wQ[i]
with w2 = 2 and with the involution − given by

λ1 + wλ2 = σ(λ1) + wλ2

for every λ1, λ2 ∈ Q[i], i.e, the composition of the standard involution and
the automorphism given by λ1 + wλ2 7→ λ1 − wλ2 . We consider W = E

and the action ◦ : E ×W → W given by left multiplication, which endows
W with a structure of unitary associative left module. Finally, we define
the hermitian form h(v, w) = v3w. We denote (A, − ) = S(E, − ,W, h).
Hence A = E ⊕W . We denote x1 = (w, 0), x2 = (0, 1), x3 = (0, w). Here
K = K(A, − ) = Q1 ⊕ Q(i, 0). We can identify it with Q[i]. With this
notation we have that:
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A = K1⊕Kx1 ⊕Kx2 ⊕Kx3.

We have three structurable gradings denoted Γi : A = Ei ⊕ Wi for i =
1, 2, 3 where if {i, j, k} = {1, 2, 3}, Ei = K1 ⊕ Kxi and W = Kxj ⊕ Kxk
and they satisfy that (A, − ,Γi) is graded-central-simple. Clearly, after ex-
tending scalars these are isomorphic to the split Cayley algebra and the three
structurable gradings. However, in this case, the gradings are not isomorphic
since E1

∼= CD(Q[i], σ, 2),E2
∼= CD(Q[i], σ, 3) and E3

∼= CD(Q[i], σ, 6).
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Chapter 5

Automorphisms and gradings
on structurable algebras

In this chapter, we are going to classify the gradings on central simple struc-
turable algebras related to a hermitian form by an abelian group up to iso-
morphism. In order to find the classification, we are going to rely in the
equivalences of categories and the uniqueness property shown in the previous
Chapter in order to find an isomorphism the automorphism group schemes
of the structurable algebras with the uniqueness property and the automor-
phism group schemes of some associative algebras with some 3-grading and
an involution.

In Section 5.1 we show that there is an isomorphism betweem the auto-
morphism group scheme of the algebras with involution with only one struc-
turable grading and the corresponding 3-graded associative algebra with an
involution (see Theorem 5.1.7). Moreover, we give a description of the auto-
morphism group scheme of the split quartic Cayley algebra in term of known
groups (see Theorem 5.1.13). Finally, in Section 5.2 we classify the grad-
ings on the associative setting, and use this and the fact that we have an
isomorphism group scheme between the automorphisms of certain graded as-
sociative algebras with involution and certain algebras with involution and a
structurabl gradings in order to classify up to isomorphism the gradings on
the central simple structurable algebras related to an hermitian form. There
are two main complications with this approach: first, not all the gradings
on structurable algebras are gradings on structurable algebras with a struc-
turable grading, and then, some isomorphic gradings of the structurable al-
gebra, are not isomorphic as gradings of the structurable algebra with the
structurable grading. For that reason, before giving the complete classifica-
tion, we classify these gradings up to isomorphism, and then use the results
on the associative algebras in order to give a complete classification which is

129
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divided into the Theorems 5.2.63 and 5.2.65.

5.1 Automorphism group schemes

Our purpose in this section is to give a description of the automorphism
group scheme of the structurable algebra. In order to do so, we will use the
concepts we have been developing in the previous sections. Our main results
in this section are Theorem 5.1.7 and Theorem 5.1.13.

5.1.1 Associative triple systems

Recall that we have a functor A, which is an equivalence of categories from
SAT2 to 3SGrAlgInv . Hence for a simple AT2 (W, {· · · }), Aut(W, {· · · }) ∼=
Aut(A(W), − ,∆(W)). We are going to show that this isomorphism can be
extended to affine group schemes in Proposition 5.1.1 and use it in Corollary
5.1.3 to prove that Aut(W, {· · · }) is smooth.

Proposition 5.1.1. Let (W, {· · · }) be a simple AT2. The morphism of affine
group schemes:

θ : Aut(A(W), − ,∆(W)) → Aut(W, {· · · })

given by θR(ψ) = ψ|W⊗FR is an isomorphism.

Proof. Due to Theorem 4.1.12 (A(W), − ) is simple. Moreover, due to Lemma
4.1.13, A(W) is generated as an algebra with involution byW. Thus, A(W)⊗F
R is generated as an algebra with involution by W⊗F R.

Given ψ ∈ Aut(W, {· · · })(R), A(ψ) is well defined as shown in Remark
4.1.19. A(ψ) is an automorphism due the fact that its inverse is A(ψ−1). We
define θ−1 : Aut(W, {· · · }) → Aut(A(W), − ,∆(W)) as θ−1

R (ψ) = A(ψ). By
definition, we can see that θR ◦ θ−1

R = id. On the other hand we have that
θR ◦ (θ−1

R ◦ θR) = (θR ◦ θ−1
R ) ◦ θR = θR. Since θR is injective, θ−1

R ◦ θR = id.
Thus, θ is an isomorphism with inverse θ−1.

In order to finish this section, we are going to prove thatAut(W, {· · · }) is
smooth for any central simple AT2 (W, {· · · }). Using Proposition 5.1.1 and
Proposition 4.1.20 we prove that for any object (A, − ,∆) of 3SGrAlgInv ,
Aut(A, − ,∆) is smooth. In order to do so, let (A, − ) be a central simple as-
sociative algebra. We denote the center of A by Z. We define the affine group
schemesAutZ(A),AutZ(A, − ,∆),Sim(A, − ),Sim0(A, − ) and Iso(A, − )
as the group schemes whose R-points are:
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AutZ(A)(R) = {ψ ∈ Aut(A)(R) | ψ|Z = id},
AutZ(A, − )(R) = AutZ(A)(R) ∩Aut(A, − )(R),

AutZ(A, − ,∆)(R) = AutZ(A)(R) ∩Aut(A, − ,∆)(R),

Sim(A, − )(R) = {u ∈ (A⊗F R)
× | uu ∈ (Z⊗F R)

×},
Sim0(A, − )(R) = {u ∈ (A0 ⊗F R)

× | uu ∈ (Z⊗F R)
×}, and

Iso(A, − )(R) = {u ∈ (A⊗F R)
× | uu = 1}.

We can now prove the following proposition.

Proposition 5.1.2. Let (A, − ,∆) be an object of 3CSGrAlgInv. Then
Aut(A, − ,∆) is smooth.

Proof. Denote by e1 and e2 two idempotents such that e2 = 1−e1, ei = ei for
i ∈ {1, 2}, A−1 = A1,2, A0 = A1,1 ⊕ A2,2 and A1 = A2,1, where Ai,j = eiAej
for i, j ∈ {1, 2}. Such e1 exists since due to Proposition 4.1.20, there is a
simple AT2 W such that (A, − ,∆) ∼= (A(W), − ,∆(W)) and we can take as
e1 the unit in L(W).

We will also denote as − , the linear extension of − to A ⊗F R and its
restriction to other subspaces. Denote by Z the center of A. Z is a graded
subspace of A [AC20, Lemma 3.8]. Call the induced grading ∆Z. Since ∆Z

is a 3-grading on a separable algebra of dimension 1 or 2, it is trivial. Thus,
Aut(Z, − ,∆Z) = Aut(Z, − ). Due to [KMRT, 22.10] we have the following
exact sequence:

1 → AutZ(A, − ,∆) → Aut(A, − ,∆) → Aut(Z, − ) → 1

Where the first morphism is given by the inclusion and the second one is
given by the restriction to Z.

Thus, since the characteristic of F is different from 2, and (Z, − ) is a
central simple algebra with involution, Aut(Z, − ) is smooth (see [KMRT,
23]). Using [KMRT, 22.12] and the previous exact sequence, we just need to
prove that AutZ(A, − ,∆) is smooth.

For an element u ∈ (A⊗F R)
×, we define

IntR(u) ∈ AutZ(R)

as IntR(u)(a) = uau−1. As it is shown in [KMRT, 23], the morphism
Int : GL1(A) → AutZ(A) is surjective. Moreover, the inverse image of
AutZ(A, − ) by Int is Sim(A, − ). We will show that the inverse image
of AutZ(A, − ,∆) is Sim0(A, − ,∆). Indeed, if we take an element u ∈
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(A⊗F R)
× satisfying uu ∈ Z× and such that IntR(u) ∈ AutZ(A, − ,∆)(R).

Since IntR(u) preserves the grading, it preserves (A−1 ⊗ R)(A1 ⊗ R). Since
e1 is the unit of (A−1 ⊗ R)(A1 ⊗ R) (due to the fact that for a simple AT2
W, Theorem 4.1.12 implies L(W ) = A−1(W )A1(W ) ), then IntR(u)(ei) = ei.
Thus uei = eiu for i ∈ {1, 2}. Since eiuei = e2iu = eiu for i ∈ {1, 2}, we have
that u = e1u+ e2u = e1ue1 + e2ue2 = u1 + u2. Since u1 + u2 ∈ A0, it follows
that the inverse image of AutZ(A, − ,∆) by Int is Sim0(A, − ,∆).

Due to [KMRT, 22.4], the restriction of Int to Sim0(A, − ,∆) gives a sur-
jective morphism Sim0(A, − ,∆) → AutZ(A, − ,∆) and also,AutZ(A, − ,∆)
is smooth if Sim0(A, − ,∆) is smooth. Thus, we just need to prove that
Sim0(A, − ,∆) is smooth.

Since F1 is the subalgebra of Z which consists on the invariant elements
under − , we have the following exact sequence [KMRT, 23.4]:

1 → Iso(A0, − ) → Sim0(A, − ,∆)
µ→ Gm → 1

where µR(u) = uu. Due to the fact that GL1 is smooth as shown in
[KMRT, 22.11], if Iso(A0, − ) is smooth, [KMRT, 22.10] would imply that
Sim0(A, − ,∆) is smooth. Therefore, we just have to prove that Iso(A0, − )
is smooth.

Finally, given u, v ∈ (A0 ⊗F R)
×, let ui = eiuei and vi = eivei as before

for each i ∈ {1, 2}. Then, since u1v2 = u2v1 = 0, it follows that uv = 1 if
and only if uivi = ei for i ∈ {1, 2}. Therefore, we have an isomorphism

θ : Iso(A1,1, − )× Iso(A2,2, − ) → Iso(A0, − )

given by θR(u1, u2) = u1 + u2. Since Lemma 4.1.22 implies that (Ai,i, − ) is
central simple for i ∈ {1, 2}, due to [KMRT, 23], Iso(Ai,i, − ) is smooth for
i ∈ {1, 2}. Thus, [KMRT, 21.10] implies that Iso(A0, − ) is smooth.

Corollary 5.1.3. Let (W, {· · · }) be a central simple AT2. Then the auto-
morphism group scheme Aut(W, {· · · }) is smooth.

5.1.2 Structurable algebras with the uniqueness prop-
erty

In this subsection we will give a description of the affine group scheme
Aut(A, − ,Γ) for graded-central-simple structurable algebras (A, − ,Γ) in
terms of AT2. We will show in Proposition 5.1.6 that in case (A, − ) has the
uniqueness property,

Aut(A, − ,Γ) ∼= Aut(A, − ).
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The goal will be to prove Theorem 5.1.7

We will begin recalling that for a graded-central-simple structurable al-
gebra (A, − ,Γ) with a structurable grading Γ: A = E⊕W, due to Corollary
4.2.9, E = WW. Thus, given a unital commutative associative algebra R,
and φ ∈ Aut(A, − )(R), φ(W ⊗FR) = W ⊗FR, implies φ(E⊗FR) = E⊗FR.

Theorem 5.1.4. Let (W, {· · · }) be a central simple associative triple system
of the second kind. Then the morphism of affine group schemes:

θ : Aut(A(W), − ,ΓA(W)) → Aut(W, {· · · })

given by θR(φ) = φ|W⊗FR for every algebra R, is an isomorphism.

Proof. Define θ−1
R (φ) to be the morphism satisfying:

(1) θ−1
R (φ)(w) = φ(w) for all w ∈ W and

(2) θ−1
R (φ)(x) =

∑k
i=1 φ(vi ⊗ 1)φ(wi ⊗ 1)(1⊗ ri) if

x =
k∑
i=1

viwi ⊗ ri ∈ L(W)⊗R

for any v1, w1, ..., vk, wk ∈ W and r1, ..., rk ∈ R.

Since (W, {· · · }) is simple, it implies that (A(W), − ,ΓA(W)) is graded-
simple. (W⊗F R)(W⊗F R) = E⊗F R. Thus, in order to show that it is well
defined we just need to prove that if

∑k
i=1 viwi ⊗ ri = 0, then

∑k
i=1 φ(vi ⊗

1)φ(wi ⊗ 1)(1⊗ ri) = 0 but this can be shown in the same way as we did to
show that the functor A was well defined. Similarly, we show that it is an
algebra homomorphism.

Due to the fact that W⊗ R generates the whole algebra, it is clear that
θ−1 ◦ θ = id and that θ ◦ θ−1 = id.

Now we will prove that if (A, − ,Γ) is an object of CSAlgStrGr such that
(A, − ) has the uniqueness property, then Aut(A, − ) = Aut(A, − ,Γ).

Lemma 5.1.5. Let (A, − ,Γ) be an object of CSAlgStrGr where Γ: A =
E⊕W is the structurable grading. Then, Der(A, − ) = Der(A, − ,Γ).

Proof. Clearly Der(A, − ) ⊇ Der(A, − ,Γ). Hence, we just need to show
that Der(A, − ) ⊆ Der(A, − ,Γ). Let d ∈ Der(A, − ).
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In case E = K(A, − ), then since d(S(A, − )) ⊆ S(A, − ), it is clear that
d(E) ⊆ E. Moreover, if w ∈ W and e ∈ E, we have that

ed(w) = ed(w) + d(e)w − d(e)w = d(ew)− d(e)w = d(we)− wd(e)

= d(w)e+ wd(e)− wd(e) = d(w)e.

Since d(H(A, − )) ⊆ d(H(A, − )), it follows that d(w) ∈ M(A, − ). Since in
this case, W = M(A, − ) due to Lemma 4.3.8, the result follows.

In case E ̸= K(A, − ), since after extending scalars, the map induced by d
is also a derivation, we can assume that we work over an algebraically closed
field. Denote:

Der0 = {d ∈ Der(A, − ) | d(E) ⊆ E, d(W) ⊆ W}, and
Der1 = {d ∈ Der(A, − ) | d(E) ⊆ W, d(W) ⊆ E}

We have that Der(A, − ) = Der0(A, − )⊕Der1(A, − ). Hence, if we prove
that Der1(A, − ) = 0, the statement follows. Due to Proposition 4.3.3, we
only need to consider two cases:

(1) In case E = F1, for d ∈ Der1(A, − ), we have that d(1) = d(12) = 2d(1),
which implies that d(1) = 0. For an element w ∈ W, since d(w) ∈ F1,
we have that d(w) = λ1. Since w2 ∈ F1, we have that 0 = d(w2) =
wd(w) + d(w)w = 2λw. Thus, λ = 0 and it follows that d = 0.

(2) In case (E, − ) = (M2(F),̂), we can identify those two algebras. Take
d ∈ Der1(A, − ) and denote s = E1,1 − E2,2. Clearly s ∈ S(A, − ).
Moreover, since d(S(A, − )) ⊆ S(A, − ) and S(A, − ) = Fs, d(s) ∈
S(A, − ) ∩ W = (0). Due to the fact that K(A, − ) = F1 ⊕ Fs, it
follows, d(K(A, − )) = 0. Denote x = E1,2 + E2,1. In this case, x ∈
E ∩ M(A, − ). Because d(x) ∈ W, we have that xd(x) = xd(x) =
Ěd(x)sx = d(x)x. Since x2 = 1, it follows that

0 = d(x2) = xd(x) + d(x)x = 2xd(x).

Thus,

0 =
1

2
x(2xd(x)) = x2d(x) = d(x).

Moreover, as it happens in (M2(F),̂), E = K(A, − ) ⊕ K(A, − )x.
Therefore, d(E) = 0.

Finally, given w ∈ W and e ∈ E, we have that

ed(w) = d(ew)− d(e)w = d(ew) = d(we) = d(w)e,
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But if x ∈ E and ex = xe for all e ∈ E, this implies that x = 0. Thus,
d(w) = 0. Therefore, we have shown that d(W) = 0, which implies
that d = 0.

We can use this Lemma in order to prove the equality Aut(A, − ,Γ) =
Aut(A, − ) in the following way:

Proposition 5.1.6. Let (A, − ,Γ) be an object of CSAlgStrGr such that
(A ⊗F F, − ) has the uniqueness property. Let Γ: A = E ⊕W be the struc-
turable grading. Then:

Aut(A, − ,Γ) = Aut(A, − )

Proof. Denote by θ : Aut(A, − ,Γ) → Aut(A, − ), the natural embedding,
i.e., the morphism given by θR(φ) = φ. We will prove that it is an isomor-
phism.

Since (A⊗FF, − ) has the uniqueness property, and for any automorphism
φ ∈ Aut(A, − )(F), Γφ : A⊗F F = φ(E⊗F F)⊕ φ(W ⊗F F) is a structurable
grading, it follows, that Γφ = Γ. Hence, if φ ∈ Aut(A, − )(F), then φ ∈
Aut(A, − ,Γ)(F), which implies that θF is an isomorphism.

d(θ) : Der(A, − ,Γ) → Der(A, − )

is injective since θF[τ ] is a monomorphism, hence, it is an isomorphism because
due to Lemma 5.1.5, Der(A, − ,Γ) = Der(A, − ). Finally, because of Theo-
rem 5.1.4, Proposition 5.1.1 and Corolary 5.1.3, we have that Aut(A, − ,Γ)
is smooth. Therefore, [EK13, Theorem A.50] implies that θ is an isomor-
phism.

As a corollary of this, we get the following theorem.

Theorem 5.1.7. Let (A, − ,Γ) be an object of CSAlgStrGr such that (A⊗F
F, − ) has the uniqueness property. Denote W = W(A, − ,Γ). Then:

Aut(A, − ) ∼= Aut(A(W), − ,∆(W))

via the morphism θ−1
2 ◦ θ1 where

θ1 : Aut(A, − ) → Aut(W(A, − ,Γ))

and
θ2 : Aut(A(W), − ,∆(W)) → Aut(W)

are defined by θ1R(ψ) = ψ|W⊗FR for every ψ ∈ Aut(A, − ,Γ)(R) and θ2R(ψ) =
ψ|W⊗FR for every ψ ∈ Aut(A(W), − ,∆(W))(R)
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Proof. This follows from Proposition 5.1.6, Theorem 5.1.4, Proposition 5.1.1
and Proposition 4.2.26

5.1.3 Automorphisms on the split quartic Cayley al-
gebra

When we work over an algebraically closed field, the only algebra which
doesn’t have the uniqueness property, is the split quartic Cayley algebra,
which we will denote until the end of the section by (A, − ). Our goal will
be to prove Theorem 5.1.13, which gives a description of its automorphism
group scheme.

If we use the notation from (4.3.2) we can define a Z2
2-grading by:

A(0,0) = K, A(0,1) = Kx1, A(1,0) = Kx2, A(1,1) = Kx3

We call this grading the standard quartic grading and denote it by
ΓSQ. Recall that for a finite abelian groupG, the constant affine group scheme
is the affine group scheme whose R points are HomAlgF(Maps(G,F), R) and
that Maps(G,F) is spanned as a vector space by the maps eσ for each σ ∈ G,
where eσ(σ) = 1 and eσ(τ) = 0 if τ ̸= σ.

Lemma 5.1.8. Let (A, − ) be the split quartic Cayley algebra. There is a
morphism:

θ : Aut(A, − ,ΓSQ)⋊ Sym3 → Aut(A, − )

Defined as:

θR(ψ, f)(y0+y1x1+y2x2+y3x3) = ψ

y0 + ∑
σ∈Sym3

3∑
i=1

yi(xσ(i) ⊗ 1) (1⊗ f(eσ))


for every y0, y1, y2, y3 ∈ K⊗F R and f ∈ Sym3(R).

Proof. To begin with, we notice that the elements eσ for σ ∈ Sym3 are
orthogonal idempotents. Moreover, 1 =

∑
σ∈Sym3

eσ. Therefore, their images
under f are also orthogonal idempotents of R whose sum is 1. Since for
every ψ ∈ Aut(A, − ,ΓSQ)(R) and f ∈ Sym3(R) we have that θR(ψ, f) =
ψ ◦ θR(id, f), in order to prove that θR(ψ, f) ∈ Aut(A, − ), we just need to
show that θR(id, f) ∈ Aut(A, − ).

θR(id, f) clearly preserves the involution. Moreover, θR(id, f)|K⊗R = id
and for any i ∈ {1, 2, 3} and y ∈ K⊗R, we have that

θR(id, f)(yxi) = yθR(id, f)(xi) = θR(id, f)(y)θR(id, f)(xi).
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Hence, we just need to prove that

θR(id, f)(xixj) = θR(id, f)(xi)θR(id, f)(xj)

for every i, j ∈ {1, 2, 3}. In case i = j we have:

(θR(id, f)(xi))
2 =

 ∑
σ∈Sym3

xσ(i) ⊗ f(eσ)

2

=
∑

σ,τ∈Sym3

xσ(i)xτ(i) ⊗ f(eσ)f(eτ )

=
∑

σ∈Sym3

xσ(i)xσ(i) ⊗ f(eσ)

=
∑

σ∈Sym3

1⊗ f(eσ)

= 1

= θR(id, f)(x
2
i ).

Finally, in case i ̸= j, let {i, j, k} = {1, 2, 3}:

θR(id, f)(xi)θR(id, f)(xj) =

 ∑
σ∈Sym3

xσ(i) ⊗ f(eσ)

 ∑
σ∈Sym3

xσ(j) ⊗ f(eσ)


=

∑
σ,τ∈Sym3

xσ(i)xτ(j) ⊗ f(eσ)f(eτ )

=
∑

σ∈Sym3

xσ(i)xσ(j) ⊗ f(eσ)

=
∑

σ∈Sym3

xσ(k) ⊗ f(eσ)

= θR(id, f)(xk)

= θR(id, f)(xixj)

Lemma 5.1.9. Let (A, − ) be the split quartic Cayley algebra over an al-
gebraically closed field F. Using the notation from (4.3.2) and the grading
Γ1 from Corollary 4.3.14. Let C2 be the subgroup of Sym3 generated by the
transposition (2, 3). Then:

Aut(A, − ,ΓSQ)⋊ C2
∼= Aut(A, − ,Γ1)
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Proof. The restriction of the morphism θ on Lemma 5.1.8 to the affine group
scheme Aut(A, − ,ΓSQ) ⋊ C2, factors through Aut(A, − ,Γ1). Denote the
morphism defined by the restriction of θ as θ̃ : Aut(A, − ,ΓSQ) ⋊ C2 →
Aut(A, − ,Γ1). Due to Theorem 5.1.4 and Corollary 5.1.3, it follows that
Aut(A, − ,Γ1) is smooth. Hence, due to [EK13, Theorem A.50], we just
need to prove that θ̃F is an isomorphism and that dθ̃ is also an isomorphism.

If f ∈ HomAlgF(Maps(C2,F),F), since e2id = eid, e
2
(2,3) = e(2,3) and eid +

e(2,3) = 1, then either f(eid) = 1 and f(e(2,3)) = 0 or f(eid) = 0 and f(e(2,3)) =
1 (C2(F) is the cyclic group of order 2). In the first case θ(id, f) = φid

F = id

and in the second case θ(id, f) = φ
(2,3)
F (φσR is defined as in Corollary 4.3.13).

Due to Corollary 4.3.14, it follows that if ψ ∈ Aut(A, − ,Γ1), there is
some σ ∈ C2 such that ψ(Kxi) ⊆ Kxσ(i) for all i ∈ {1, 2, 3}. In this case,
ψ = (ψφσF)φ

σ
F. So, due to the fact that (ψφσF) ∈ Aut(A, − ,ΓSQ), if f(σ) = 1

and f(τ) = 0 for τ ̸= σ, we have that ψ = θ̃F(ψφ
σ
F, f). Thus, θ̃F is surjective.

In order to prove that θ̃F is a monomorphism, assume that θ̃F(ψ, f) = id.

This implies that ψ−1 = ψ−1θ̃F(ψ, f) = θ̃(id, f). Thus, θ̃F(id, f) ̸= φ
(1,2)
F and

that, as we saw before, implies that θ̃F(id, f) = id, and so, ψ = id. Therefore,
θ̃F is injective. Thus, it is an isomorphism.

By Lemma 5.1.5, any derivation d ∈ Der(A, − ), preserves Γ1 and Γ2.
Hence d(K) ⊆ K and d(Kxi) ⊆ Kxi for all i ∈ {1, 2, 3}. Thus,

Der(A, − ) = Der(A, − ,Γ1) = Der(A, − ,ΓSQ).

Now, on the one hand,

Lie(Aut(A, − ,Γ1)) = Der(A, − ,Γ1) = Der(A, − ,ΓSQ)

and if we consider the projection π : Aut(A, − ,ΓSQ)⋊ C2 → C2, we have

Lie(ker dπ) = Lie(Aut(A, − ,ΓSQ)) = Der(A, − ,ΓSQ)

where the first equality is proved in [KMRT, (21.4)] but since Lie(C2) =
0, then dπ = 0 and ker dπ = Aut(A, − ,ΓSQ) ⋊ C2. Therefore, dθ̃ is an
isomorphism.

Corollary 5.1.10. Aut(A, − ,ΓSQ) is smooth.

Proof. SinceAut(A, − ,Γ1) is smooth and it is isomorphic toAut(A, − ,ΓSQ)⋊
C2, thus there is an isomorphism of algebras

F[Aut(A, − ,ΓSQ)⋊ C2] ∼= F[Aut(A, − ,ΓSQ)]⊗F F[C2]

which implies that F[Aut(A, − ,ΓSQ)]⊗FF[C2] is reduced. Hence, F[Aut(A, − ,ΓSQ)],
is reduced. Therefore, since F is algebraically closed, it follows thatAut(A, − ,ΓSQ)
is smooth [KMRT, 21.9]).
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Proposition 5.1.11. Let (A, − ) be the split quartic Cayley algebra over an
algebraically closed field F. Then:

Aut(A, − ,ΓSQ)⋊ Sym3
∼= Aut(A, − )

Proof. We are going to prove that the morphism θ defined in Lemma 5.1.8,
is an isomorphism. Since Aut(A, − ,ΓSQ) is smooth due to Corollary 5.1.10
and Sym3 is smooth [KMRT, 21.11], using the exact sequence:

1 → Aut(A, − ,ΓSQ) → Aut(A, − ,ΓSQ)⋊ Sym3 → Sym3 → 1

induced by the inclusion of Aut(A, − ,ΓSQ) and the projection on Sym3, we
can prove that Aut(A, − ,ΓSQ) ⋊ Sym3 is smooth [KMRT, 22.12]. Due to
[EK13, Theorem A.50], it follows that θ is an isomorphism if and only if θF
is an isomorphism and dθ is an isomorphism.

Use the notation of (4.3.2), as in the proof of Lemma 5.1.9, we have that
Der(A, − ) = Der(A, − ,ΓSQ). Thus,

Lie(Aut(A, − )) ∼= Lie(Aut(A, − ,ΓSQ)).

Moreover, since as in the proof of Lemma 5.1.9, we have

Lie(Aut(A, − ,ΓSQ)⋊ Sym3) = Lie(Aut(A, − ,ΓSQ),

then it follows that dθ is an isomorphism.
Since for every σ, τ ∈ Sym3 we have that e2σ = eσ, eσeτ = 0 if σ ̸= τ

and
∑

σ∈Sym3
eσ = 1, the same relations will hold after applying an element

f ∈ HomAlgF(Maps(Sym3,F),F). Therefore, there is some σ ∈ Sym3 such
that f(eσ) = 1 and f(eτ ) = 0 for every σ ̸= τ ∈ Sym3. We will denote such
f as fσ. In order to show that θF is an isomorphism, note that θF(ψ, fσ) =
ψθ(id, fσ) = ψφσF. In order to show that θF is injective, we notice that if
θ(ψ, fσ) = id, then, since ψ, ψφσF ∈ Aut(A, − ,ΓSQ)), it implies that σ = id.
Thus, φσF = id and this implies that ψ = id. Therefore, θF is injective.
In order to prove that it is surjective, we use that due to corollary 4.3.14,
for every i ∈ {1, 2, 3} there is j such that ψ(Ei) = Ej. Moreover, since
Kxi = Ei ∩ M(A, − ), then there is a permutation σ ∈ Sym3 such that
ψ(Kxi) = Kxσ(i) for all i ∈ {1, 2, 3}. Thus, ψφσ−1

F ∈ Aut(A, − ,ΓSQ). Hence,

ψ = θF(ψφ
σ−1

F , fσ).

Given an associative algebra with involution and unity (E, − ), we defined
the automorphism group scheme Iso(E, − ) as the affine group scheme whose
R points are

Iso(E, − )(R) = {x ∈ (E⊗R)× | xx = 1}.
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In case (E, ) = (F⊕ F, ex) we identify (1, 1)⊗ a+ (1,−1)⊗ ib with (a, b) ∈
R × R, we get that xx = a2 + b2. On the other hand, for x = (a, b) ∈
(E ⊗ R)× ∼= (R ⊕ R)×, we get xx = (ab, ab), thus, we have an isomorphism
of affine group schemes´

Gm
∼= Iso(E, − ) (5.1.1)

given by the morphism sending a→ (a, a−1).

Lemma 5.1.12. Let (A, − ) be the split quartic Cayley algebra over an al-
gebraically closed field F. Then:

Aut(A, − ,ΓSQ) ∼= (Iso(F⊕ F, ex)× Iso(F⊕ F, ex))⋊Aut(F⊕ F)

where
((1, 1), ψ)((r1, r2), id) = ((ψ(r1), ψ(r2)), id)((1, 1), ψ)

for every algebra R, r1, r2 ∈ Iso(F⊕ F, ex)(R) and ψ ∈ Aut(F⊕ F)(R).

Proof. Use the notation from (4.3.2). Define the morphism

θ : (Iso(F⊕ F, ex)× Iso(F⊕ F, ex))⋊Aut(F⊕ F) → Aut(A, − ,ΓSQ)

as

θR(r1, r2, ψ)(y0 + y1x1 + y2x2 + y3x3)

= ψ(y0) + ψ(y1)(r1x1) + ψ(y2)(r2x2) + ψ(y3)(r1r2x3). (5.1.2)

Using Lemma 4.3.12 we can check that this is an homomorphism of the
algebra (A, − ). Fix an algebra R. Denote r3 = r1r2. Since ri(rixi) = xi, we
can check that

θR(r1, r2, ψ) ◦ θR(ψ−1(r1), ψ
−1(r2), ψ

−1)

and
θR(ψ

−1(r1), ψ
−1(r2), ψ

−1) ◦ θR(r1, r2, ψ)

are the identity.
Since

xiθR(r1, r2, ψ)(xi) = xi(rixi) = ri

and for every y ∈ K⊗R, ψ(y) = θR(r1, r2, ψ)(y), it follows that θR is injective.

Moreover, if for some algebra R, ψ̃ ∈ Aut(A, − ,ΓSQ), then, for every i ∈
{1, 2, 3} there is an element ri ∈ K ⊗F R such that ψ̃(xi) = rixi. Since

x2i = 1, applying ψ̃, we get that riri = 1. Since x1x2 = x3, applying ψ̃, we
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get that r3 = r1r2. If we denote ψ = ψ̃|K⊗FR, we have that ψ̃ = θR(r1, r2, ψ).
Therefore, θR is surjective and this implies that θ is an isomorphism.

Given an algebra R, r1, r2 ∈ Iso(F⊕ F, ex)(R) and ψ ∈ Aut(F⊕ F)(R),
in order to show that

((1, 1), ψ)((r1, r2), id) = ((ψ(r1), ψ(r2)), ψ),

we just have to apply θR and compute on xi for i ∈ {1, 2, 3} and on r1 for
r ∈ (F⊕ F)⊗F R.

As a corollary of the previous lemma, we get the following theorem.

Theorem 5.1.13. Let (A, − ) be the split quartic Cayley algebra over an
algebraically closed field F.

Aut(A, − ) ∼= ((Iso(F⊕ F, ex)× Iso(F⊕ F, ex))⋊ C2)⋊ Sym3

where for every algebra R, r1, r2 ∈ Iso(F ⊕ F, ex)(R) , ψ ∈ Aut(F ⊕ F)(R)
and f ∈ Sym3(R),

(((1, 1), id), f)(((r1, r2), ψ), 1) = (((s1, s2), ψ), f)

where for each j ∈ {1, 2}, we denote:

sj =
3∑
i=1

ri
∑

σ∈Sym3
σ(i)=j

(1⊗ f(eσ))

where r3 = r1r2.

Proof. In order to prove the first part of the theorem we only need to notice
that Aut(F⊕ F) ∼= C2 and use proposition 5.1.11.

In order to prove the commutation rule, we take θ1 as the morphism
defined in Lemma 5.1.8 and θ2 = θ × id where θ is the morphism as defined
in Lemma 5.1.12. In order to prove that the commutation rule works, take an
algebra R, r1, r2 ∈ Iso(F⊕F, ex)(R), ψ ∈ Aut(F⊕F)(R) and f ∈ Sym3(R).
Assume that there are s1, s2 and φ ∈ Aut(F⊕ F)(R) such that

(((1, 1), id), f)(((r1, r2), ψ), 1) = (((s1, s2), ψ), f).

Then, on one hand, the equality

(θ1 ◦ θ2)(((1, 1), id), f) ◦ (θ1 ◦ θ2(((r1, r2), ψ), 1) = (θ1 ◦ θ2)(((s1, s2), ψ), f)
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applied on elements of K implies ψ = φ. Then, defining the morphisms
Ψ1 = (θ1 ◦ θ2)(((1, 1), id), f) and Ψ2 = θ1 ◦ θ2(((r1, r2), ψ), 1), we have:

Ψ1 ◦Ψ2(xi ⊗ 1)) = Ψ1(ri(xi ⊗ 1))

= ri
∑

σ∈Sym3

(xσ(i) ⊗ 1)(1⊗ f(eσ))

and:

(θ1 ◦ θ2)(((s1, s2), ψ), f)(xi ⊗ 1) =
∑

σ∈Sym3

sσ(i)(xσ(i) ⊗ 1)(1⊗ f(eσ))

=
3∑
j=1

sj(xj ⊗ 1)
∑

σ∈Sym3
σ(i)=j

(1⊗ f(eσ))


which implies that ri

∑
σ∈Sym3
σ(i)=j

(1⊗ f(eσ)) = sj
∑

σ∈Sym3
σ(i)=j

(1⊗ f(eσ)) for every

i, j ∈ {1, 2, 3}. Thus:

sj =
3∑
i=1

sj
∑

σ∈Sym3
σ(i)=j

(1⊗ f(eσ)) =
3∑
i=1

ri
∑

σ∈Sym3
σ(i)=j

(1⊗ f(eσ)).

Remark 5.1.14. Let (A, − ) be the split quartic Cayley algebra over an alge-
braically closed field F. Then:

Aut(A, − ) ∼= (Gm ×Gm)⋊ (C2 × Sym3) (5.1.3)

where if we identify Gm × Gm with {(a, b, c) ∈ G3
m | abc = 1} via the

morphism sending (a, b) to (a, b, (ab)−1), Sym3 acts by permutations and C2

acts by (a, b, c) → (a−1, b−1, c−1). This is due to the fact that we have the
isomorphism (5.1.1) and the fact that C2 commutes with Sym3

5.2 Gradings

Our purpose in this section is to prove Theorems 5.1.7 and 5.1.13, which give
a complete classification up to isomorphism of gradings on central simple
structurable algebras related to an hermitian form.
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5.2.1 Associative algebras

Here G will be a finitely generated abelian group. Our purpose is to classify
gradings on the objects of 3CSGrAlgInv up to isomorphism, i.e, we have to
classify up to isomorphism the Ω-algebras (A, φ,∆1,∆2) satisfying:

(Q1) (A, φ) is a simple associative algebra with involution,

(Q2) ∆1 is a Z-grading of A,

(Q3) Supp(∆1) = {−1, 0, 1} and φ(Ai) = A−i for all i ∈ Z, and

(Q4) ∆2 is a G-grading of (A, φ,∆1).

If we denote the homogeneous component by ∆1 : A =
⊕

i∈ZAi and
∆2 : A =

⊕
g∈GAg, we can define a (Z×G)-grading ∆: A =

⊕
(i,g)∈Z×GA(i,g)

where A(i,g) = Ag ∩ Ai. Denote π1 : Z × G → Z and π2 : Z × G → G to be
the group homomorphisms defined by π1(i, g) = i and π2(i, g) = g. Then,
(A, φ,∆) satisfies:

(T1) (A, φ) is a simple associative algebra with involution,

(T2) ∆ is a (Z×G)-grading of A,

(T3) Supp π1∆ = {−1, 0, 1}, and

(T4) φ(A(i,g)) = A(−i,g) for all (i, g) ∈ Z×G.

Moreover if we have an Ω-algebra (A, φ,∆) satisfying (T1)− (T4), then
the algebra (A, φ, π1∆, π2∆) satisfies (Q1) − (Q4). Additionally, for a pair
of algebras (A1, φ1,∆1) and (A2, φ2,∆2), we have that

HomF((A1, φ1,∆1), (A2, φ2,∆2)) = HomF((A1, φ1,
π1∆1,

π2∆1), (A2, φ2,
π1∆2,

π2∆2)).

Therefore, the problem reduces to classify the algebras (A, φ,∆) satisfying
(T1)− (T4).

Let (A, φ,∆) be such algebra. We can reduce the problem into two cases,
i.e., the case where (A,∆) is not graded-simple and the case where it is.
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Case 1: (A,∆) is not graded simple

We will begin with this case introducing a definition:

Definition 5.2.1. Let I be an associative algebra. Let ∆: I =
⊕

g∈G Ig be
a (Z×G)-grading of I. Denote by ex: I⊕ Iop → I⊕ Iop the involution given
by ex(x, y) = (y, x). We denote by ∆ex, the (Z×G)-grading on (I ⊕ Iop, ex)
defined by deg(x, 0) = (i, g) and deg(0, x) = (−i, g) whenever deg(x) = (i, g)
on ∆.

Lemma 5.2.2. Let (A, φ,∆) be an Ω-algebra satisfying (T1) − (T4) such
that (A,∆) is not graded simple. Then, there is a simple algebra I and a
(Z×G)-grading ∆I of I with Supp π1∆I = {−1, 0, 1} such that (A, φ,∆) ∼=
(I ⊕ Iop, ex,∆ex

I ).

Proof. The fact that (A,∆) is not graded simple, implies that there is a
nontrivial proper graded ideal I of (A,∆). The ideal J1 = I + φ(I) is a
nontrivial ideal of (A, φ). Thus, the fact that (A, φ) is simple implies that
I + φ(I) = A. Moreover, J2 = I ∩ φ(I) is also an ideal of (A, φ). Since
J2 is a subspace of I, it is not A. Therefore, since (A, φ) is simple, J2 = 0.
Hence, A = I ⊕ φ(I). Denote by ∆I : I =

⊕
g∈G Ig the (Z×G)-grading of I

given by restriction, i.e., Ig = Ag ∩ I for all g ∈ G. Then, there is a graded
isomorphism (A, φ,∆) → (I ⊕ Iop, ex,∆ex

I ) given by x + φ(y) 7→ (x, y) for
every x, y ∈ I.

The previous Lemma implies that we just need to classify up to isomor-
phism, the graded algebras of the form (I ⊕ Iop, ex,∆ex

I ) where I is a simple
associative algebra.

Definition 5.2.3. (1) LetG be an abelian group, and letD be aG-graded-
division algebra with support T , let k be a positive integer and let γ =
(g1, ..., gk) ∈ Gk. We denote by ∆(G,D, γ), the G-grading on Mn(D)
given by deg(dEi,j) = gi(deg d)g

−1
j for every homogeneous d ∈ D.

(2) Let G be a group, D a (Z × G)-graded division algebra with support
T (notice that since T is a finite group, T ⊆ {0} × G), let g1, ..., gm
be elements of the group G and let k0, k1 be possitive integers such
that k0 + k1 = m. Denote γ0 = (g1, ..., gk0) and γ1 = (gk0+1, ..., gk0+k1).
We denote by ∆(G,D, γ0, γ1), the Z × G-grading on Mm(D) given by
deg(dEi,j) = (δi − δj, gitg

−1
j ), for every homogeneous d ∈ D of degree

(0, t) and where δk = 0 if k ≤ k0 and δk = 1 otherwise. We denote
M(G,D, γ0, γ1) = (Mm(D),∆(G,D, γ0, γ1)).
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(3) With the previous notation, we denote M(G,D, γ0, γ1)
ex = (Mm(D)⊕

Mm(D)op, ex,∆(G,D, γ0, γ1)
ex)

(4) Let γ = (g1, ..., gn) ∈ Gn be an n-tuple consisting on n elements of
G which are different modulo T . Let κ = (κ1, ..., κn) ∈ Zn>0 and let
m = κ1 + ... + κn. We denote γγγ(κ, γ) = (h1, ..., hm) ∈ Gm to be a m-
tuple of elements of G such that hi = gj if and only if κ1 + ...+ κj−1 <
i ≤ κ1 + ...+ κj for every i ∈ {1, ...,m} and j ∈ {1, ..., n}.

(5) for γ0 = (g1, ..., gn) ∈ Gn, γ1 = (g′1, ..., g
′
m) ∈ Gm an n-tuple and an

m-tuple consisting of distinct elements of G módulo T , and κ0 ∈ Zn>0,
κ1 ∈ Zm>0, we denote

∆(G,D, κ1, γ1) = ∆(G,D, γγγ(κ1, γ1)),

∆(G,D, κ0, κ1, γ0, γ1) = ∆(G,D, γγγ(κ0, γ0), γγγ(κ1, γ1)),

M(G,D, κ0, κ1, γ0, γ1) = M(G,D, γγγ(κ0, γ0), γγγ(κ1, γ1)) and

M(G,D, κ0, κ1, γ0, γ1)
ex = M(G,D, γγγ(κ0, γ0), γγγ(κ1, γ1))

ex.

For an n-tuple γ = (g1, ..., gn) ∈ Gn we denote by Ξ(γ) the multiset
{g1T, ..., gnT} with multiplicity for each giT , the number of entries of gi
modulo T in γ. In case we have an n-tuple γ = (g1, ..., gn) ∈ Gk consisting
on distinct elements and κ ∈ Zn≥0, we denote Ξ(κ, γ) = Ξ(γγγ(κ, γ)).

Remark 5.2.4. For γ0 = (g1, ..., gn) ∈ Gn, γ1 = (gn+1, ..., gn+m) ∈ Gm

M(G,D, γ0, γ1) is a graded algebra isomorphic to EndD(V ) where V has
a grading given by a homogeneous basis v1, ..., vm, where the degree of vi is
(δi, gi) with δi = 0 if i ∈ {1, ..., n} and δi = 1 if i ∈ {n+ 1, ...,m}.

Lemma 5.2.5. Let A be a simple associative algebra and let ∆ be a (Z×G)-
grading with support contained in {−1, 0, 1} × G. Then, (A,∆) is isomor-
phic to M(G,D, γ0, γ1) for some (Z × G)-graded-division simple algebra D,
γ0 = (g1, ..., gk0) ∈ Gk0 and γ1 = (gk0+1, ..., gk0+k1) ∈ Gk1 and with k0 ̸= 0.
Moreover, the graded algebras M(G,D, γ0, γ1) and M(G,D′, γ′0, γ

′
1) are iso-

morphic if and only if D is isomorphic to D′ as graded algebras and there is
an element g ∈ G such that Ξ(γi) = gΞ(γ′i) for i ∈ {0, 1}.

Proof. In [HSK19] something similar has been done but in the case of alge-
braically closed fields.

Due to [EK13, Theorem 2.10.], (A,∆) is isomorphic to EndD(V ) for some
graded division algebra D and some graded right D-module V . Since T =
Supp(D) ⊆ {−1, 0, 1} × G is a finite group, then T ⊆ {0} × G. Moreover,
since Supp(∆) ⊆ {−1, 0, 1} × G, there is an integer i such that SuppV ⊆
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{i, i+ 1} ×G. Since we can do a shift to the grading of V (i.e., multiplying
each the degree of each group element by an element (j, g) ∈ Z × G), we
can assume that i = 0. Moreover, we can assume that there is at least one
element of V with degree on {0} ×G.

Taking an homogeneous basis v1, ..., vk0+k1 of V of degrees deg(vi) =
(δi, gi), with δi = 0 if i ≤ k0 and δi = 1 otherwise, we see that (A,∆)
is isomorphic to M(G,D, γ0, γ1) where γ0 = (g1, ..., gk0) ∈ Gk0 and γ1 =
(gk0+1, ..., gk0+k1) ∈ Gk1 and k0 ̸= 0. Since A is simple, D is simple.

The second part directly follows from [EK13, Corollary 2.12].

Corollary 5.2.6. Let A be a simple associative algebra and let ∆ be a (Z×
G)-grading with support in {−1, 0, 1} × G. Then, (A,∆) is isomorphic to
the graded algebra M(G,D, κ0, κ1, γ0, γ1) for some (Z × G)-graded-division
simple algebra D, γ0 = (g1, ..., gk0) ∈ Gk0 and γ1 = (gk0+1, ..., gk0+k1) ∈ Gk1

consisting on distinct elements modulo T = SuppD, κ0 ∈ Zk0>0, κ1 ∈ Zk1>0

and with k0 ̸= 0. Moreover, the graded algebras M(G,D, κ0, κ1, γ0, γ1) and
M(G,D′, κ′0, κ

′
1, γ

′
0, γ

′
1) are isomorphic if and only if D is isomorphic to D′ as

graded algebras and there is an element g ∈ G such that Ξ(κi, γi) = gΞ(κ′i, γ
′
i).

Remark 5.2.7. In Lemma 5.2.5 and Corollary 5.2.6, if the algebra satisfies
(T3), k1 ̸= 0.

Definition 5.2.8. Let I be an algebra and ∆: I =
⊕

(i,g)∈Z×G I(i,g). We

define the (Z×G)-grading ∆op : Iop =
⊕

(i,g)∈Z×G I
op
(i,g) on the algebra Iop by

Iop(i,g) = I(−i,g) for every (i, g) ∈ Z×G.

Lemma 5.2.9. Let I and J be simple associative algebras. Let ∆I and ∆J be
(Z×G)-gradings of I and J respectively. Then, (I⊕Iop, ex,∆ex

I ) is isomorphic
to (J ⊕ Jop, ex,∆ex

J ) if and only if (I,∆I) is isomorphic to either (J,∆J) or
(Jop,∆op

J ).

Proof. Clearly, if (I,∆I) is isomorphic to either (J,∆J) or (J
op,∆op

J ), then,
(I ⊕ Iop, ex,∆ex

I ) is isomorphic to (J ⊕ Jop, ex,∆ex
J ).

In order to prove the converse, assume that ψ : I ⊕ Iop → J ⊕ Jop is an
isomorphism preserving the involutions and the gradings. In this situation,
ψ(I) is a proper nontrivial ideal of J ⊕ Jop. Therefore, ψ(I) is either J or
Jop. In the first case (I,∆I) is isomorphic to (J,∆J) and in the second case,
it is isomorphic to (Jop,∆op

J ) via Ψ|I .

Remark 5.2.10. If we have a group G and an m-tuple γ = (g1, ..., gm) ∈ Gm,
we denote γ−1 = (g−1

1 , ..., g−1
m ). Also, if M(G,D, γ0, γ1) = (Mm(D),∆), we

denote M(G,D, γ0, γ1)
op = (Mm(D)op,∆op).
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Lemma 5.2.11. Let D be a Z×G-graded-division algebra. Let γ0 = (g1, ..., gk0)
and γ1 = (gk0+1, ..., gk0+k1). Then M(G,D, γ0, γ1)

op, as defined in the previ-
ous paragraph, is isomorphic to the graded algebra M(G,Dop, γ−1

0 , γ−1
1 ). Con-

cretely, if γ0 and γ1 consist on distinct elements modulo T = SuppD and
we have κ0 ∈ Zk0>0 and κ1 ∈ Zk1>0, we have that M(G,D, κ0, κ1, γ0, γ1)

op is
isomorphic to M(G,Dop, κ0, κ1, γ

−1
0 , γ−1

1 ).

Proof. Let
γ = ((δ1, g1), ..., (δk0+k1 , gk0+k1)).

With this notation, M(G,D, γ0, γ1) is the same as (Mm(D),∆(G,D, γ)), i.e,
for any homogeneous d ∈ D of degree t, the degree of dEi,j is ((δi−δj), gitg−1

j ).
Denote

γ̂ = ((−δ1, g1), ..., (−δk0+k1 , gk0+k1)).
Since G is an abelian group, the grading, ∆(G,D, γ) is both a grading on
Mm(D) and on Mm(D)op. Thus, (Mm(D)op,∆(G,D, γ̂)) is well defined,
and the fact that for any homogeneous d ∈ D of degree t, the degree of
dEi,j is ((−δi + δj), gitg

−1
j ), implies that M(G,D, γ0, γ1)

op is the same as
(Mm(D)op,∆(G,D, γ̂)).

Consider:

ψ : Mm(D)op → Mm(D
op)

dEi,j 7→ dEj,i.

This is clearly an isomorphism of algebras. We just need to check that the
grading on Mm(D

op) induced by ψ (i.e., the one given by deg(ψx) = deg(x))
is ∆(G,Dop, γ̂−1). This is true due to the fact that G is commutative and
due to the fact that for any homogeneous element d ∈ Dt for some t ∈ G,

deg dEi,j = (−δi − (−δj), gitg−1
j )

in ∆(G,D, γ̂) and deg(dEj,i) = (δj−δi, g−1
j t(g−1

i )−1) in ∆(G,Dop, γ̂−1). Thus,

(Mm(D)op,∆(G,D, γ̂)) ∼= (Mm(D
op),∆(G,Dop, γ̂−1))

but since we have γ̂−1 = ((δ1, g
−1
1 ), ..., (δk0+k1 , g

−1
k0+k1

)), this is isomorphic to

the algebra M(G,Dop, γ−1
0 , γ−1

1 ).

We can summarize all these results in the following theorem:

Theorem 5.2.12. Let (A, φ,∆) be an Ω-algebra satisfying (T1)− (T4) and
such that (A,∆) is not graded simple. Then, there is a (Z × G)-graded-
division simple algebra D, k0, k1 > 0, γ0 ∈ Gk0 and γ1 ∈ Gk1 consisting on
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distinct elements modulo T = SuppD and κ0 ∈ Zk0>0, and κ1 ∈ Zk1>0 such that
(A, φ,Γ) is isomorphic to M(G,D, κ0, κ1, γ0, γ1)

ex.
Moreover, M(G,D, κ0, κ1, γ0, γ1)

ex is isomorphic to M(G,D′, κ′0, κ
′
1, γ

′
0, γ

′
1)
ex

if either:

(1) D is isomorphic to D′ as graded algebras and there is g ∈ G such that
Ξ(κ0, γ0) = gΞ(κ′0, γ

′
0) and Ξ(κ1, γ1) = gΞ(κ′1, γ

′
1).

(2) D is isomorphic to D′op as graded algebras and there is g ∈ G such that
Ξ(κ0, γ0) = gΞ(κ′0, γ

′−1
0 ) and Ξ(κ1, γ1) = gΞ(κ′1, γ

′−1
1 ).

Proof. This is the result of combining Lemmas 5.2.2, 5.2.5, 5.2.9 and 5.2.11
and Remark 5.2.7.

Case 2: (A,∆) is graded simple

In this case, due to [EK13, Theorem 2.6], there is a (Z×G)-graded-division
algebraD and a (Z×G)-graded rightD-module V such that (A,∆) is isomor-
phic to EndD(V ). As in the previous case, we can assume that the support
of V is contained in {0, 1} ×G.

Remark 5.2.13. Given an abelian group G, two G-graded-division algebras
D and D′, a G-graded right D-module V , a G-graded right D′-module V ′

and g ∈ G, given an isomorphism of graded algebras ψ0 : D → D′ and an iso-
morphism of graded modules ψ1 : V → V ′[g] such that ψ1(wd) = ψ1(w)ψ0(d)
for all w ∈ V and d ∈ D, there is a unique homomorphism of graded al-
gebras ψ : EndD(V ) → EndD′(V ′) such that ψ1(rw) = ψ(r)ψ1(w) for all
r ∈ EndD(V ) and w ∈ V . Moreover, all isomorphisms between these two
graded algebras can be determined by a choice of a pair (ψ0, ψ1) [EK13,
Theorem 2.10]. In this situation, we denote ψ = (ψ0, ψ1).

Remark 5.2.14. Sometimes, if we have a group G and G-graded vector space
(V,Γ), we just denote it by V , and if we have another group H and a group
homomorphism α : G→ H, we denote αV = (V, αΓ).

Denote by τ : Z × G → Z2 × G the morphism given by τ(i, g) = (i, g),
where i denotes the class of i modulo 2, then τ EndD(V ) is the same as
EndτD(

τV ). Since T = SuppD is a finite group, it is contained in {0} × G.
Hence, it can be identified with a subgroup of G in a natural way. By doing
so, we can just write D instead of τD.

In case φ is an involution of the algebra EndD(V ) such that degφ(x) =
(i, g) whenever deg(x) = (−i, g), then φ is an involution of the graded algebra
τ EndD(V ).
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Definition 5.2.15. Given a group G, a G-graded division algebra D, a G-
graded right D module V , an involution φ0 of the graded algebra D and a
nondegenerate φ0-sesquilinear form B : V × V → D, we denote by (φ0, B)
the involution φ of EndD(V ) which satisfies B(rv, w) = B(v, φ(r)w) for every
r ∈ EndD(V ), and v, w ∈ V .

Definition 5.2.16. Let D be a G-graded-division algebra and V a G-graded
right D-module. Let φ0 be an involution of D and B : V × V → D a non-
degenerate hermitian or skew-hermitian φ0-sesquilinear form. We denote
by End(G,D, V, φ0, B) the Ω-algebra (EndD(V ), (φ0, B),∆), where ∆ is the
grading on EndD(V ) induced by the gradings on D and V .

Proposition 5.2.17. Let (A, φ,∆) be a triple satisfying (T1)−(T4) such that
(A,∆) is graded simple. Then, there exist a (Z×G)-graded-division algebra
D, a graded right D-module V with support in {0, 1}×G, an involution φ0 of
the graded algebra D, such that (D, φ0) is a simple algebra with involution and
a nondegenerate hermitian or skew-hermitian φ0-sesquilinear form B : V ×
V → D such that the induced form B : τV × τV → D is graded of degree (0, g)
for some g ∈ G, such that (A, φ,∆) is isomorphic to End(Z×G,D, V, φ0, B).
Any such other pair (φ′

0, B
′) inducing the same involution on EndD(V ) is

of the form (Int(d) ◦ φ0, dB) where d is a homogeneous element such that
φ0(d) = ±d and Int(d)(x) = dxd−1 for all x ∈ D.

In addition, for every 5-tuple (G,D, V, φ0, B) consisting on a group G,
a (Z × G)-graded-division algebra D, a graded right D-module V such that
Supp π1V = {0, 1} ×G, an involution φ0 of the graded algebra D, such that
(D, φ0) is a simple algebra with involution and a nondegenerate hermitian or
skew-hermitian φ0-sesquilinear form B : V × V → D such that the induced
form B : τV × τV → D is graded of degree (0, g) for some g ∈ G, the graded
algebra with involution End(Z×G,D, V, φ0, B) satisfies (T1)− (T4).

Proof. As it was mentioned before, (A,∆) is isomorphic to EndD(V ) for
some (Z×G)-graded-division algebra and a (Z×G)-graded right D-module
V with support in {0, 1}. (T3) implies Supp π1V = {0, 1}. Using [EKR22,
Theorem 3.1.] and the fact that φ is an involution of τ EndD(V ) = EndD(

τV ),
we can show that there is an involution φ0 of the graded algebra D and
a graded nondegenerated hermitian or skew-hermitian φ0-sesquilinear form
B : τV ×τ V → D such that B(rv, w) = B(v, φ(r)w) for all r ∈ EndD(V ) and
v, w ∈ V .

Since B is graded, there is an element g ∈ G and i ∈ Z2 such that B has
degree (i, g). In order to prove that the degree of B is (0, g), we will assume
that i = 1 and we will arrive to a contradiction.
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Take an element h1 ∈ G such that τV(0,h1) ̸= 0 and take v ∈ V(0,h1).

Clearly v ∈ V(0,h1). Since B is nondegenerate, SuppD ⊆ {0} ×G and it has
degree (1, g), then there is h2 ∈ G and w ∈ V(1,h2) such that B(v, w) ̸= 0.
Since SuppV ⊆ {0, 1}×G, w ∈ V(1,h2). Let v, w, u1, ..., uk be a homogeneous
basis of V as a D module and let r ∈ EndD(V ) be the morphism such
that r(w) = v, r(v) = 0 and r(ui) = 0 for all i ∈ {1, ..., k}. Then r is a
homomorphism of degree (−1, h−1

2 h1). Hence, φ(r) is a homomorphism of
degree (1, h−1

2 h1), which implies that φ(r)(w) = 0. Thus:

0 ̸= B(v, w) = B(r(w), w) = B(w,φ(r)(w)) = 0

which leads to a contradiction.

If we have another pair (φ′
0, B

′) inducing the same involution on EndD(V ),
due to [EKR22, Theorem 3.1] we get that there is a homogeneous element
d ∈ D such that φ0(d) = ±d and such that (φ′

0, B
′) = (Int(d) ◦ φ0, dB).

In order to prove the second part of the proposition, we take D, φ0, V
and B as in the statement. The fact that EndD(V ) is a simple algebra with
involution implies that (EndD(V ), φ) is a simple associative algebra with
involution, the fact that D and V are (Z × G)-graded implies (T2) and the
fact that SuppD ⊆ {0}×G and Supp π1V = {0, 1} implies (T3). Therefore,
we just need to prove (T4).

We denote by φ the involution (φ0, B). We need to prove that deg(φ(r)) =
(i, h) whenever deg(r) = (−i, h). Due to the fact that φ is an involution of
τ EndD(V ), it implies that φ(EndD(V )(0,h)) = EndD(V )(0,h) for all h ∈ G.
Now, if r ∈ EndD(V )(1,h) for some h ∈ G, due to the fact that φ preserves
the grading in τ EndD(V ), there is r1 ∈ EndD(V )(1,h) and r−1 ∈ EndD(V )(−1,h)

such that φ(r) = r1 + r−1. We will prove that r1 = 0 by contradiction.

Assume that r1 ̸= 0. Then, there is v ∈ V(0,h1) for some h1 ∈ G such that
0 ̸= w = r1(v) ∈ V . Moreover r−1(v) = 0. Therefore, φ(r)(v) = w. Since B
is a graded form of degree (0, g) of τV , there is h2 ∈ G and u ∈ V(1,h2) such
that B(u,w) ̸= 0. Using the grading, since r has degree (1, h), then r(u) = 0.
Thus:

0 ̸= B(u,w) = B(u, φ(r)(v)) = B(ru, v) = 0

which leads to a contradiction with the fact that r1 ̸= 0. Therefore, deg(φ(r)) =
(−1, h) whenever deg(r) = (1, h). In case deg(r) = (−1, h) for some h ∈ G,
the proof is analogous.



5.2. GRADINGS 151

5.2.2 Associative algebras: the algebraically closed set-
ting

In this section we will assume that F is an algebraically closed field and G
a commutative group. Our first main results will be the classification up to
isomrphisms of Graded-division algebras with involution whose underlying
algebra with involution is simple. This is obtained in Proposition 5.2.25 in
the case where the underlying algebra is simple and in Theorem 5.2.31 in
case the underlying algebra is not simple. Then, we will use it in order to
find a classification up to isomorphism of algebras satisfying the properties
(T1)− (T4) from Section 5.2.1 (see Theorem 5.2.37).

Graded-division algebras

We will start by classifying the G-graded-division simple algebras with invo-
lution and the G-graded-division simple algebras. In order to do so, we will
recall the classification of G-graded-division simple algebras.

Let T be a finite subgroup of G such that char(F) doesn’t divide its
order and let β : T × T → F be a nondegenerate alternating bicharacter
on T , i.e., a map which is multiplicative in each variable and such that
β(t, t) = 1. Since T is alternating and nondegenerate, we can decompose
T = H ′

1 × H ′′
1 × ... × H ′

r × H ′′
r for some r ∈ Z>0 in such way that H ′

i × H ′′
i

and H ′
j×H ′′

j are orthogonal if i ̸= j, H ′
i and H

′′
i are in duality by β for every

i ∈ {1, ..., r} and they are cyclic groups of order li. Choose generators ai, bi of
H ′
i and H

′′
i , denote ϵi = β(ai, bi). Then we can endow Ml1(F)⊗F ...⊗FMlr(F)

with a G-grading given by:

deg(I ⊗ ...⊗ I ⊗Xi ⊗ I ⊗ ...⊗ I) = ai

and

deg(I ⊗ ...⊗ I ⊗ Yi ⊗ I ⊗ ...⊗ I) = bi

where:

Xi =

li∑
k=1

ϵk−1
i Ek,k, and Yi =

li∑
k=1

Ek,k+1

with the indices taken modulo li. Note that YiXi = ϵiXiYi. This is a grading
on Ml1(F) ⊗F ... ⊗F Mlr(F) which makes it a graded-division algebra. This
grading induces naturally a grading on Ml1···lr(F) via the Kronecker product.

Definition 5.2.18. We call the previous graded division algebra a standard
realization of T and β.
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Remark 5.2.19. We will usually denote Xai = I ⊗ ... ⊗ I ⊗Xi ⊗ I ⊗ ... ⊗ I,
Xbi = I ⊗ ...⊗ I ⊗ Yi ⊗ I ⊗ ...⊗ I and X

(a
i1
1 ,b

j1
1 ,...,airr ,b

jr
r )

= X i1
a1
Xb1
b1
· · ·X ir

arX
br
br

for every i ∈ {1, ..., r} and i1, j1, ..., ir, jr ∈ Z. We should note that X li
ai

=

X li
bi
= 1 for each i ∈ {1, ..., r}. Finally, we will note that for t1, t2 ∈ T , we

have that Xt1Xt2 = β(t1, t2)Xt2Xt1 .
The standard realizations of T and β are isomorphic. Therefore, we

will denote a realization as D(T, β), which is a notation well defined up to
isomorphism.

This discussion is in [EK13, Chapter 2]. The following Theorem classifies
all the finite dimensional G-graded-division simple associative algebras.

Theorem 5.2.20 ([EK13]). Let T be a finite abelian group and let F be
an algebraically closed field. There exist a grading on the matrix algebra
Mn(F) with support T making Mn(F) a graded-division algebra if and only
if char(F) does not divide n and T ∼= Z2

l1
× ... × Z2

lr
with l1 · · · lr = n. The

isomorphism classes of such gradings are in one to one correspondence with
the isomorphism classes of nondegenerate alternating bicharacters β : T ×
T → F.

The following result will be interesting:

Lemma 5.2.21. Let T ∼= Z2
l1
×...×Z2

lr
be a subgroup of Z×G with char(F) not

dividing l1 · · · lr = n, and a nondegenerate alternating bicharacter β : T×T →
F, the (Z×G)-graded algebra D(T, β) satisfies D(T, β)op ∼= D(T, β◦ex) where
ex: T × T → T × T is the map given by ex(t1, t2) = (t2, t1).

Proof. This is due to the fact that T ⊆ {0} × G and the fact that due to
Remark 5.2.19, Xt1Xt2 = β(t1, t2)Xt2Xt1 for every t1, t2 ∈ T .

Remark 5.2.22. Given a nondegenerate alternating bicharacter β : Zn2×Zn2 →
F, the fact that for every u, v ∈ Zn2 , β(u, v) = β(v, u)−1 and the fact that its
image is in {±1}, implies that β = β ◦ ex.

Now, we will start by classifying up to isomorphism the G-graded-simple
graded-division simple algebras with involution. We will start with the case
where the algebra is simple.

Lemma 5.2.23. Let (D, φ0) be a G-graded-simple graded-division simple
algebras with involution. Then, T = SuppD is an elementary abelian 2-
group. Moreover, every homogeneous component is one dimensional.

Proof. De is a division algebra. Therefore, the fact that F is algebraically
closed, implies that De is one dimensional. Hence, the support is an elemen-
tary abelian 2 group due to [EKR22, Lemma 3.5.]. Moreover the arguments
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at the beginning of [EK13, 2.2.], show that each homogeneous component of
D has dimension 1.

Definition 5.2.24. Let T be an elementay abelian 2-subgroup of Z × G,
β : T × T → F a nondegenerate alternating bicharacter and τ : T → F
a quadratic form on T whose polar form is β, i.e., such that β(t1, t2) =
τ(t1t2)τ(t1)τ(t2). We denote by Dinv(T, β, τ) the graded algebra D(T, β)
with the involution given by

d 7→ τ(t)d

for all t ∈ T and d ∈ Dt, which is an involution as shown in [EK13, (2.13)].
On the algebra D(T, β), the transpose is an involution of the graded

algebra (see [EK13, Proposition 2.51]). We denote it asDinv(T, β) and denote
also by β the quadratic from for which the involution is given by

d 7→ β(t)d

for every t ∈ T and d ∈ Dt.

Proposition 5.2.25. T be an abelian group and β : T × T → F a nonde-
generate alternating bicharacter. Then, D(T, β) admits an involution if and
only if T is an elementary 2-group. Then, this algebra with involution is of
the form Dinv(T, β, τ) for a quadratic form τ : T → F. Any involution of
D(T, β) is of the form

X 7→ X−1
t X tXt

for a uniquelly determined t ∈ T . Moreover, Dinv(T, β, τ1) ∼= Dinv(T, β, τ2) if
and only if τ1 = τ2

Proof. The first part is due to [EK13, Proposition 2.51]. Now, it is clear

that if τ1 = τ2, then Dinv(T, β, τ1) ∼= Dinv(T, β, τ2). Hence, denote by φ
(1)
0

and φ
(2)
0 the involutions of Dinv(T, β, τ1) and Dinv(T, β, τ2) respectively and

assume that Dinv(T, β, τ1) ∼= Dinv(T, β, τ2). Then, there is an automorphism
φ of D(T, β) such that

φ ◦ φ(1)
0 = φ

(2)
0 ◦ φ. (5.2.1)

Moreover, since the dimension of each homogeneous component ofD(T, β)
is one, there is a map λ : T → F such that φ(d) = λ(s)d for all t ∈ T and d
homogeneous of degree t. Hence, applying equation (5.2.1) to an element d
of degree t, we get that τ1(t) = τ2(t).

Definition 5.2.26. Let (A, φ,∆) be a G-graded algebra with involution and
t ∈ G \ Supp∆ an order 2 element. We denote by (A, φ,∆)ext , the G-graded
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algebra (A ⊕ Aop, ex,∆ex
t ), where ∆ex

t is a G-grading of algebras given by
deg(x, φ(x)) = deg(x) and deg(x,−φ(x)) = deg(x)t for all homogeneous
x ∈ A.

The previous grading is well defined as shown in [BG08].

Definition 5.2.27. Let T be an elementary abelian 2-group and T ′ be a
subgroup of index 2, let t ∈ T \T ′ be an order 2 element and let β : T ′×T ′ → F
be an alternating bicharacter. We denote by β[t] : T ×T → F, the bicharacter
given by

β[t](utk1, vt
k2) = β(u, v)

for every u, v ∈ T and k1, k2 ∈ {0, 1}. Moreover, if we denote by τ a quadratic
form whose polar form is β, then, we denote by τ [t] : T → F the map given
by

τ [t](utk) = τ(u)(−1)k

for every k ∈ {0, 1}.

Remark 5.2.28. If T is an elementary abelian 2-subgroup of G, t ∈ G \ T an
order 2 element, β : T × T → F an alternating bicharacter and τ : T → F
a quadratic form whose polar form is β, then τ [t] is a quadratic from whose
polar form is β[t] due to the fact that

β[t](utk1 , vtk2) = τ(uv)τ(u)τ(v)

= τ(uv)(−1)k1+k2τ(u)(−1)k1τ(v)(−1)k2

= τ [t](uv)τ [t](u)τ [t](v).

Remark 5.2.29. Let T be an elementary abelian 2-group and T ′ be a subgroup
of index 2, let t ∈ T \T ′ be an order 2 element and let β : T ′ ×T ′ → F be an
alternating bicharacter and τ : T → F a quadratic form whose polar form is
β. The involution on Dinv(T

′, β, τ)ext is given by:

d 7→ τ [t](s)d

for every s ∈ T and every homogeneous element d with degree s. Concretely,
the involution on Dinv(T

′, β)ext is given by (X, Y ) 7→ (Y t, X t).

Proposition 5.2.30. Let T be an elementary abelian 2-group or rank 2m+1
for some m, let t ∈ T be an order 2 element and let T1 and T2 be two
elementary 2-subgroups of index 2 not containing t. Let β1 : T1×T1 → F and
β2 : T2 × T2 → F be two nondegenerate alternating bicharacters which are
polar forms of two quadratic forms τ1, τ2 respectively, such that β

[t]
1 = β

[t]
2

and τ
[t]
1 = τ

[t]
2 . Then, Dinv(T1, β1, τ1)

ex
t

∼= Dinv(T2, β2, τ2)
ex
t .
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Proof. Denote the underlying algebra with involution in Dinv(T1, β1, τ1) as
(D, φ0). Write

Dinv(T1, β1, τ1)T2 =
⊕
h∈T2

(Dinv(T1, β1τ1)
ex
t )h .

Then Dinv(T1, β1, τ1)T2 with the exchange involution is a G-graded-division
algebra. We claim that the projection ψ : Dinv(T1, β1, τ1)T2 → D given by
(x, y) 7→ x is an algebra isomorphism. In order to show that it is surjective,
we just need to notice that since T = T1⟨t⟩, if we have a homogeneous ele-
ment x ∈ Dinv(T1, β1, τ1), either (x, φ(x)) ∈ Dinv(T1, β1, τ1)T2 or (x,−φ(x)) ∈
Dinv(T1, β1, τ1)T2 . In order to show that it is an isomorphism we just need
to notice that due to 5.2.23, dimDinv(T1, β1, τ1)T2 = |T2| = |T1| = dimF(D)
where for a finite group H, we denote by |H| the cardinal of H. Then ψ in-
duces a division grading on D by the group T2, which we denote by ∆T2 and
an involution φ̄0 in such way that ψ is a homomorphism of graded algebras
with involution.

We take a homogeneous basis {Yh}h∈T2 of (D, φ̄0,∆0) in such way that

Yh = ψ(Xhtk , (−1)kφ0(Xhtk)) = Xhtk ,

where k ∈ {0, 1} is such that htk ∈ T1 (which exists and is unique since
T2 and T1 have index 2 over T ). Clearly {Yh}h∈T2 is a basis as in 5.2.19.
We will show that this algebra with involution is Dinv(T2, β2, τ2). Hence,
we need to show that Yh1Yh2 = β2(h1, h2)Yh2Yh1 and we have to show that
φ̄0(Yh) = τ2(h)Yh for all h1, h2, h ∈ H.

Given h1, h2 ∈ T , we have that there are k1, k2 such that h1t
k1 , h2t

k2 ∈ T .
Then:

Yh1Yh2 = ψ(Xh1tk1 , (−1)kφ0(Xh1tk1 ))ψ(Xh2tk2 , (−1)kφ0(Xh2tk2 ))

= β1(h1t
k1 , h2t

k2)ψ(Xh2tk2 , (−1)k2φ0(Xh2tk2 ))ψ(Xh1tk1 , (−1)kφ0(Xh1tk1 ))

= β1(h1t
k1 , h2t

k2)Yh2Yh1

but

β1(h1t
k1 , h2t

k2) = β
[t]
1 (h1t

k1 , h2t
k2) = β

[t]
2 (h1t

k1 , h2t
k2) = β2(h1, h2).

Similarly, choosing k ∈ {0, 1} such that htk ∈ T1, since (Xhtk , (−1)kφ0(Xhtk))
has degree h, using Remark 5.2.29 and the fact that (Xhtk , (−1)kφ0(Xhtk) has
degree h, it follows that:

φ̄0(Yh) = φ̄0(ψ(Xhtk , (−1)kφ0(Xhtk))

= ψ(ex(Xhtk , (−1)kφ0(Xhtk))

= τ1(h)ψ(Xhtk , (−1)kφ0(Xhtk)

= τ1(h)Yh.
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Thus, since

τ1(h) = τ
[t]
1 (htk)(−1)k = τ

[t]
2 (htk)(−1)k = τ2(h)(−1)k(−1)k = τ2(h),

we have shown that β = β2 and τ = τ2. Hence, (D, φ̄0,∆T2) = Dinv(T2, β2, τ2).
Finally, the fact that ψ is a homogeneous isomorphism, and the fact that

(1,−1) has degree t in Dinv(T1, β1, τ1)
ex
t implies that if x is homogeneous of

degree h in Dinv(T2, β2, τ2), then (x, φ̄0(x)) has degree h and (x,−φ̄0(x)) has
degree ht. Therefore, Dinv(T1, β1, τ1)

ex
t = Dinv(T2, β2, τ2)

ex
t .

Theorem 5.2.31. Let T ∼= Z2m
2 be a subgroup of G and let t ∈ G \ T be an

order 2 element, let β : T×T → F be a nondegenerate alternating bicharacter
and τ : T → F a quadratic form whose polar form is β. Then Dinv(T, β, τ)

ex
t

is a graded-division simple algebra with involution such that the underlying
algebra is not simple. Moreover, given a G-graded-division simple algebra
with involution (D, φ0,∆) with D not simple, there is a subgroup T ∼= Z2m

2 of
G, an order 2 element t ∈ G\T and a nondegenerate alternating bicharacter
β : T × T → F such that (D, φ0,∆) ∼= Dinv(T, β, τ)

ex
t .

Two such algebras, Dinv(T, β, τ)
ex
t and Dinv(T

′, β′, τ ′)ext′ , are isomorphic if
and only if T ⟨t⟩ = T ′⟨t⟩, t = t′, β[t] = β′[t′] and τ [t] = τ ′[t].

Proof. Denote by φ0 the involution in Dinv(T, β, τ). Since every homoge-
neous component of Dinv(T, β, τ) has dimension 1, every homogeneous com-
ponent of Dinv(T, β, τ)

ex
t has dimension 1. Therefore, (x, y) is homogeneous

if and only if x is homogeneous in Dinv(T, β, τ) and y = ±φ0(x). Hence,
x and y are invertible. Therefore, (x, y) is invertible, which implies that
Dinv(T, β, τ)

ex
t is a graded-division algebra. Moreover, since the underlying

algebra of Dinv(T, β, τ) is simple, the underlying algebra with involution of
Dinv(T, β, τ)

ex
t , is simple.

Assume that (D, φ0,∆) is a G-graded-division simple algebra with in-
volution such that D is not simple. Then, there is an ideal I such that
(D, φ0) ∼= (I⊕Iop, ex). Thus, we are going to identify (D, φ0) and (I⊕Iop, ex).
Since D is a graded division algebra, the support ∆ is a group. Therefore,
we are going to assume that the grading group T is the support. The center
of D, Z(D) = F(1, 1) ⊕ F(1,−1) is a graded subspace. Thus, deg(1, 1) = e
and deg(1,−1) = t for some t ∈ T . Taking the coarsening by the group
T = T/⟨t⟩ given by :

∆: D =
⊕
t̄′∈T

Dt̄′

where Dt̄′ = Dt′ ⊕Dt′t. Since the support of ∆ is a 2-group due to Lemma
5.2.23, we can identify T with a subgroup T ′ of T in such way that T ∼=
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T ′×⟨t⟩, and in this coarsening, the homogeneous components have dimension
2. Now, in this coarsening Z(D)e = Z(D). Thus, if we denote e1 = (1, 0)
and e2 = (0, 1), the subspaces e1D = I and e2D = φ0(I) are graded, and for
every x ∈ It′ , φ0(x) ∈ φ(I)t′ . Thus, in I, every homogeneous compontent has
dimension 1, we denote the grading on I by ∆I . Therefore, for every x ∈ It′ ,
there is a unique y ∈ I such that x+ φ(y) ∈ Dt′ and multiplying by (1,−1),
it also satisfies that x− φ(y) ∈ Dt′t. We can define an involution φ̄0 in I by
sending x to y. Identifying D with I ⊕ Iop, ∆ is given by deg(x, φ̄0(x)) =
deg(x) and deg(x,−φ̄0(x)) = deg(x)t for every homogeneous element x ∈ I.
We are going to show that (I,∆I) is a graded-division algebra. Indeed, if
x is a homogeneous element of (I,∆I), (x, φ̄0(x)) is a homogeneous element
of (D,∆), which is a graded-division algebra, and this implies that x is
invertible, from which follows that (I,∆I) is a graded division algebra. Hence,
(I, φ̄0,∆I) ∼= Dinv(T

′, β, τ) for some nondegenerate alternating bicharacter β
and a quadratic form τ whose polar form is β. Therefore, (D, φ0,∆) is
isomorphic to Dinv(T, β, τ)

ex
t .

For the isomorphism problem, if T ⟨t⟩ = T ′⟨t⟩, t = t′, β[t] = β′[t′] and τ [t] =
τ ′[t], due to proposition 5.2.30, the algebras are isomorphic. Conversely, given
two such algebras Dinv(T, β, τ)

ex
t and Dinv(T

′, β′, τ ′)ext′ , if they are isomorphic,
since

{1, t} = SuppZ(Dinv(T, β, τ)
ex
t ) = SuppZ(Dinv(T

′, β′, τ ′)ext′ ) = {1, t′},

it follows that t = t′. Moreover,

T ⟨t⟩ = SuppDinv(T, β, τ)
ex
t = SuppDinv(T

′, β′, τ ′)ext′ = T ′⟨t⟩.

Finally, given h1, h2 ∈ T , Xh1 , Xh2 ∈ Dinv(T, β, τ) homogeneous of degree
h and k1, k2 ∈ {0, 1}, if φ0 is the involution in Dinv(T, β, τ) the elements
(Xh1 , (−1)k1β(h1)Xh1) and (Xh2 , (−1)k2β(h2)Xh2) have respective degrees
htk1 and htk2 . The identity:

(Xh1 , (−1)k1φ0(Xh1))(Xh2 , (−1)k2φ0(Xh2))

= β(h1, h2)(Xh2 , (−1)k2φ0(Xh2))(Xh1 , (−1)k1φ0(Xh1))

holds due to the fact that, as shown in Remark 5.2.22, β(h1, h2) = β(h2, h1).
The fact that the homogeneous components have dimension 1, implies that
for any elements x, y of degree h1, h2 ∈ Dinv(T, β, τ)

ex
t , xy = β[t](h1, h2)yx.

Therefore, it follows that β[t] = β′[t′]. Finally, Remark 5.2.29 implies that
τ [t] = τ ′[t].
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Remark 5.2.32. In a standard realization of a 2-elementary abelian subgroup
T of a group G and a nondegenerate alternate bicharacter β, for each s ∈ T
we denote Xs as usual. For an order 2 element t ∈ G \ T , if we denote by φ0

the involution of Dinv(T, β), we denote Ystk = (Xs, (−1)kφ0(Xs)) for every
s ∈ T and k ∈ {0, 1}. Taking a quadratic form τ whose polar form is β such
that φ0(s) = τ(s)Xs for each s ∈ T , clearly, for each s ∈ T ⟨t⟩, Ys = β[t](s)Ys.

Definition 5.2.33. Let T ∼= Z2m
2 be a subgroup of G and let t ∈ G \ T

be an order 2 element, let β : T × T → F be a nondegenerate alternating
bicharacter and τ : T → F a quadratic form whose polar form is β. Denote
(D, φ,∆) = Dinv(T, β, τ)

ex
t . For an homogeneneous element d, we denote

Dinv(T, β, τ, d)
ex
t = (D, Int(d) ◦ φ,∆) where Int(d)(x) = dxd−1 for all x ∈ D.

Proposition 5.2.34. Let T1, T2 be two elementary 2-subgroups of G, let ti ∈
G \ Ti for i ∈ {1, 2} be two order 2 elements, let β1 : T1 × T1 → F and
β2 : T2 × T2 → F be two nondegenerate alternating bicharacter and τ1, τ2
two quadratic forms whose polar forms are β1 and β2. Then, there exists
a homogeneous element d ∈ Dinv(T1, β1, τ1) such that Dinv(T1, β1, τ1, d)

ex
t1

∼=
Dinv(T2, β2, τ2)

ex
t2

if and only if T1⟨t1⟩ = T2⟨t2⟩, t1 = t2, β
[t1]
1 = β

[t2]
2 .

Proof. The proof that if there exist a homogeneous element d ∈ Dinv(T1, β1, τ1)
such that Dinv(T1, β1, τ1, d)

ex
t1

∼= Dinv(T2, β2, τ2)
ex
t2

then T1⟨t1⟩ = T2⟨t2⟩, t1 =

t2, β
[t1]
1 = β

[t2]
2 follows in the same way as in Theorem 5.2.31.

Now, in case T1⟨t1⟩ = T2⟨t2⟩, t1 = t2, β
[t1]
1 = β

[t2]
2 , denote τ ′ : T1 → F the

map given by τ ′(s) = τ
[t2]
2 (s) for all s ∈ T1. Then, due to Theorem 5.2.31 it

follows that Dinv(T2, β2, τ2)
ex
t2

∼= Dinv(T1, β1, τ
′)ext1 .

Denote (D, φ1,∆1) = Dinv(T1, β1, τ1)
ex
t1
and (D, φ2,∆2) = Dinv(T1, β1, τ

′)ext1 .
There is a homomorphism of graded-algebras:

Ψ: (D,∆2) 7→ (D,∆1)

induced by (d, 0) 7→ (d, 0) and (0, d) 7→ (0, τ1(t)τ
′(t)d) for every homogeneous

d ∈ D(T1, β1) of degree t. This is a well defined morphism of algebras due to
the fact that in the first component it is the identity and in the second it is
the composition of two involutions. It preserves the gradings since it sends
(d, τ ′(t)d) to (d, τ1(t)d) and (d,−τ ′(t)d) to (d,−τ1(t)d) for every homogeneous
d ∈ D(T1, β1) of degree t. Therefore, (D, φ2,∆2) ∼= (D,Ψ ◦ φ2 ◦ Ψ−1,∆1).
Finally, the involution Ψ ◦ φ2 ◦Ψ−1 preserves the grading and is given by:

Ψ ◦ φ2 ◦Ψ−1(d,±τ1(t)d) = τ ′(t)(d,±τ1(t)d)

for every d ∈ D(T1, β1) of degree t. Due to Proposition 5.2.25, there is
s ∈ T and an element ds ∈ D(T1, β1) of degree s such that for all t ∈ T and
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d ∈ D(T1, β1) of degree t, τ ′(t)d = τ1(t)dsdd
−1
s . Thus, there is s ∈ T1 such

that φ1 = Int(Xs)◦ (Ψ◦φ2 ◦Ψ−1), which implies that (D,Ψ◦φ2 ◦Ψ−1,∆1) ∼=
Dinv(T1, β1, τ1, Xs)

ex
t1

Associative algebras

Let D be a G-graded-division algebra with support T and V a G-graded right
D-module. Let φ0 be an involution of D and B : V ×V → D a nondegenerate
hermitian or skew-hermitian φ0-sesquilinear form such that B : τV ×τ V → D

is homogeneous of degree (0, g). Due to Proposition 5.2.34 and Proposition
5.2.17, we can choose an adequate homogeneous element d ∈ D and changing
φ0 by Ind(d) ◦ φ0 and B by dB, we can assume that D is either of the form
Dinv(T, β) or of the form Dinv(T, β)

ex
t . We write Sgn(B) = 1 if it is hermitian

and Sgn(B) = −1 if it is skew-hermitian. We can decompose V into isotypic
components as:

V = V1 ⊕ ...⊕ Vm0 ⊕ (V ′
m0+1 ⊕ V ′′

m0+1)⊕ ...⊕ (V ′
k0
⊕ V ′′

k0
)

⊕W1 ⊕ ...⊕Wm1 ⊕ (W ′
m1+1 ⊕W ′′

m1+1)⊕ ...⊕ (W ′
k1
⊕W ′′

k1
) (5.2.2)

Such that, each of the isotypic components Vi, V
′
i and V ′′

i are isomorphic
to the sum of all the submodules of V isomorphic to D[(0,g)] for a fixed g ∈ G,
and each of the isotypic components Wi, W

′
i and W

′′
i are isomorphic to the

sum of all the submodules of V isomorphic to D[(1,g)] for a fixed g ∈ G in such
way that each Vi and Wi are self-dual by B and each pair V ′

i , V
′′
i or W ′

i and
W ′′
i are in duality. Thus, dimD(V

′
i ) = dimD(V

′′
i ) for every i ∈ {m0+1, ..., k0}

and dimD(W
′
j) = dimD(W

′′
j ) for every j ∈ {m1 + 1, ..., k1}. We can order

each V1, ..., Vm0 such that the first l0 have odd dimension and the remaining
even dimension.

We write:

κ0 = (q
(0)
1 , ..., q

(0)
l0
, 2q

(0)
l0+1, ..., 2q

(0)
m0
, q

(0)
m0+1, q

(0)
m0+1, ..., q

(0)
k0
, q

(0)
k0
) ∈ Zk0>0 (5.2.3)

to be the vector with the dimensions of each Vi, V
′
i and V ′′

i and

κ1 = (q
(1)
1 , ..., q

(1)
l1
, 2q

(1)
l1+1, ..., 2q

(1)
m1
, q

(1)
m1+1, q

(1)
m1+1, ..., q

(1)
k1
, q

(1)
k1
) ∈ Zk1>0 (5.2.4)

to be the vector with the dimensions of eachWi,W
′
i andW

′′
i . Here q

(0)
1 , ..., q

(0)
l0
,

and q
(1)
1 , ..., q

(1)
l1

are odd numbers, and write:
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γ0 = (g
(0)
1 , ..., g

(0)
l0
, g

(0)
l0+1, ..., g

(0)
m0
, g

′(0)
m0+1, g

′′(0)
m0+1, ..., g

′(0)
k0
, g

′′(0)
k0

) ∈ Zk0>0 (5.2.5)

and

γ1 = (g
(1)
1 , ..., g

(1)
l1
, g

(1)
l1+1, ..., g

(1)
m0
, g

′(1)
m1+1, g

′′(1)
m1+1, ..., g

′(1)
k1
, g

′′(1)
k1

) ∈ Zk1>0 (5.2.6)

in such way that SuppVi = g
(0)
i T , SuppV ′

i = g
′(0)
i T , SuppV ′′

i = g
′′(0)
i T ,

SuppWi = g
(1)
i T , SuppW ′

i = g
′(1)
i T and SuppW ′′

i = g
′′(1)
i for each possible

choice of i. The fact that for h1, h2 ∈ G, i, j ∈ {0, 1}, v ∈ V(i,h1) and
w ∈ V(j,h2), B(v, w) = 0 unless i = j and h1h2g ∈ T , implies that there are

t
(0)
1 , ..., t

(0)
k0
, t

(1)
1 , ..., t

(1)
k1

∈ T , such that:

(g
(0)
1 )2t

(0)
1 = ... = (g(0)m0

)2t(0)m0
= g

′(0)
m0+1g

′′(0)
m0+1t

(0)
m0+1 = ... = g

′(0)
k0
g
′′(0)
k0

t
(0)
k0

= (g
(1)
1 )2t

(1)
1 = ... = (g(1)m1

)2t(1)m1
= g

′(1)
m1+1g

′′(1)
m1+1t

(1)
m1+1 = ... = g

′(1)
k1
g
′′(1)
k1

t
(1)
k1

= g−1.

Taking g
′′(0)
i t

(0)
i instead of g

′′(0)
i for every i ∈ {m0 + 1, ..., k0} and g

′′(1)
i t

(1)
i

instead of g
′′(1)
i , we can assume that γ0 and γ1 satisfy:

(g
(0)
1 )2t

(0)
1 = ... = (g(0)m0

)2t(0)m0
= g

′(0)
m0+1g

′′(0)
m0+1 = ... = g

′(0)
k0
g
′′(0)
k0

= (g
(1)
1 )2t

(1)
1 = ... = (g(1)m1

)2t(1)m1
= g

′(1)
m1+1g

′′(1)
m1+1 = ... = g

′(1)
k1
g
′′(1)
k1

= g−1. (5.2.7)

Notice that the elements

t
(0)
1 , ..., t(0)m0

, t
(1)
1 , ..., t(1)m1

and
g
′′(0)
m0+1, ..., g

′′(0)
k0

, g
′′(1)
m1+1, ..., g

′′(1)
k1

,

are determined by

g
(0)
1 , ..., g(0)m0

, g
′(0)
m0+1, ..., g

′(0)
k0
, g

(1)
1 , ..., g(1)m1

, g
′(1)
m1+1, ..., g

′(1)
k1
,

and g.

Definition 5.2.35. Let T ′ be an elementary 2-subgroup of Z×G and β : T ′×
T ′ → F a nondegenerate alternating bicharacter. Let κ0, κ1, γ0, γ1 and
g ∈ G be as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) satisfying (5.2.7) and let
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δ = ±1. We denote T = T ′ and define M(G, T, β, κ0, κ1, γ0, γ1, δ, g) as the
graded algebra M(G,Dinv(T, β), κ0, κ1, γ0, γ1) with the involution given by
φ(X) = Φ−1X tΦ where Φ is the matrix given in the following block-diagonal
form:

Φ =

l0∑
i=1

I
q
(0)
i

⊗X
t
(0)
i

⊕
m0∑

i=l0+1

S(0)
i ⊗X

t
(0)
i

⊕
k0∑

m0+1

(
0 I

q
(0)
i

δI
q
(0)
i

0

)

⊕
l1∑
i=1

I
q
(1)
i

⊗X
t
(1)
i

⊕
m1∑

i=l1+1

S(1)
i ⊗X

t
(1)
i

⊕
k1∑

m1+1

(
0 I

q
(1)
i

δI
q
(1)
i

0

)
(5.2.8)

where for i ∈ {l0 + 1, ...,m0}, S(0)
i = I

2q
(0)
i

or S
(0)
i =

(
0 I

q
(0)
i

−I
q
(0)
i

0

)
, we write

sgn(S
(0)
i ) = 1 in the first case and sgn(S

(0)
i ) = −1 in the second case, and

similarly, for i ∈ {l1 + 1, ...,m1}, S(1)
i = I

2q
(1)
i

or S
(1)
i =

(
0 I

q
(1)
i

−I
q
(1)
i

0

)
, and

we write sgn(S
(1)
i ) = 1 in the first case and sgn(S

(1)
i ) = −1 in the second

case. All this subject to:

δ = β(t
(0)
1 ) = ... = β(t

(0)
l0
) = sgn(S

(0)
l0+1)β(t

(0)
l0+1) = ... = sgn(S(0)

m0
)β(t(0)m0

)

= β(t
(1)
1 ) = ... = β(t

(1)
l1
) = sgn(S

(1)
l1+1)β(t

(1)
l1+1) = ... = sgn(S(1)

m1
)β(t(1)m1

)

(5.2.9)

(recall that β is the quadratic form defined as in Definition 5.2.24). With the
same notation, for an order 2 element t ∈ G \ T ′, we denote T = T ′⟨t⟩ and
define M(G, T ′, t, β, κ0, κ1, γ0, γ1, δ, g) to be M(G,Dinv(T

′, β)ext , κ0, κ1, γ0, γ1)
with the involution given by the expression φ(X) = Φ−1ex(X)tΦ where ex
is applied componentwise and Φ is the matrix given in the following block-
diagonal form:

Φ =

l0∑
i=1

I
q
(0)
i

⊗ Y
t
(0)
i

⊕
m0∑

i=l0+1

S(0)
i ⊗ Y

t
(0)
i

⊕
k0∑

m0+1

(
0 I

q
(0)
i

δI
q
(0)
i

0

)

⊕
l1∑
i=1

I
q
(1)
i

⊗ Y
t
(1)
i

⊕
m1∑

i=l1+1

S(1)
i ⊗ Y

t
(1)
i

⊕
k1∑

m1+1

(
0 I

q
(1)
i

δI
q
(1)
i

0

)
(5.2.10)
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Where for i ∈ {l0 + 1, ...,m0}, S(0)
i = I

2q
(0)
i

or S
(0)
i =

(
0 I

q
(0)
i

−I
q
(0)
i

0

)
, we

write sgn(S
(0)
i ) = 1 in the first case and sgn(S

(0)
i ) = −1 in the second case,

and similarly, for i ∈ {l1 + 1, ...,m1}, S(1)
i = I

2q
(1)
i

or S
(1)
i =

(
0 I

q
(1)
i

−I
q
(1)
i

0

)
,

and we write sgn(S
(1)
i ) = 1 in the first case and sgn(S

(1)
i ) = −1 in the second

case. All this subject to:

δ = β[t](t
(0)
1 ) = ... = β[t](t

(0)
l0
) = sgn(S

(0)
l0+1)β

[t](t
(0)
l0+1) = ... = sgn(S(0)

m0
)β[t](t(0)m0

)

= β[t](t
(1)
1 ) = ... = β[t](t

(1)
l1
) = sgn(S

(1)
l1+1)β

[t](t
(1)
l1+1) = ... = sgn(S(1)

m1
)β[t](t(1)m1

).

(5.2.11)

Proposition 5.2.36. Over an algebraically closed field F, with the notation
of this section:

(1) In case (D, φ0) is isomorphic to Dinv(T, β), the graded algebra with in-
volution End(G,D, V, φ0, B) is isomorphic to M(G, T ′, β, κ0, κ1, γ0, γ1, δ, g)
with κ0, κ1, γ0, γ1 and g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6)
and δ = sgn(B).

(2) In case (D, φ0) is isomorphic to Dinv(T
′, β)ext , the graded algebra with

involution End(G,D, V, φ0, B) is isomorphic to M(G, T ′, t, β, κ0, κ1, γ0, γ1, δ, g)
with κ0, κ1, γ0, γ1 and g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6)
and δ = sgn(B). Moreover, with the same choice of D, V and φ0, we
can choose B so that sgn(B) = 1.

Proof. We will abuse of the notation and denote β[t] just by β, in case
(D, φ0) is isomorphic to Dinv(T

′, β)ext , in order to work with (1) and (2)
at the same time. Also, for every s ∈ T , we will denote Zs = Xs in case
(D, φ0) is isomorphic to Dinv(T, β), and Zs = Ys in case it is isomorphic to
Dinv(T

′, β)ext . As shown, in [EK13, (2.19)], after taking a basis {v1, ..., vr} of
V , the involution φ of End(G,D, V, φ0, B), can be written in matrix form as
φ(X) = Φ−1φ0(X)tΦ, where the coordinate i, j of Φ is B(vi, vj). Thus, in
order to prove the proposition, we just need to find the right homogeneous
basis.

For i ∈ {1, ...,m0} and j ∈ {1, ...,m1}, denote in each case V i = V
g
(0)
i

and W j = V
g
(1)
j
. Thus, we can identify Vi with Vi⊗D and Wj with W j ⊗D.

Then, we have:
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B(u, v) = B
(0)
i (u, v)Z

t
(0)
i

for all u, v ∈ Vi

B(u, v) = B
(1)
j (u, v)Z

t
(1)
i

for all u, v ∈ Wj.

Where B
(0)
i : Vi × Vi → F and B

(1)
i : Wi × Wi → F are nondegenerate

bilinear forms. The fact that B is hermitian or skew-hermitian implies that
B

(0)
i is symmetric if sgn(B) = β(t

(0)
i ), in which case, we can take a basis such

that the matrix of B
(0)
i with respect to this basis is IdimF(V i)

, or it implies that

B
(0)
i is skew-symmetric if sgn(B) = −β(t(0)i ), in which case, the dimension of

V i is even, so we denote 2ki = dimF(V i) we can take a basis of Vi such that

the matrix of B
(0)
i is

(
0 Iki

−Iki 0

)
. Similarly, we can do with each B

(1)
j .

Now, for each i ∈ {m0 + 1, ..., k0} and j ∈ {m1 + 1, ..., k1}, we denote

V
′
i = V

g
′(0)
i

, V
′′
i = V

g
′′(0)
i

, W
′
j = V

g
′(1)
j

and W
′′
j = V

g
′′(1)
j

. Hence, we can identify,

V ′
i with V

′
i ⊗D, V ′′

i with V
′′
i ⊗D, w′

j with W
′
j ⊗D and V ′′

i with W
′′
i ⊗D.

Then, in a similar way as before, we have that there are nondegenerate
pairings B

(0)
i : V

′
i × V

′′
i → F and B

(1)
i : W

′
j ×W

′′
j → F such that:

B(u, v) = B
(0)
i (u, v)Z

t
(0)
i

for all u ∈ V 1 and v ∈ V
′′
i

B(u, v) = B
(1)
j (u, v)Z

t
(1)
i

for all u ∈ W
′
j and v ∈ W

′′
j .

Thus, we can take a basis of V
′
i and a dual basis of V

′′
i and similarly, take

a basis for W
′
i and a dual basis of W

′′
i . Ordering the basis of each subspace

as in (5.2.2), we can write the algebra in matrix form and get the result.
Finally, if (D, φ0) is isomorphic to Dinv(T

′, β)ext and sgn(B) = −1, due to
Proposition 5.2.17

End(G,D, V, φ0, B) = End(G,D, V, Int((1,−1)) ◦ φ0, (1,−1)B)

but Int(1,−1) ◦ φ0 = φ0 and sgn((1,−1)B) = 1.

Theorem 5.2.37. Let (A, φ,Γ) be an Ω-algebra satisfying (T1)− (T4) over
an algebraically closed field F. Then, one of the following holds:

(1) There is an elementary 2-subgroup T of G, a nondegenerate alternating
bicharacter β : T×T → F, k0, k1 > 0, γ0 ∈ Gk0 and γ1 ∈ Gk1 consisting
on distinct elements modulo T , κ0 ∈ Zk0>0 and κ1 ∈ Zk1>0 such that
(A, φ,Γ) ∼= M(G,D(T, β), κ0, κ1, γ0, γ1)

ex.
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(2) There are, an elementary 2-subgroup T of G, a nondegenerate alter-
nating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and g ∈ G as in
(5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1 such that we have the
isomorphism (A, φ,Γ) ∼= M(G, T, β, κ0, κ1, γ0, γ1, δ, g).

(3) There are, an elementary 2-subgroup T of G, a nondegenerate alternat-
ing bicharacter β : T × T → F, an order 2 element t ∈ G \ T , κ0, κ1,
γ0, γ1 and g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) such that
(A, φ,Γ) ∼= M(G, T, β, t, κ0, κ1, γ0, γ1, 1, g).

Moreover, the algebras on each item are non isomorphic and:

(i) M(G,D(T, β), κ0, κ1, γ0, γ1)
ex ∼= M(G,D(T ′, β′), κ′0, κ

′
1, γ

′
0, γ

′
1)

ex if and
only if either:

(a) T = T ′, β = β′ and there is g ∈ G such that Ξ(κ0, γ0) = gΞ(κ′0, γ
′
0)

and Ξ(κ1, γ1) = gΞ(κ′1, γ
′
1) or

(b) T = T ′, β = β′ and there is g ∈ G such that Ξ(κ0, γ0) =
gΞ(κ′0, γ

′−1
0 ) and Ξ(κ1, γ1) = gΞ(κ′−1

1 , γ′1).

(ii) M(G, T, β, κ0, κ1, γ0, γ1, δ, g) ∼= M(G, T ′, β′, κ′0, κ
′
1, γ

′
0, γ

′
1, δ

′, g′) if and
only if T = T ′, β = β′, δ = δ′ and there is g′′ ∈ G such that
Ξ(κ0, γ0) = g′′Ξ(κ′0, γ

′
0), Ξ(κ1, γ1) = g′′Ξ(κ′1, γ

′
1) and g = g′g′′−1.

(iii) M(G, T, β, t, κ0, κ1, γ0, γ1, 1, g) ∼= M(G, T ′, β′, t′, κ′0, κ
′
1, γ

′
0, γ

′
1, 1, g

′) if and
only if T ⟨t⟩ = T ′⟨t′⟩, t = t′, β[t] = β[t′] and there is g′′ ∈ G such that
Ξ(κ0, γ0) = g′′Ξ(κ′0, γ

′
0), Ξ(κ1, γ1) = g′′Ξ(κ′1, γ

′
1) and g = g′g′′−1.

Proof. Let’s prove the first part. In order to do so, assume that (A, φ,Γ) is
an Ω-algebra satisfying (T1) − (T4) over an algebraically closed field F. In
case (A, φ,Γ) is not graded simple, Theorems 5.2.12 and 5.2.20 imply (1). In
case A is simple, due to Proposition 5.2.36, we get (2) and (3).

In order to prove the second part, the algebras on each item are not
isomorphic since in (1), (A,Γ) is not graded-simple, in (2), A is simple,
hence (A,Γ) is graded-simple and in (3) (A,Γ) is graded simple but A is not
simple. Hence, let’s prove item by item:

(i) This is a consequence again of Theorems 5.2.12, 5.2.20 together with
Lemma 5.2.21 and Remark 5.2.22.

(ii) LetD, V , φ0 andB be such that the isomorphism End(G,D, V, φ0, B) ∼=
M(G, T, β, κ0, κ1, γ0, γ1, δ, g) holds. If T = T ′, β = β′, δ = δ′ and there
is g′′ ∈ G such that Ξ(κ0, γ0) = gΞ(κ′0, γ

′
0), Ξ(κ1, γ1) = gΞ(κ′1, γ

′
1)
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and g = g′g′′−1. Then, by the construction, shown before, it follows
End(G,D, V [(0,g′′)], φ0, B) ∼= M(G, T ′, β′, κ′0, κ

′
1, γ

′
0, γ

′
1, δ

′, g′) and it also
follows , End(G,D, V, φ0, B) ∼= End(G,D, V [(0,g′′)], φ0, B) via the iso-
morphism induced by (idD, idV ). The converse is just a consequence of
[EK13, Theorem 2.64] since here we are considering a subgroup of the
automorphisms in the theorem mentioned before.

(iii) If T ⟨t⟩ = T ′⟨t′⟩, t = t′, β[t] = β[t′] and there is g′′ ∈ G such that
Ξ(κ0, γ0) = gΞ(κ′0, γ

′
0), Ξ(κ1, γ1) = gΞ(κ′1, γ

′
1) and g = g′g′′−1, the prove

is as before.

For the converse, LetD, V , φ0 andB be such that End(G,D, V, φ0, B) ∼=
M(G, T, β, κ0, κ1, γ0, γ1, 1, g). Due to [EK13, Theorem 2.10], the pair
(D, V ) is determined up to isomorphism by the grading on the Ω-
algebra M(G, T, β, κ0, κ1, γ0, γ1, 1, g) and a shift on the grading of V by
an element (0, g′′) ∈ Z × G . Due to Proposition 5.2.36 the sesquilin-
ear form B is determided up to one homogeneous element of the cen-
ter of the algebra EndD(V ) by the involution of End(G,D, V, φ0, B)
and the choice of φ0. The restriction sgn(B) = 1, implies that it is
uniquely determined by scalar. Therefore, the decomposition (5.2.2)
is determined up to a permutation of V1, ..., Vm0 , a permutation of
V ′
m0+1, V

′′
m0+1, ..., V

′
k0
, V ′′

k0
preserving the pairing of the V ′

i and V ′′
i , a

permutation of W1, ...,Wm1 , and a permutation of W ′
m1+1,W

′′
m1+1, ...

,W ′
k1
,W ′′

k1
preserving the pairing of the V ′

i and V ′′
i . If we shift the

grading on V by (0, g′′), the degree of [τ ]B changes to (0, gg′′−1). Thus,

the elements the elements t
(0)
1 , ..., t

(0)
m0 , t

(1)
1 , ..., t

(1)
m1 are uniquely deter-

mined by B since the equation (5.2.7) is invariant under these shifts

and any changes of the elements g
(0)
1 , ..., g

(0)
m0 , g

(1)
1 , ..., g

(1)
m1 by other el-

ements on their cosets (since T is an elementary 2-group). There-
fore, this argument together with Theorem 5.2.31 implies that in case
M(G, T, β, t, κ0, κ1, γ0, γ1, 1, g

′) ∼= M(G, T ′, β′, t′, κ′0, κ
′
1, γ

′
0, γ

′
1, 1, g

′), then
T ⟨t⟩ = T ′⟨t′⟩, t = t′, β[t] = β[t′] and there is g′′ ∈ G such that
Ξ(κ0, γ0) = gΞ(κ′0, γ

′
0), Ξ(κ1, γ1) = gΞ(κ′1, γ

′
1) and g = g′g′′−1.

Definition 5.2.38. Denote by π1 and π2 the projection of Z×G on Z and on
G respectively. Let (A, φ,∆) be an Ω-algebra satisfying (T1)− (T4). Denote
π1∆: A = A−1 ⊕ A0 ⊕ A1 and W = W(A, φ,π1 ∆). Recall that as shown
in Remark 4.2.21 that A(W ) = A−1A1 ⊕A1 Then, due to Proposition 5.1.1
and Theorem 5.1.4, the grading π2∆ induces a grading on A(W ) given by
deg(a) = g for every a ∈ A(1,g) ⊕ (A(0,g) ∩ (A−1A1)). We denote this graded
algebra GrA(A, φ, ∆).
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Examples 5.2.39. We are going to study the grading on the graded algebra
GrA(M(G, T, β, κ0, κ1, γ0, γ1, δ, g)) for different choices ofG, T, β, κ0, κ1, γ0, γ1, δ
and g.

(1) If T = {e}, κ0(1, 1), κ1 = (2), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g(1)), δ = 1 and

the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = (g(1))2 = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
1 0
0 1

)
=

Φ1. In this case, on W there are two graded subspaces which are the
subspace:

W
g
(0)
1 (g(1))−1 =

{(
0,

(
λ β
0 0

))
| λ, β ∈ F

}
whose elements have degree g

(0)
1 (g(1)) and the subspace:

W
g
(0)
2 (g(1))−1 =

{(
0,

(
λ β
0 0

))
| λ, β ∈ F

}
(5.2.12)

whose elements have degree g
(0)
2 (g(1)). Moreover, since g

(0)
1 ̸= g

(0)
2 it

follows that their degrees are different. Notice that with the choice of
x1, x2 and x3 choosen in Example 4.3.16, in this case, choosing the skew
symmetric element

s =

((
0 1
−1 0

)
, 0

)
, (5.2.13)

the elements x1, sx1, (x2+x3), s(x2+x3), (x2−x3) and s(x2−x3) are
all homogeneous and they span M.

(2) If T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g′(1), g′′(1)),

δ = 1 and the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = g′(1)g′′(1) = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
1 0
0 1

)
and Φ1 =

(
0 1
1 0

)
. In this case, the subspace of W:

W1 =

{(
0,

(
λ 0
0 β

))
| λ, β ∈ F

}
(5.2.14)
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is a graded subspace whose elements have degrees g
(0)
1 (g′(1))−1 or g

(0)
2 (g′′(1))−1,

and the subspace

W2 =

{(
0,

(
0 λ
β 0

))
| λ, β ∈ F

}
(5.2.15)

is a graded subspace whose elements have degrees g
(0)
1 (g′′(1))−1 or g

(0)
2 (g′(1))−1.

Since g
(0)
1 ̸= g

(0)
2 and g′(1) ̸= g′′(1), the degrees of the elements in W1

are different to the degrees of the elements in W2. Thus, every homo-
geneous element is is W1 or W2.

We can choose the element:

s =

((
0 i
−i 0

)
, 0

)
to be a choice of skew-symmetric element such that s2 = 1 and choose
x1, x2, x3 as in Example 4.3.16. We denote eσ = 1

2
(1+ (σs)) for σ = ±.

We can check that the elements x1, sx1, e+x2 ± e−x3 and e−x2 ± e+x3
are homogeneous.

(3) If T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g′(0), g′′(0)), γ1 = (g
(1)
1 , g

(1)
2 ),

δ = 1 and the relations are:

g′(0)g′′(0) = (g
(1)
1 )2 = (g

(1)
2 )2 = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
0 1
1 0

)
and Φ1 =

(
1 0
0 1

)
. In this model, we can choose:

s =

((
1 0
0 −1

)
, 0

)
as a skew-symmetric element whose square is 1. This element has
degree e. Therefore, if we denote eσ = 1

2
(1 + σs) with σ = ±, we have

that:

e+ =

((
1 0
0 0

)
, 0

)
, and e− =

((
0 0
0 1

)
, 0

)
,

and the subspaces Wσ = eσW are graded subspaces. More concretely,
these subspaces are the following:
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W+ =

{(
0,

(
0 0
λ β

))
| λ, β ∈ F

}
and

W− =

{(
0,

(
λ β
0 0

))
| λ, β ∈ F

}
.

Now, since g
(1)
1 ̸= g

(1)
2 we have that the degree of (0, E1,1) is g

′(0)(g
(1)
1 )−1

which is different to the degree of (0, E1,2) which is g′(0)(g
(1)
2 )−1 and we

have that the degree of (0, E2,1) is g
′′(0)(g

(1)
1 )−1 different to the degree

of (0, E2,2) which is g′′(0)(g
(1)
2 )−1.

With the choice of x1, x2 and x3 from Example 4.3.16 we have that
e+x1, e−x1, e+(x2 + x3), e−(x2 + x3), e+(x2 − x3) and e−(x2 − x3) are
homogeneous.

(4) If T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g′(0), g′′(0)), γ1 = (g
(1)
1 , g

(1)
2 ),

δ = 1 and the relations are:

g′(0)g′′(0) = (g
(1)
1 )2 = (g

(1)
2 )2 = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
0 1
1 0

)
=

Φ1. In this model, as before, we can choose:

s =

((
1 0
0 −1

)
, 0

)
as a skew-symmetric element whose square is 1. This element has
degree e and if we denote eσ = 1

2
(1 + σs) with σ = ±, we have that:

e+ =

((
1 0
0 0

)
, 0

)
, and e− =

((
0 0
0 1

)
, 0

)
,

and the subspaces Wσ = eσW are graded subspaces and they are the
following:

W+ =

{(
0,

(
0 0
λ β

))
| λ, β ∈ F

}
and

W− =

{(
0,

(
λ β
0 0

))
| λ, β ∈ F

}
.
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(5) If T = {e}, κ0 = (2), κ1 = (1, 1), γ0 = (g(0)), γ1 = (g
(1)
1 , g

(1)
2 ), δ = 1

and the relations are:

(g(0))2 = (g
(1)
1 )2 = (g

(1)
2 )2 = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
1 0
0 1

)
=

Φ1. In this case with the choice of x1, x2, x3 from Example 4.3.16 and
choosing s to be the element((

0 i
−i 0

)
, 0

)
,

which is a skew-symmetric element whose square is 1, we can check that
x1, sx1, (x2 + x3), (x2 − x3), s(x2 + x3) and s(x2 − x3) are homogeneous
elements .

(6) If T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g

(1)
1 , g

(1)
2 ),

δ = 1 and the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g,

this is the model of algebra given in Example 4.2.21 with Φ0 =

(
1 0
0 1

)
=

Φ1. With this model we have that

Supp(W) = {g(0)1 (g
(1)
1 )−1, g

(0)
1 (g

(1)
2 )−1, g

(0)
2 (g

(1)
1 )−1, g

(0)
2 (g

(1)
2 )−1}.

Since g
(0)
1 ̸= g

(0)
2 and g

(1)
1 ̸= g

(1)
2 , it follows that this set has cardinal 4

unless either:

g
(0)
1 (g

(1)
1 )−1 = g

(0)
2 (g

(1)
2 )−1 (5.2.16)

or

g
(0)
1 (g

(1)
2 )−1 = g

(0)
1 (g

(1)
2 )−1 (5.2.17)

but (5.2.16) and (5.2.17) are equivalent since g
(0)
2 (g

(0)
1 )−1 = g

(0)
1 (g

(0)
2 )−1.

(7) If T = Z2
2, κ0 = (2), κ1 = (2), γ0(g

(0)), γ1(g
(1)), δ = 1 and relations

(g(0))2t(0) = (g(1))2t(1) = g,

then, this is the model from Example 4.2.23 with (D, − ) isomorphic to
(M2(F), t ), d0 = Xt(0) and d1 = Xt(1) . The graded subspaces of W of degree
t are the subspaces of the form (0, d) with d ∈ D of degree (g(0))−1tg(1).
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5.2.3 Non structurable gradings

In this subsection, we are going to consider the split quartic Cayley algebra
(A, − ), over an algebraically closed field F. Our purpose will be to classify up
to isomorphism the gradings of (A, − ) which are not gradings of (A, − ,Γi)
for any structurable grading Γi. This will be completed in Proposition 5.2.52.
We fix a primitive cubic root of the unity ζ. We are going to use the notation
of (4.3.2) (denote the subspaces S(A, − ), H(A, − ), K(A, − ) and M(A, − )
as S,H,K and M respectively), and denote by Γi for i ∈ {1, 2, 3} the struc-
turable gradings defined in Corollary 4.3.14. Our purpose is to classify up to
isomorphism the gradings on (A, − ) which are not gradings on (A, − ,Γi)
for any i ∈ {1, 2, 3}.

Fix s ∈ S such that s2 = 1 and define ρs ∈ EndF(M) by ρs(m) = sm for
every m ∈ M. Due to Lemma 3.2.2 it follows that:

ρ2s = idM. (5.2.18)

Therefore, ρs has eigenvalues ±1, which implies that there is a vector
space decomposition:

M = M+ ⊕M− (5.2.19)

where Mσ = {m ∈ M | ρs(m) = σm} for σ = ±.

Remark 5.2.40. We can notice that

Mσ =
1

2
(1 + (σs))M

for σ = ±. Moreover, we can check that both subspaces are nonzero since

0 ̸= 1

2
(1 + (σs))x1

for σ = ±. We denote e+ = 1
2
(1+s) and e− = 1

2
(1−s). They satisfy e+ = e−,

e− = e+, e
2
+ = e+, e

2
− = e− and e+e− = 0 = e−e+.

Lemma 5.2.41 ([BD23]). For a G-grading Γ, deg(s) = e if and only if M+

and M− are graded subspaces.

Proof. In case deg(s) = e, the homomorphisms m 7→ 1
2
(1 ± s)m are homo-

morphisms of degree e. Hence, since M+ and M− are the images, they are
graded.

Conversely, if M+ and M− are graded. Pick 0 ̸= m ∈ M+. Then,
deg(m) = deg(sm) = deg(s) deg(m), which implies that deg(s) = e.
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We denote by b : M × M → F the bilinear form which satisfies xy =
b(x, y)1 + λs +m for some λ ∈ F and m ∈ M. This is well defined due to
(4.3.2) and (4.3.3).

Lemma 5.2.42 ([BD23]). For any G-grading on A, b is a nondegenerate
homogeneous bilinear form of degree e.

Proof. In order to show that b is nondegenerate, we take 0 ̸= m ∈ M and we
are going to show that there is an element m′ such that b(m,m′) ̸= 0. Take
r1, r2, r3 ∈ K such that m = r1x1 + r2x2 + r3x3. Without loss of generality,
assume that r1 ̸= 0 (otherwise, after applying a homomorphism of the form
φσ as in Corollary 4.3.13 we are in this case). Since r1 is either a zero divisor
or an invertible element, then, either r1 = βeσ for β ∈ F× and σ = ± or
r1r1 = β1 for β ∈ F×. In the first case, b(m, 2e−σx1) = β and in the second
case b(m, r1x1) = β.

b is homogeneous of degree e, due to the fact that F1 is a subspace of Ae

and that S⊕M is a graded subspace.

Now we are going to define two gradings on (A,Γ).

Definition 5.2.43. Let (A, − ) be a split quartic Cayley algebra. Let g1, g2 ∈
G be such that g31 = e = g32. We denote by Γ1

SQC(G, g1, g2) the grading
induced by deg(s) = e, deg(e+(x1+ζx2+ζ

2x3)) = g1 and deg(e+(x1+ζ
2x2+

ζx3)) = g2.

The previous grading is well defined due to the fact that there are two
commuting automorphisms of order 3, φσF ◦ θF((ζ2e+ + ζe−, ζ

2e+ + ζe−), id)
and φτF ◦θF((ζ2e++ζe−, ζ

2e++ζe−), id), where σ is the permutation (1, 2, 3),
τ is the permutation (1, 3, 2), and θ is defined as in Lemma 5.1.12.

Definition 5.2.44. Let (A, − ) be a split quartic Cayley algebra. Let g ∈
G be an order 3 element and h ∈ G an order 2 element. We denote by
Γ2
SQC(G, h, g) the grading induced by deg(s) = h and deg(x1+ζx2+ζ

2x3) = g

The previous grading is well defined due to the fact that there are two
commuting automorphisms, the order 3 automorphism φσF, where σ is the
permutation (1, 2, 3), and the order 2 automorphism θF((1, 1), − ), where θ
is defined as in Lemma 5.1.12.

Lemma 5.2.45. Let (A, − ) be a split quartic Cayley algebra. Let Γ be a
grading such that deg(s) = e. If eσxi is homogeneous for some σ = ± and
i ∈ {1, 2, 3}, then Γ is a grading of (A, − ,Γi).
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Proof. This result is part of the proof [BD23, Theorem 3]. Here we give a
proof for completeness.

Since we can apply the automorphisms φτ for some τ ∈ Sym3 and
θF(1, 1, − ) (with the notation of Lemma 5.1.12), we can assume that i = 1
and σ = +. Denote φ(x) = b(e+x1, x). kerφ ∩ M− = Fe−x2 ⊕ Fe−x3 is a
graded subspace due to Lemma 5.2.41 and Lemma 5.2.42.

Since M− is a graded subspace, there should be a homogeneous element
of the form x = e−(x1 + λ2x2 + λ3x3) with λ2, λ3 ∈ F. We can divide the
proof into three parts:

(1) In case λ2 = 0 = λ3, e−x1 is homogeneous and this implies as before
that Fe+x2⊕Fe+x3 is a graded subspace, which, together with the fact
that Fe−x2 ⊕ Fe−x3 is a graded subspace, implies that Γ is a grading
of (A, − ,Γ1).

(2) If 0 ̸= λ2, λ3, since b(e+x1, x) ̸= 0 and b(x2, x) ̸= 0, Lemma 5.2.42
implies that e+x1 and x2 have the same degree. Therefore,

1

2
x2 − λ2λ3e+x1 = e+(λ3x2 + λ2x3)

is homogeneous, and it follows that the element

(e+(λ3x2 + λ2x3))
2 = 2λ2λ3e−x1

is homogeneous. Arguing as in (1), it implies that Γ is a grading of
(A, − ,Γ1).

(3) If λ2 ̸= 0 but λ3 = 0, then, 1
2λ2
x2 = e+x3 and 1

2λ2
x2(e+x1) = e−x2 are

homogeneous. Since M+ is a graded subspace and the elements e+x1
and e+x3 are homogeneous, there should be a homogeneous element
w = e+(β1x1 + x2 + β3x3) with β1, β3 ∈ F. Now, w(e+x3) − β1e−x2 =
e−x1 is homogeneous and, as in (1) Γ is a grading of (A, − ,Γ1).

Remark 5.2.46. If {i, j, k} = {1, 2, 3}, σ = ± and λi, λj ∈ F×, then [eσ(λixi+
λjxj)]

2 = 2λiλje−σxk. Therefore, Lemma 5.2.45, implies that if Γ is a grading
of the split quartic Cayley algebra (A, − ) but not of (A, − ,Γi) for some i ∈
{1, 2, 3}, then, if eσ(λ1x1+λ2x2+λ3x3) is homogeneous for some λ1, λ2, λ3 ∈ F
and σ = ±, it implies that λ1, λ2 and λ3 are nonzero.
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Proposition 5.2.47. Let (A, − ) be the split quartic Cayley algebra over an
algebraically closed field F. Let Γ be a G-grading of (A, − ) with deg(s) = e,
which is not a grading for (A, − ,Γi) for any i ∈ {1, 2, 3}. Then there are
two different elements g1, g2 ∈ G satisfying g31 = e = g32, such that Γ ∼=
Γ1
SQC(G, g1, g2).

Proof. This result is part of [BD23, Theorem 3]. Here we give a proof for
completeness.

Since M+ is a graded subspaces of A, take a homogeneous element x =
e+(λ1x1+λ2x2+λ3x3). Due to Remark 5.2.46, λ1, λ2, λ3 are nonzero. There-
fore, we can assume that λ1λ2λ3 = 1. Take another homogeneous element
y = e+(β1x1 + β2x2 + β3x3) with β1, β2, β3 ∈ F and β1β2β3 = 1 in such
way that deg x ̸= deg y. This should exist, otherwise it would be in con-
tradiction with Lemma 5.2.45. Denote g1 = deg x and g2 = deg y. After a
simple computation, we can check that (x2)2 = 8x and (y2)2 = 8y. There-
fore, g31 = g32 = e. Thus, deg x2 = g−1

1 and deg y2 = g−1
2 . Additionally,

since g1g
2
2 ̸= e ̸= g21g2, it follows that b(x, y2) = 0 = b(y, x2), which after

computing it, we get:

λ1λ2β3 + λ2λ3β1 + λ3λ1β2 = 0 = β1β2λ3 + β2β3λ1 + β3β1λ2. (5.2.20)

Moreover, the fact that g1g2 ̸= g21 and g1g2 ̸= g22, we deduce that x2 ̸=
xy ̸= y2. Since

xy = e−[(λ2β3 + λ3β2)x1 + (λ1β3 + λ3β1)x2 + (λ2β1 + β2λ1)x3],

using (5.2.20), we get that

xy = e−(−λ2λ3β1λ−1
1 x1 − λ1λ3β2λ

−1
2 x2 − λ1λ2β3λ

−1
3 x3).

The product of the coefficients is −1. Therefore, if we put z′ = −xy, we
have (z′2)2 = 8z′. Hence, for z = 1

2
z′2, it follows that z2 = 4z′ and (z2)2 =

4z′2 = 8(1
2
z′2) = 8z. Then, the map sending x 7→ e+(x1 + ζx2 + ζ2x3), y 7→

e+(x1 + ζ2x2 + ζx3) and z 7→ e+(x1 + x2 + x3), extends to an automorphism.
So the grading is isomorphic to Γ1

SQC(G, g1, g2). The fact that g1 ̸= g2 implies
that g1, g2 and (g1g2)

−1 are different, otherwise if for example g1 = (g1g2)
−1,

this would imply that e = g1g
2
2 = g1g

−1
2 , a contradiction. Thus, since g1, g2

and (g1g2)
−1 are different, the grading is not a grading of the algebra with

any structurable grading.

Lemma 5.2.48. Let (A, − ) be a split quartic Cayley algebra. Let Γ be a
grading such that deg(s) = h for an element of order 2. If rxi is homogeneous
for some 0 ̸= r ∈ K, and i ∈ {1, 2, 3}, then Γ is a grading of (A, − ,Γi).
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Proof. This result is part of the proof of [BD23, Theorem 3]. Here we give a
proof for completeness.

Assume that rxi is homogeneous. Since deg(rxi) ̸= deg(s(rxi)), it follows
that r is not in Fe+∪Fe−. Then, Kxi = F(rxi)⊕Fs(rxi) is a graded subspace.
Now, since

{x ∈ M(A, − ) | b(x,Kxi) = 0} = Kxj ⊕Kxk

for {i, j, k} = {1, 2, 3}, then Lemma 5.2.42 implies thatKxj⊕Kxk is a graded
subspace. Thus, Γ is a grading of (A, − ,Γi).

Lemma 5.2.49. Let (A, − ) be a split quartic Cayley algebra. Let Γ be a
grading such that deg(s) = h for an element of order 2. If rixi + rjxj is
homogeneous for 0 ̸= ri, rj ∈ K, and i, j ∈ {1, 2, 3} with i ̸= j, then Γ is a
grading of (A, − ,Γk) for some k ∈ {1, 2, 3}.

Proof. This result is part of [BD23, Theorem 3]. Here we give a proof for
completeness.

Without loss of generality, assume that x = r1x1+r2x2 is homogeneous of
degree g. Then, since the projection of x2 on M is 2(r1r2)x3, Lemma 5.2.48
implies that either Γ is a grading of (A, − ,Γ3) or r1r2 = 0.

In case r1r2 = 0, since the only divisors of zero in K are scalar multiples
of e+ and e−, we can assume that there are λ1, λ2 ∈ F× such that x =
λ1e+x1 + λ2e−x2 is homogeneous. Notice that e+x1 = λ−1

1 e+x ∈ Kx and in
an analogous way, e−x2 ∈ Kx.

Now, sx = λ1e+x1 − λ2e−x2 is another homogeneous element of degree
gh. Define φx(w) = b(x,w) for every w ∈ M(A, − ) and define φsx similarly.
The subspace

kerφx ∩ kerφsx = {λe+x1 + βe−x2 + tx3 | λ, β ∈ F, t ∈ K}

is a graded subspace due to Lemma 5.2.42. Hence, there should be β1, β2 ∈ F
and t ∈ K \ {0} such that

y = β1e+x1 + β2e−x2 + tx3

is homogeneous. Moreover,

sy = β1e+x1 − β2e−x2 + stx3.

Since
xy = λ2te+x1 + λ1te−x2,

Lemma 5.2.48 implies that either t is invertible or Γ is a grading of (A, − ,Γk)
for some k = 1, 2 (otherwise either te+ = 0 or te− = 0). Since b(y, y) = tt,
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Lemma 5.2.42 implies that deg(y)2 = e. Moreover, since 0 ̸= xy ∈ Kx and
the elements x and sx have different degrees, we get that either xy ∈ Fx
or xy ∈ Fsx. Therefore, we deduce that either deg(y) = e or deg(sy) =
e. Without loss of generality, we can assume that deg(y) = e. Since the
projection of y2 on M is

2β2te+x1 + 2β1te−x2 ∈ Fe+x1 ⊕ Fe−x2 ⊆ Kx,

the fact that y has degree e implies that either deg(x) = e or deg(sx) = e.
We will assume that deg(x) = e, otherwise the proof is analogous. In this
case, either

z = y − β1
λ1
x = tx3

is homogeneous, in which case Lemma 5.2.48 implies that either Γ is a grading
of (A, − ,Γ3), or there is δ ∈ F× such that

z = y − β1
λ1
x = δe−x2 + tx3,

in which case z2 = tt + 2δte+x1 ̸= 0 is homogeneous. This implies, that
its projection to M(A, − ), which is 2δte+x1 is homogeneous, which, due to
Lemma 5.2.48 implies that Γ is a grading of (A, − ,Γ1).

Remark 5.2.50. For an element r ∈ K, since there is λ ∈ F such that rr̄ = λ1,
we can take a choice of

√
λ, and denote

√
rr̄ =

√
λ1. Whenever we write√

rr̄ we assume that we have chosen a square root of λ.

Proposition 5.2.51. Let (A, − ) be the split quartic Cayley algebra over an
algebraically closed field F. Let Γ be a G-grading of (A, − ) with deg(s) = h,
which is not a grading for (A, − ,Γi) for any i ∈ {1, 2, 3}. Then there is an
order 3 elements g ∈ G such that Γ ∼= Γ2

SQC(G, h, g).

Proof. This result is part of [BD23, Theorem 3]. Here we give a proof for
completeness.

Let x = r1x1 + r2x2 + r3x3 be a homogeneous element of Γ. Denote
y = r2r3x1 + r1r3x2 + r1r2x3. y is the projection of 1

2
x2 on M(A, − ). Thus,

it is also homogeneous.
We can show by contradiction that there is i ∈ {1, 2, 3} such that ri is

invertible. Indeed, assume r1, r2, r3 are zero divisors, then since deg(y) ̸=
deg(sy), by Lemmas 5.2.48 and 5.2.49 there are a, b, c ∈ F× and σ = ± such
that up to a permutation of the indices, r1 = aeσ, r2 = beσ, r3 = ce−σ.
Thus, y = abe−σx3. This is a contradiction with Lemma 5.2.48. Moreover,
if {i, j, k} = {1, 2, 3}, ri is invertible but rj and rk are divisors of zero, we
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can get a contradiction as before taking y instead of x. Finally, if ri, rj
are invertible but rk is a divisor of zero, we get a contradiction taking the
projection of 1

2
y2 in M(A, − ). Thus, r1, r2 and r3 are invertible.

Denote θ1 = θF(
1√
r1r1

r1,
1√
r2r2

r2, id) (where θF is the morphism defined

in Lemma 5.1.12) thus, there is an isomorphic gradings in which θ1(x) is
homogeneous of the same degree and thus, we can assume that r1 and r2 are
scalars. If deg(x) = g, since projM(A,− )((projM(A,− )(x

2))2) = 8(r1r2r3)x and
the elements x and sx are homogeneous of different degrees, after multiplying
by a suitable scalar, we can assume that either r1r2r3 = 1 or r1r2r3 = s. In
the first case r3 ∈ F and g3 = e. In the second case, (gh)3 = e and we
can replace x by sx to assume that g3 = e. Using the previous argument, if
we take a homogeneous basis of M of the form {y1, sy1, y2, sy2, y3, sy3}, since
either deg(yi)

3 = e or deg(syi)
3 = e for each i ∈ {1, 2, 3}, then, either there is

an element whose degree has order 3 or there are three elements whose degree
is e. We can rule out this last case because the fact that K has dimension 2
over F would lead to the existence of a nonzero homogeneous element of the
form t1x1 + t2x2 with t1, t2 ∈ K which is a contradiction with Lemma 5.2.49.
Thus, we can assume that g has order 3. Now, since the projections of x,
x2, x2x, sx, sx2 and s(x2x) on the graded subspace M(A, − ) have different
degrees, they span M(A, − ).

Now, we can check that the morphism sending s 7→ s and x 7→ x1+ ζx2+
ζ2x3 is an isomorphism sending Γ to Γ2

SQC(G, h, g).

Proposition 5.2.52. Given an abelian group G, two order 2 elements h′, h′ ∈
G, elements g1, g2, g

′
1, g

′
2 ∈ G such that g3i = e = g′3i for i = 1, 2, g1 ̸= g2 and

g′1 ̸= g′2 and order 3 elements g, g′ ∈ G, it follows that

(1) Γ1
SQC(G, g1, g2) is isomorphic to Γ2

SQC(G, g
′
1, g

′
2) if and only if the triple

(g1, g2, (g1g2)
−1) is a permutation of (g′1, g

′
2, (g

′
1g

′
2)

−1) or (g′−1
1 , g′−1

2 , g′1g
′
2).

(2) Γ2
SQC(G, h, g) is isomorphic to Γ2

SQC(G, h
′, g′) if and only if h = h′ and

either g = g′ or g = g′2.

Proof. Denote by θF the morphism defined in Lemma 5.1.12.

(1) Let φ ∈ Aut(A, − ) sending Γ1
SQC(G, g1, g2) to Γ

2
SQC(G, g

′
1, g

′
2). If φ(s) =

s we get that φ(M+) = M+, thus, it would follow that (g1, g2, (g1g2)
−1)

is a permutation of (g′1, g
′
2, (g

′
1g

′
2)

−1). If φ(s) = −s we get that φ(M+) =
M−, and it would follow that (g1, g2, (g1g2)

−1) is a permutation of
(g′−1

1 , g′−1
2 , g′1g

′
2).

Γ1
SQC(G, g1, g2) is isomorphic to Γ1

SQC(G, g2, g1) via the morphism φτF
where τ is the transposition (1, 2) and we use the notation of Corollary
4.3.13.



5.2. GRADINGS 177

Γ1
SQC(G, g1, g2) is isomorphic to Γ1

SQC(G, (g1g2)
−1, g2) via the automor-

phism θF(1, ζe+ + ζ2e−, id).

Finally, if φ denotes the nontrivial automorphism of K, then, the grad-
ing Γ1

SQC(G, g1, g2) is isomorphic to Γ1
SQC(G, g

−1
1 , g−1

2 ) via the automor-
phism θ(1, 1, φ).

Since Sym3 is generated by the permutations (1, 2) and (1, 2, 3), this is
enough to prove (1).

(2) If Γ2
SQC(G, h, g) is isomorphic to Γ2

SQC(G, h
′, g′) , h = deg(s) = h′.

Moreover, the groups ⟨h, g⟩ and ⟨h′, g′⟩ are the support of each gradings,
so they have to be equal and they are isomorphic to C6, the cyclic group
of order 6. Since C6 only has two order 3 elements, we get that g = g′

or g = g′2.

Finally, Γ2
SQC(G, h, g) is isomorphic to Γ2

SQC(G, h, g
2) via the automor-

phism φτF where τ is the transposition (2, 3).

5.2.4 Some special gradings

Let (A, − ) be the split quartic Cayley algebra over an algebraically closed
field. Previously, we have found some gradings which are not gradings of
(A, − ,Γi) for any structurable grading Γi. Now, due to Proposition 5.1.1
and Theorem 5.1.4, we have an isomorphism of group schemes:

Aut(A, − ,Γi) ∼= Aut(A(W), − ,∆(W))

where W = W(A, − ,Γi). Thus, the rest of the gradings come from a grad-
ing in (A(W), − ,∆(W)). Moreover, as a grading of (A, − ,Γi) they are iso-
morphic if and only if they are isomorphic in (A(W), − ,∆(W)). However,
although if two gradings of (A, − ,Γi) are isomorphic, the corresponding
gradings on (A, − ) are isomorphic, the converse might not be true. Thus,
we are going to tackle this issue in this subsection. In order to do so, we are
going to show in Lemma 5.2.53 that this can only happen if the subspaces
Kxi are graded, and classify up to isomorphism the gradings satisfying this
property. This will be done in Propositions 5.2.56, 5.2.57 and 5.2.58. We
will use the notation from (4.3.2) and from corollaries 4.3.13 and 4.3.14.

Lemma 5.2.53. Let Γ and Γ′ be two gradings of (A, − ,Γ1) such that (A, − ,Γ)
is isomorphic to (A, − ,Γ′) but (A, − ,Γ1,Γ) is not isomorphic to (A, − ,Γ1,Γ

′).
Then the subspaces Kxi are graded subspaces for both gradings for every
i ∈ {1, 2, 3}.
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Proof. Let φ be an isomorphism (A,−,Γ) → (A,−,Γ′). Due to Proposition
5.1.11, in view of the fact that (A, − ,Γ) ∼= (A, − ,Γ′) but (A, − ,Γ1,Γ) is
not isomorphic to (A, − ,Γ1,Γ

′), there is a permutation σ ∈ Sym3 such that
σ(1) ̸= 1 and an automorphism ψ ∈ Aut(A, − ,ΓSQ) such that φ = φσF ◦ ψ.
Moreover, without loss of generality, we can assume that σ(1) = 2. Now, Kx1
is a graded subspace of Γ and Γ′ due to the fact that these are gradings of
Γ1 and due to the fact that the subspaces S(A, − ) and M(A, − ) are graded
subspaces. Now, φ(Kx1) = Kx2 so Kx2 is a graded subspace in Γ′. Finally,
Kx3 = (Kx2)(Kx1), which is a graded subspace in Γ′. The proof for Γ is
analogous.

We are going to define some gradings in which the subspaces Kxi are all
graded

Definition 5.2.54. Given g1, g2 ∈ G, denote by ΓSQ(G, g1, g2) the grad-
ing induced by deg(s) = e, deg(e+x1) = g1, deg(e+x2) = g2, deg(e+x3) =
(g1g2)

−1, deg(e−x1) = g−1
1 , deg(e−x2) = g−1

2 , deg(e−x3) = g1g2.

This is the grading associated to the morphism HD → Aut(A, − ) send-
ing, for every unital, commutative associative algebra R, the homomorphism
sending φ ∈ HomGrp(H,R

×) to θR((r1e+ + r−1
1 e−, r2e+ + r−1

2 e−), id) where
H is the group generated by g1 and g2, r1 = φ(g1), r2 = φ(g2), H

D is the
diagonalizable group scheme defined in Example 1.3.3 and θ is the morphism
defined in Lemma 5.1.12.

Definition 5.2.55. Given elements h, g1, g2 ∈ G of order at most 2 with h ̸=
e, denote the grading induced by deg(s) = h, deg(x1) = g1 and deg(x2) = g2,
by ΓSQ(G, h, g1, g2).

This is a grading induced by the morphisms θF((−1, 1), id) ,θF((1,−1), id)
and θF((1, 1), − ) where − is the involution on F⊕ F.

Proposition 5.2.56. Let Γ be a grading of (A, − ) such that for every
i ∈ {1, 2, 3}, Kxi is graded, then either there are g1, g2 ∈ G such that Γ
is isomorphic to ΓSQ(G, g1, g2) or there are elements h, g1, g2 ∈ G of order at
most 2 with h ̸= e, such that Γ is isomorphic to ΓSQ(G, h, g1, g2).

Proof. This result is part of [BD23, Theorem 3]. Here we give a proof for
completeness.

Assume first that deg(s) = e. In this case, since the grading is compatible
with ΓSQ, then for every i ∈ {1, 2}, since Kxi has dimension 2, there is
either gi ∈ G such that Kxi ⊆ Agi , in which case g−1

i = gi or there are
gi, g

′
i ∈ G, both different, such that (Agi ∩ Kxi) ⊕ (Ag′i

∩ Kxi) = Kxi, and
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both Agi ∩ Kxi and Ag′i
∩ Kxi are one dimensional. Since sAgi ⊆ Agi and

sAg′i
⊆ Ag′i

, we can assume without loss of generality that Agi ∩Kxi = Fe+xi
and Ag′i

∩ Kxi = Fe−xi. Since b(Fe+xi,Fe−xi) ̸= 0, Lemma 5.2.42 implies

that g′i = g−1
i . Now, since (e−x1)(e−x2) = e+x3 and (e+x1)(e+x2) = e−x3, it

follows that the grading is isomorphic to ΓSQ(G, g1, g2).
In case that deg(s) = h for an order 2 element h ∈ G, since Kxi is

graded for every i ∈ {1, 2, 3}, it follows that there are nonzero r1, r2, r3 ∈ K

such that rixi is homogeneous of degree gi for every i ∈ {1, 2, 3}. Moreover,
since deg(s(rixi)) = h deg(rixi), it follows that ri ̸∈ Fe+ ∪ Fe−. Thus, it is
invertible. After some multiplication by scalar, we can assume that riri = 1
for every i ∈ {1, 2, 3}. Since (rixi)

2 = 1, we get that g2i = e. Moreover,
since (r1x1)(r2x2) = (r1r2)x3, we may assume that r3 = r1r2 and that g3 =
g1g2 and Γ is isomorphic to ΓSQ(G, h, g1, g2) via θF(r1, r2, id), where θ is the
morphism defined in Lemma 5.1.12.

Proposition 5.2.57. Let (A, − ) be the split quartic Cayley algebra. Let
g1, g2, g

′
1, g

′
2 ∈ G. Then, ΓSQ(G, g1, g2) is isomorphic to ΓSQ(G, g

′
1, g

′
2) if and

only if (g1, g2, (g1g2)
−1) is a permutation of (g′1, g

′
2, (g

′
1g

′
2)

−1) or a permutation
of (g′−1

1 , g′−1
2 , (g′1g

′
2)).

Proof. Let φ be an automorphism of (A, − ) sending the grading ΓSQ(G, g1, g2)
to ΓSQ(G, g

′
1, g

′
2). In case φ sends M+ to M+. Then, since M+ is gener-

ated by homogeneous elements of degree g1, g2 and (g1g2)
−1 in ΓSQ(G, g1, g2)

and by homogeneous elements of degree g′1, g
′
2 and (g′1g

′
2)

−1 in ΓSQ(G, g
′
1, g

′
2),

it follows that (g1, g2, (g1g2)
−1) is a permutation of (g′1, g

′
2, (g

′
1g

′
2)

−1). Simi-
larly, if φ sends M+ to M−, we get that (g1, g2, (g1g2)

−1) is a permutation of
(g′−1

1 , g′−1
2 , (g′1g

′
2)).

Now, denote g3 = (g1, g2)
−1 and g′3 = (g′1g

′
2)

−1. In case σ ∈ Sym3 is such
that gσ(i) = g′i for all i ∈ {1, 2, 3}, φσF is automorphism of (A, − ) sending
ΓSQ(G, g1, g2) to ΓSQ(G, g

′
1, g

′
2). In case σ ∈ Sym3 is such that gσ(i) = g′−1

i ,
using the notation of Lemma 5.1.12, if − is the involution of K, we get
that φσF ◦ θ(1, 1, − ) is automorphism of (A, − ) sending ΓSQ(G, g1, g2) to
ΓSQ(G, g

′
1, g

′
2).

Proposition 5.2.58. Let (A, − ) be the split quartic Cayley algebra. Let
h, g1, g2, h

′, g′1, g
′
2 ∈ G be elements of order at most 2 with h, h′ ̸= e. Then,

ΓSQ(G, h, g1, g2) is isomorphic to ΓSQ(G, h
′, g′1, g

′
2) if and only if h = h′ and

there is a map α : {1, 2, 3} → {e, h} such that α(1)α(2)α(3) = e and such
that (g1, g2, g3) is a permutation of (g′1α(1), g

′
2α(2), g

′
3α(3)) where g3 = g1g2

and g′3 = g′1g
′
2.

Proof. If ΓSQ(G, h, g1, g2) is isomorphic to ΓSQ(G, h
′, g′1, g

′
2), since h = deg(s)

on the first grading and h′ = deg(s) on the second, h = h′. In ΓSQ(G, h, g1, g2),
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M has a K-basis consisting of homogeneous elements of degree g1, g2 and g3.
In ΓSQ(G, h, g

′
1, g

′
2), M has a K-basis consisting of homogeneous elements of

degree g′1, g
′
2 and g

′
3. Denote by g the class of g modulo ⟨h⟩. Then the previous

argument shows that, there is a permutation σ ∈ Sym3 such that gσ(j) = g′j
for each j ∈ {1, 2, 3}. Define α : {1, 2, 3} → {e, h} by α(j) = gσ(j)g

′−1
j . α is

well defined since gσ(j) = g′j . Moreover, α(1)α(2)α(3) = e due to the fact
that g1, g2, g

′
1 and g

′
2 have order at most 2. Hence, (g1, g2, g3) is a permutation

of (g′1α(1), g
′
2α(2), g

′
3α(3)).

If h = h′ and (g1, g2, g3) is a permutation of (g′1α(1), g
′
2α(2), g

′
3α(3)), let

σ ∈ Sym3 be such that gσ(j) = g′jα(j) for each j ∈ {1, 2, 3}. Denote rj = is if
α(j) = h and rj = 1 if α(j) = e. Using the notation of Lemma 5.1.12, we have
that φσF ◦θF(r1, r2, id) is an automorphism of (A, − ) sending ΓSQ(G, h, g1, g2)
to ΓSQ(G, h

′, g′1, g
′
2).

5.2.5 Gradings on structurable algebras

Up to now, we found an isomorphism between the automorphism group
scheme of algebras with a structurable grading and some associative alge-
bras with a 3-grading and an involution (see Proposition 5.1.1 and Theorem
5.1.4). We found that over algebraically closed fields, except in the case of the
split quartic Cayley algebra, this isomorphism is between the structurable al-
gebra and the associative algebra with a 3-grading and an involution. Thus,
in order to classify their gradings it is enough to classify the gradings on the
associative setting, which is something we have already done.

On the split quartic Cayley algebra, there are some gradings which don’t
come from the associative setting, we have found those and classified these up
to isomorphism (see Proposition 5.2.47, 5.2.51 and 5.2.52). There are some
others which come from the associative setting as in Definition 5.2.38, but due
to Lemma 5.2.53, it might not enough to classify them up to isomorphism in
the associative setting in order to classify them up to isomorphism. We have
also given a classification up to isomorphism on this case (see Propositions
5.2.56, 5.2.57 and 5.2.58). And finally, there are some which come from the
associative setting and we can classify them up to isomorphism using only
their classification on the associative algebra.

In the subsequent paragraphs, we are going to connect the gradings we
know in the split quartic Cayley algebra with the gradings on the associative
algebras with the 3-grading and the involution. Then, we are going to use
this knowledge to classify the gradings up to isomorphism in this algebra
(Theorem 5.2.63). Finally, we are going to give a classification up to iso-
morphism of the gradings on the structurable algebras with the uniquenes
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property (Theorem 5.2.65).
Denote by π1 the projection of Z×G onto Z.

Remark 5.2.59. Given a group G, an elementary 2-subgroup T , a nondegen-
erate alternating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and g ∈ G as in
(5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1, let M be the graded alge-
bra with involution M(G, T, β, κ0, κ1, γ0, γ1, δ, g). In this case, L(W(M)) is
isomorphic to M(G, T, β, κ0, γ0, δ, g).

Proposition 5.2.60. Let (A, − ) be the split quartic Cayley algebra and let
F be algebraically closed. Given a group G, an elementary 2-subgroup T ,
a nondegenerate alternating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and
g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1, then there are
elements h, g1, g2 ∈ G of order at most 2 with h ̸= e such that

GrA(M(G, T, β, κ0, κ1, γ0, γ1, δ, g)) ∼= (A, − ,ΓSQ(G, h, g1, g2))

if and only if either

(1) T ∼= Z2
2, κ0 = κ1 = (1), γ0 = (g(0)), γ1 = (g(1)), δ = 1 and (g(0))2 =

(g(1))2.

(2) T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g

(1)
1 , g

(1)
2 ),

δ = 1, they satisfy g
(0)
1 (g

(1)
1 )−1 = g

(0)
2 (g

(1)
2 )−1 and the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g.

Proof. Denote g3 = g1g2. Denote just by M the graded algebra with involu-
tion M(G, T, β, κ0, κ1, γ0, γ1, δ, g). Assume first that

GrA(M) ∼= (A, − ,ΓSQ(G, h, g1, g2))

by an isomorphism φ. Then there is a structurable grading Γi = Ei ⊕Wi of
(A, − ) such that φ(W(M)) = Wi and φ(L(W(M))) = Ei. We may assume
that i = 1. There are three possibilities: g1 ̸= e, h, g1 = h or g1 = e.

In case g1 ̸= e, h, since (L(W(M)), − ) ∼= (E1, − ), then (L(W(M)), − )
is a graded division algebra with involution, since 1, s, x1 and sx1 are homo-
geneous of different degrees, of dimension 4 and the involutions is orthogonal.
Thus, Remark 5.2.59 implies that T ∼= Z2

2, κ0 = (1) and δ = 1. Since W1 has
dimension 4 and it is isomorphic to W(M), it follows that κ1 = (1). Now,
the relations are:
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(g(0))2t(0) = (g(0))2t(1) = g

for some t(0), t(1) ∈ T . Now, GrA(M) is the algebra from item (7) in Ex-
ample 5.2.39 therefore, since there should be an element (0, d) ∈ W(M)
which we can identify with x2 in A, it should satisfy that (1, 0) = (0, d)2 =

(d(Xt(1))
−1d̂(Xt(0)), 0), comparing degrees in Dinv(T, β), we find that t(0) =

t(1), which implies (g(0))2 = (g(1))2.
In case g1 = h, due to proposition 5.2.58, we can assume that g1 = e.
In case g1 = e, since (L(W(M)), − ) ∼= (E1, − ) which is not a graded

division algebra and it has dimension 4, it follows that T = {e}. Since the
involution is orthogonal δ = 1. Moreover, since SuppL(W(M)) = {e, h}, it
follows that κ0 = (1, 1) and γ0 = (g

(0)
1 , g

(0)
2 ). The relation

g
(0)
1 g

(0)
2 = g

is not possible since in this case, the space of skew symmetric elements of
L(W(M)) would be spanned by the element(

1 0
0 −1

)
which has degree e. However, in (E1, − ) it has degree h. Thus the relation

(g
(0)
1 )2 = (g

(0)
2 )2 = g

holds and the skew hermitian element has degree g
(0)
1 (g

(0)
2 )−1. Now, since Wi

has dimension 4, and it is isomorphic to W(M), then κ1 is either (2) or (1, 1).
In case κ1 = (2), this is the graded algebra from item (1) in Example 5.2.39.
Using this model, there is no element on the graded subspaces described
in (5.2.12) and (5.2.13) whose square is 1. However, in Wi the element xi+1

satisfies this property. Therefore, this case is not possible. In case κ1 = (1, 1),

γ1 = (g
(1)
1 , g

(1)
2 ) and the relations:

(g
(0)
1 )2 = (g

(0)
2 )2 = g

(1)
1 g

(1)
2 = g

we are in item (2) of Example 5.2.39. Since we have two graded subspaces
given in (5.2.14) and (5.2.15), which contain all the homogeneous elements,
checking the product of an element on this subspace with itself, we can check
that there is no homogeneous element inW(M) whose square is 1, so arguing
as before, this case is not possible.

Finally, the relations

(g
(0)
1 )2 = (g

(0)
2 )2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g
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imply that we are in item (6) of Example 5.2.39. Since SuppW1 = {e, h, g1, hg1},
this implies that g1 = e or g1 = h. Thus, SuppW1 has two elements. There-
fore, as shown in the example, unless g

(0)
1 (g

(1)
1 )−1 = g

(0)
2 (g

(1)
2 )−1, this case is

not possible.
Conversely, if T ∼= Z2

2 and κ0 = κ1 = (1), we just need to show that x1, x2
and x3 are homogeneous in GrA(M). We can take the choice from Example
4.3.17.

In case T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g

(1)
1 , g

(1)
2 ),

δ = 1, such that g
(0)
1 (g

(1)
2 )−1 = g

(0)
2 (g

(1)
1 )−1 and the relations

(g
(0)
1 )2 = (g

(0)
2 )2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g

are satisfied, we can take the choice from Example 4.3.16.

Proposition 5.2.61. Let (A, − ) be the split quartic Cayley algebra and let
F be algebraically closed. Given a group G, an elementary 2-subgroup T ,
a nondegenerate alternating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and
g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1, then there are
elements g1, g2 ∈ G such that

GrA(M(G, T, β, κ0, κ1, γ0, γ1, δ, g)) ∼= (A, − ,ΓSQ(G, h, g1, g2))

if and only if either:

(1) There are g′(0), g′′(0), g′(1), g′′(1) ∈ G such that T = {e}, κ0 = (1, 1),
κ1 = (1, 1), γ0 = (g′(0), g′′(0)), γ1 = (g′(1), g′′(1)), δ = 1 and the relations
are:

g′(0)g′′(0) = g′(1)g′′(1) = g.

(2) There are g′(0), g′′(0), g(1) ∈ G such that T = {e}, κ0 = (1, 1), κ1 = (2),
γ0 = (g′(0), g′′(0)), γ1 = (g(1)), δ = 1 and the relations are:

g′(0)g′′(0) = (g(1))2 = g.

(3) There are g
(0)
1 , g

(0)
2 , g

(1)
1 , g

(1)
2 ∈ G such that T = {e}, κ0 = (2), κ1 =

(1, 1), γ0 = (g(0)), γ1 = (g′(1), g′′(1)), δ = 1 and the relations are:

(g(0))2 = g′(1)g′′(1) = g.

(4) T = {e}, κ0 = (2), κ1 = (2) and δ = 1.
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Proof. Denote M(G, T, β, κ0, κ1, γ0, γ1, δ, g) just by M . Assume first that

GrA(M) ∼= (A, − ,ΓSQ(G, g1, g2))

by an isomorphism φ. Then there is a structurable grading Γi = Ei ⊕ Wi

of (A, − ) such that φ(W(M)) = Wi and φ(L(W(M))) = Ei. Assume that
i = 1.

Since (E1, − ) is isomorphic to (L(W(M)), − ), and we know that the
involution is orthogonal, L(W(M)) has dimension 4, it is not a graded-
division algebra and SuppL(W(M)) = {e, g1, g−1

1 }, it follows that δ = 1,
T = {e} and either κ0 = (1, 1) if g1 ̸= e, or κ0 = (2) if g1 = e. In the first
case, since the skew-hermitian elements of (E1, − ), have degree e, then, the
skew-hermitian elements of (L(W(M)), − ) should have degree e. Thus, if
γ0 = (g′(0), g′′(0)), it should happen that

g′(0)g′′(0) = g.

In case κ0 = (1, 1) and κ1 = (1, 1), We are in either item (3) or item
(4) in Example 5.2.39. We use the same notation as in the examples and
γ1 = (g′(1), g′′(1)). Now, there is a homogeneous element y1 ∈ W1 ∩ M+ of
degree g2 and a homogeneous element y2 ∈ W1∩M− of degree g−1

2 such that
y1+y2 can be identified with x2. Since x

2
2, it follows that on the model, either

y1 = (0, E1,1) and y2 = (0, E2,2) or y1 = (0, E1,2) and y2 = (0, E2,1). Thus,
since the degree of y1 is the inverse of the degree of y2, from the possible
equalities, we get:

g′(0)g′′(0) = g′(1)g′′(1) = g.

In case κ0 = (2), since g1 = e, it follows that the support of W1 is
{g2, g−1

2 }. In case g2 = g−1
2 , it follows that the only possibility is κ1 = (2),

and in case g2 ̸= g−1
2 , it follows that it follows that the only possibility

is κ1 = (1, 1), with γ1 = (g′(1), g′′(1)). If we denote γ0 = (g(0)), in this
case, we have that the support of W1 is {g(0)(g′(1))−1, g(0)(g′′(1))−1}. Since
g(0)(g′(1))−1 = (g(0)(g′′(1))−1)−1 and (g(0))2 = g, the relations:

(g(0))2 = g′(1)g′′(1) = g

must hold.
Thus, if we have the isomorphism then it has to happen either (1), (2), (3)

or (4).
Now, if we have (1), (2), (3) or (4), we need to show that on GrA(M)

we have homogeneous elements which we can identify with e+x2, e−x2, e+x3,
e−x3. In case (4) it is clear since in W(M) every element is homogeneous.
In the other cases it it proved in Example 5.2.39.
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Definition 5.2.62. Given a group G, an elementary 2-subgroup T , a non-
degenerate alternating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and g ∈ G
as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1, we say that

(G, T, β, κ0, κ1, γ0, γ1, 1, g)

has the property SQ, if it satisfies any of the properties from Propositions
5.2.60 and 5.2.61

Theorem 5.2.63. Let (A, − ) be the split quartic Cayley algebra and let Γ
be a grading. Then, either:

(1) There are g1, g2 ∈ G such that (A, − ,Γ) is isomorphic to the split quartic
Cayley algebra with the gradings ΓSQ(G, g1, g2).

(2) There are elements h, g1, g2 ∈ G of order at most 2 with h ̸= e, such that
(A, − ,Γ) is isomorphic to the split quartic Cayley algebra with the grading
ΓSQ(G, h, g1, g2).

(3) There are g1, g2 of order 3 satisfying that g1, g2 and (g1g2)
−1 are different

and such that (A, − ,Γ) is isomorphic to the split quartic Cayley algebra with
the grading Γ1

SQC(G, g1, g2).

(4) There is an order 2 element h and an order 3 element g such that that
(A, − ,Γ) is isomorphic to the split quartic Cayley algebra with the grading
Γ2
SQC(G, h, g).

(5) (A, − ,Γ) is isomorphic to GrA(M(G, T, β, κ0, κ1, γ0, γ1, 1, g)) where ei-
ther:

(a) T = {e}, κ0 = (2), κ1 = (1, 1), γ0 = (g(0)), γ1 = (g
(1)
1 , g

(1)
2 ) and the

relations are:
(g(0))2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g.

(b) T = {e}, κ0 = (1, 1), κ1 = (2), γ0 = (g
(0)
1 , g

(0)
2 ) and γ1 = (g(1)) and the

relations are:
(g

(0)
1 )2 = (g

(0)
2 )2 = (g(1))2 = g.

(c) T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g′(0), g′′(0)) and γ1 = (g
(1)
1 , g

(1)
2 )

and the relations are:

g′(0)g′′(0) = (g
(1)
1 )2 = (g

(1)
2 )2 = g.

(d) T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ) and γ1 = (g′(1), g′′(1))

and the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = g′(1)g′′(1) = g.
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(e) T = {e}, κ0 = (1, 1), κ1 = (1, 1), γ0 = (g
(0)
1 , g

(0)
2 ), γ1 = (g

(1)
1 , g

(1)
2 ),

satisfying g
(0)
1 (g

(1)
1 )−1 ̸= g

(0)
2 (g

(1)
2 )−1, and the relations are:

(g
(0)
1 )2 = (g

(0)
2 )2 = (g

(1)
1 )2 = (g

(1)
2 )2 = g.

(f) T ∼= Z2
2, κ0 = (1), κ1 = (1), γ0 = (g(0)), γ1 = (g(1)), satisfying (g(0)) ̸=

(g(1))2, and the relations are:

Moreover, the graded algebras in different item are non isomorphic and

(i) If (A, − ) is the split quartic Cayley algebra and g1, g2, g
′
1, g

′
2 ∈ G. Then,

(A, − ,ΓSQ(G, g1, g2)) is isomorphic to (A, − ,ΓSQ(G, g
′
1, g

′
2)) if and only if

(g1, g2, (g1g2)
−1) is a permutation of (g′1, g

′
2, (g

′
1g

′
2)

−1) or (g′−1
1 , g′−1

2 , (g′1g
′
2)).

(ii) If (A, − ) is the split quartic Cayley algebra and h, g1, g2, h
′, g′1, g

′
2 ∈ G are

elements of order at most 2 with h, h′ ̸= e. Then, the graded algebra with in-
volution (A, − ,ΓSQ(G, h, g1, g2)) is isomorphic to (A, − ,ΓSQ(G, h

′, g′1, g
′
2))

if and only if h = h′ and there is a map α : {1, 2, 3} → {e, h} such that
α(1)α(2)α(3) = h and such that the triple (g1, g2, g3) is a permutation of
(g′1α(1), g

′
2α(2), g

′
3α(3)) where g3 = g1g2 and g′3 = g1g2.

(iii) Given order 3 elements g1, g2, g
′
1, g

′
2 ∈ G such that g1, g2 and (g1g2)

−1

are different and g′1, g
′
2 and (g′1g

′
2)

−1 are different, the split quartic Cayley
algebra with the grading Γ1

SQC(G, g1, g2) is isomorphic to the split quartic
Cayley algebra with the grading Γ1

SQC(G, g
′
1, g

′
2) if and only if (g1, g2, (g1g2)

−1)

is a permutation of (g′1, g
′
2, (g

′
1g

′
2)

−1) or (g′−1
1 , g′−1

2 , g′1g
′
2).

(iv) For two order 2 elements h, h′ ∈ G and two order 3 elements g, g′ ∈ G
the split quartic Cayley algebra with the grading Γ2

SQC(G, h, g) is isomorphic
to the split quartic Cayley algebra with the grading Γ1

SQC(G, h
′, g′) if and only

if h = h′ and either g = g′ or g = g′−1.

(v) The graded algebra GrA(M(G, T, β, κ0, κ1, γ0, γ1, 1, g)) is isomorphic to
GrA(M(G, T ′, β′, κ′0, κ

′
1, γ

′
0, γ

′
1, 1, g

′)) if and only if there is T = T ′, β = β′,
f ∈ G such that Ξ(κ0, γ0) = fΞ(κ′0, γ

′
0), Ξ(κ1, γ1) = fΞ(κ′1, γ

′
1) and g =

g′f−1.

Proof. Due to Propositions 5.2.47 and 5.2.51, it follows that if Γ is not a
grading of (A, − ,Γi) for one of the structurable gradings Γi : A = Ei⊕Wi, we
are in case (1) or (2). In other case, due to Proposition 5.1.1, Theorem 5.1.4,
Proposition 4.2.29 and the fact that Ei is simple, there are, an elementary
2-subgroup T of G, a nondegenerate alternating bicharacter β : T × T → F,
κ0, κ1, γ0, γ1 and g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1.
If (G, T, β, κ0, κ1, γ0, γ1, 1, g) has the property SQ, due to Propositions 5.2.60
and 5.2.61, we are in cases (3) and (4). Otherwise, since A is the split quartic
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Cayley algebra if and only if Wi has dimension 4, Ei has dimension 4 and
the involution of Ei is orthogonal, we get that δ = 1, T = {e} and some of
the possibilities in (a), (b), (c), (d) or (e) holds.

For the second part, we see that each item is not isomorphic due to the
fact that in items (i) and (ii) the gradings are not gradings of (A, − ,Γi)
for any of the structurable gradings Γi. Moreover, in item (1), the skew
symmetric elements have degree e and in item (2) they have degree of order
2. Now, the gradings in item (5) are not isomorphic to the gradings in (3) and
(4) due to Propositions 5.2.60 and 5.2.60. Finally, the gradings in item (3)
satisfy that the skew symmetric elements have degree e and in item (4) they
have degree of order 2. Finally, (i)− (iv) are a consequence of Propositions
5.2.52, 5.2.57, 5.2.58, and (v) is a consequence of Lemma 5.2.53, the fact
that (G, T, β, κ0, κ1, γ0, γ1, 1, g) doesn’t have the Property SQ and Theorem
5.2.37.

Definition 5.2.64. Given a group G, an elementary 2-subgroup T , a non-
degenerate alternating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and g ∈ G
as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1, we say that

(G, T, β, κ0, κ1, γ0, γ1, 1, g)

is a split quartic-uple if either:

(1) δ = 1, T = Z2
2 and κ0 = (1) = κ1

(2) δ = 1, T = {e} and κ0, κ1 ∈ {(2), (1, 1)}.

Theorem 5.2.65. Let (A, − ,Γ) be a central simple structurable algebra with
the uniqueness property and a G-grading. Then one of the following holds:

(1) There is an elementary 2-subgroup T of G, a nondegenerate alternating
bicharacter β : T×T → F, k0, k1 > 0, γ0 ∈ Gk0 and γ1 ∈ Gk1 consisting
on distinct elements modulo T , κ0 ∈ Zk0>0 and κ1 ∈ Zk1>0 such that
(A, − ,Γ) is isomorphic to GrA(M(G,D(T, β), κ0, κ1, γ0, γ1)

ex).

(2) There are, an elementary 2-subgroup T of G, a nondegenerate alter-
nating bicharacter β : T × T → F, κ0, κ1, γ0, γ1 and g ∈ G as
in (5.2.3), (5.2.4), (5.2.5) and (5.2.6) and δ = ±1 satisfying that
(G, T, β, κ0, κ1, γ0, γ1, δ, g) is not a split quartic-uple, such that (A, − ,Γ)
is isomorphic to GrA(M(G, T, β, κ0, κ1, γ0, γ1, δ, g)).

(3) There are, an elementary 2-subgroup T of G, a nondegenerate alternat-
ing bicharacter β : T ×T → F, an order 2 element t ∈ G\T , κ0, κ1, γ0,
γ1 and g ∈ G as in (5.2.3), (5.2.4), (5.2.5) and (5.2.6), and δ = ±1 such
that (A, − ,Γ) is isomorphic to GrA(M(G, T, β, t, κ0, κ1, γ0, γ1, 1, g)).
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Moreover, the graded algebras on different item are non isomorphic and:

(i) The graded algebra GrA(M(G,D(T, β), κ0, κ1, γ0, γ1)
ex) is isomorphic

to GrA(M(G,D(T ′, β′), κ′0, κ
′
1, γ

′
0, γ

′
1)

ex) if and only if either:

(a) T = T ′, β = β′ and there is f ∈ G such that Ξ(κ0, γ0) = fΞ(κ′0, γ
′
0)

and Ξ(κ1, γ1) = fΞ(κ′1, γ
′
1) or

(b) T = T ′, β = β′ and there is f ∈ G such that Ξ(κ0, γ0) =
fΞ(κ′0, γ

′−1
0 ) and Ξ(κ1, γ1) = fΞ(κ′−1

1 , γ′1).

(ii) The graded algebra GrA(M(G, T, β, κ0, κ1, γ0, γ1, δ, g)) is isomorphic
to GrA(M(G, T ′, β′, κ′0, κ

′
1, γ

′
0, γ

′
1, δ

′, g′)) if and only if T = T ′, β = β′,
δ = δ′ and there is f ∈ G such that Ξ(κ0, γ0) = fΞ(κ′0, γ

′
0), Ξ(κ1, γ1) =

fΞ(κ′1, γ
′
1) and g = g′f−1.

(iii) The graded algebra GrA(M(G, T, β, t, κ0, κ1, γ0, γ1, 1, g)) is isomorphic
to GrA(M(G, T ′, β′, t′, κ′0, κ

′
1, γ

′
0, γ

′
1, 1, g

′)) if and only if T ⟨t⟩ = T ′⟨t′⟩,
t = t′, β[t] = β[t′] and there is f ∈ G such that Ξ(κ0, γ0) = fΞ(κ′0, γ

′
0),

Ξ(κ1, γ1) = fΞ(κ′1, γ
′
1) and g = g′f−1.

Proof. Let ΓS : A = E⊕W be a structurable grading of A. Let (B, φ̄,∆Z) =
A(W(A, φ,ΓS)). In case, Γ is a grading of (A, φ,ΓS), then due to Theorem
5.1.7, we have that there is a G-grading

∆G : B =
⊕
g∈G

Bg

of (B, φ̄,∆Z) such that the grading Γ is induced by deg(w) = g for all w ∈ W

such that w ∈ Bg. If we denote by

∆Z×G : B =
⊕

(i,g)∈Z×G

B(i,g)

Where for each i ∈ Z and g ∈ G, B(i,g))Bi ∩Bg, we get that

(A, − ,Γ) ∼= GrA(B, φ̄,∆Z×G)

Thus, in view of Theorem 5.2.37 and Propositions 5.2.60, 5.2.61 and the
fact that (A, − ) is a split quartic Cayley algebra if and only if the involution
restricted to E is orthogonal and dimF E = 4 = dimFW as shown in subsection
4.3.1, it follows that the algebra falls into one of the cases (1), (2) or (3).

The graded algebras with involution on item (1) are not isomorphic to
the rest due to the fact that they are not graded simple algebras. The graded
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algebras with involution on item (2) are not isomorphic to the algebras in
(3) due to the fact that they are not simple algebras.

Finally, (i), (ii) and (iii) follow from Theorem 5.2.37.
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Conclusions

The main results we have tackled in this thesis can be divided into two:

(1) Results related with r-fold cross products.

(2) Results related with structurable algebras related to an hermitian form.

• r-fold cross products

Our main contribution to this topic has been the determination of the
automorphism group scheme of each r-fold cross product (V,X, b) on
dimension n. These are the following:

⋆ (Case n even r = 1) In this case Aut(V,X) = CentGL(V )(X) and
Aut(V,X, b) = U(V, h) for a hermitian form h : V × V → K =
Fid⊕ FX given by:

h(u, v) = b(u, v)id− b(X(u), v)X

⋆ (Case n ≥ 3, r = n − 1) In this case Aut(V,X) = Õ(V, b) and
Aut(V,X, b) = O+(V, b).

⋆ (Case n = 2, r = 7) In this case Aut(V,X) = Aut(V,X, b) is a
simple affine group scheme of type G2.

⋆ (Case n = 3, r = 8) In this case Aut(V,X) = Aut(V,X, b) is
isomorphic to Spin(C0,−n) for a Cayley algebra C.

Finally, we have determined the gradings up to isomorphism. From
there we have found that we have fine gradings universal groups given
in the following list:

⋆ (Case n even r = 1) In this case we have a fine grading with
universal group Zn.

191
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⋆ (Case n ≥ 3, r = n − 1) In this case we have fine gradings with
universal groups Zq × Z/(q − 1) (where 2q = n), Zq × Z/(2q − 1)
(where n = 2q + 1) and Zq × Z/(2n − 4) × (Z/(2))p−2 (where
p+ 2q = n and p > 1).

⋆ (Case n = 2, r = 7) In this case we have fine gradings with
universal groups Z2 and Z3

2.

⋆ (Case n = 3, r = 8) In this case we have fine gradings with
universal groups Z3 and Z4

2.

• Structurable algebras

In this case we had a few contribulions:

⋆ We have defined the concept of a structurable grading and we have
shown how important it is by finding an equivalence of categories
between the category of central simple algebras with a structurable
gradings and a categroy of 3-graded associative algebras with an
involution which inverts the degrees.

⋆ We found that over an algebraically closed field, the split quar-
tic Cayley algebra is the only algebra which has more than one
structurable gradings. Concretely, it has 3.

⋆ We found that the automorphism group scheme of the split quartic
Cayley algebra is isomorphic to (Gm ×Gm)⋊ (C2 × Sym3).

⋆ We found that the automorphism group scheme of a central simple
algebra with a structurable grading is isomorphic to the automor-
phism group scheme of the 3-graded associative algebras with an
involution which inverts the degrees.

⋆ We used these results in order to give a complete classification
up to isomorphism of the gradings on central simple structurable
algebras related to an hermitian form.

Future work

After classifying these algebras, the only class of central simple struc-
turable algebras in which gradings have not been classified is the class of
structurable algebras with skew dimension 1. Thus, as a future work we will
classify their gradings up to isomorphism.



Conclusiones

Los principales resultados obtenidos en esta tesis se pueden dividir en dos:

(1) Resultados relacionados con r-fold cross products.

(2) Resultados relacionados con álgebras estructurables relacionadas con
una forma hermı́tica.

• r-fold cross products

Nuestra principal contribución a este tema ha sido la determinación
de los esquemas de automorphismos para cada r-fold cross product
(V,X, b) en dimensión n. Estos son los siguientes:

⋆ (Caso n par r = 1) En este caso Aut(V,X) = CentGL(V )(X) and
Aut(V,X, b) = U(V, h) para una forma hermı́tica h : V × V →
K = Fid⊕ FX dada como:

h(u, v) = b(u, v)id− b(X(u), v)X

⋆ (Caso n ≥ 3, r = n − 1) En este caso Aut(V,X) = Õ(V, b) y
Aut(V,X, b) = O+(V, b).

⋆ (Caso n = 2, r = 7) En este caso Aut(V,X) = Aut(V,X, b) es
un esquema en grupo simple de tipo G2.

⋆ (Caso n = 3, r = 8) En este caso Aut(V,X) = Aut(V,X, b) es
isomorfo a Spin(C0,−n) para un álgebra de Cayley C.

Finalmente, hemos determinado sus graduaciones salvo isomorfismo.
Con ello, hemos encontrado las graduaciones finas, cuyos grupos uni-
versales vienen dados en la siguiente lista:

⋆ (Caso n par r = 1) En este caso tenemos una graduación fina con
grupo universal Zn.
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⋆ (Caso n ≥ 3, r = n − 1) En este caso tenemos graduaciones
finas con grupos universales Zq ×Z/(q − 1) (donde 2q = n), Zq ×
Z/(2q − 1) (donde n = 2q + 1) y Zq × Z/(2n − 4) × (Z/(2))p−2

(donde p+ 2q = n y p > 1).

⋆ (Caso n = 2, r = 7) En este caso tenemos graduaciones finas con
grupos universales Z2 y Z3

2.

⋆ (Caso n = 3, r = 8) En este caso tenemos graduaciones finas con
grupos universales Z3 y Z4

2.

• Álgebras estructurables

En este caso, tenemos las siguientes contribuciones:

⋆ Hemos definido el concepto de graduación estructurable y hemos
enseñado cómo de importante es dado que hemos encontrado una
equivalencia de categoŕıas entre la categoŕıas de algebras con una
graduación estructurable centrales y simples y una categoŕıa de
algebras asociativas 3-graduadas con una involución que invierte
los grados.

⋆ Hemos probado que sobre cuerpos algebraicamente cerrados, la
split quartic Cayley algebra es él único álgebra que tiene más de
una graduación estructurable. Concretamente, tiene 3.

⋆ Hemos probado que el esquema de automorfismos de la split quar-
tic Cayley algebra es isomorfo a (Gm ×Gm)⋊ (C2 × Sym3).

⋆ central y simple con una graduación estructurable es isomorfo al
esquema de automorfismos del álgebra 3-graduadas con involución
correspondiente

⋆ Hemos usado estos resultados para dar una clasificción completa
salvo isomorfismos de las graduaciones en álgebras centrales y sim-
ples relacionadas con una forma hermı́tica.

Future work

Después de clasificar estas álgebras, la única clase de álgebras estruc-
turables centrales y simples que quedan es la clase de álgebras con dimensión
antisimétrica 1. Por tanto, como trabajo futuro, podremos encontrar una
clasificación salvo isomorfismo de las álgebras de esta clase.
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[Tit62] J. Tits, Une classe d’algèbres de Lie en relation avec les algèbres
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