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In this series of papers we aim to provide a mathematically comprehensive framework 
to the Hamiltonian pictures of quantum field theory in curved spacetimes. Our final goal 
is to study the kinematics and the dynamics of the theory from the point of differential 
geometry in infinite dimensions. In this second part we use the tools of Gaussian analysis 
in infinite dimensional spaces introduced in the first part to describe rigorously the 
procedures of geometric quantization in the space of Cauchy data of a scalar theory. This 
leads us to discuss and establish relations between different pictures of QFT. We also apply 
these tools to describe the geometrization of the space of pure states of quantum field 
theory as a Kähler manifold. We use this to derive an evolution equation that preserves the 
geometric structure and avoid norm losses in the evolution. This leads us to a modification 
of the Schrödinger equation via a quantum connection that we discuss and exemplify in a 
simple case.
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1. Introduction

In the first paper of this series [4] we presented a set of mathematical tools to develop Gaussian integration theory on 
infinite dimensional spaces. Those tools are important to characterize geometrically the Hilbert space of pure states of a 
particular quantum field theory. In this paper we aim to clarify the physical interpretation of the canonical quantum field 
theory of a scalar field described over a Cauchy hypersurface of any generic spacetime. These tools will be used and enlarged 
in [3] to describe a dynamical coupling of gravity and the quantum field theory of a scalar field.

The fields of Gaussian and White noise analysis [15,19,20,24,26,29,36,40] have been widely developed in relation to the 
modelling of financial models [35]. Nonetheless, their deep connection with the informally defined Feynman integrals and 
their applications to Quantum Field Theory (QFT) was noticed and studied by many authors from a rigorous mathematical 
point of view [9,10,16,43]. Following these works, in these article we will make systematic use of Gaussian analytic methods 
to interpret physical aspects of QFT with a strong focus on geometry rather than on analytical or algebraic [7] techniques.
2
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However, not every physical aspect of the theory relies solely on the mathematics of Gaussian integration. In order to 
fully understand the physics we focus on the scalar field. In that case must choose a Kähler structure (ω, μ, J ) on the 
set of classical fields [6,11,33]. The corresponding Hilbert space of pure states can be then defined by a Gaussian measure 
associated to this structure. Thus, we also investigate how the choice of Kähler structure determines very relevant features 
of the quantum theory.

In particular, in this work we try to answer two central questions. Firstly: what does it mean to quantize a classical field 
theory? And, secondly, what is the most efficient way of describing a QFT in geometric terms to couple it to gravity on 
equal footing?

To answer the first question we thoroughly develop a quantization program, that we summarize as follows. In the first 
place, we investigate how to rigorously quantize canonical Cauchy data of a scalar field using the well known procedure of 
geometric quantization [17,37–39,41,44]. In relation to it, we address the ordering problems [12] of the algebra of observ-
ables in this context of canonical quantization. Lastly, we provide physical interpretation of each one of the mathematical 
tools introduced in [4], reflecting different aspects of the structure of Gaussian integration through the lense of this quan-
tization program. Other approaches, as the field of stochastic quantization, are not considered in this work. However the 
connection with stochastic calculus may provide a way to extend the formalism to fermions [2] or gauge fields [32].

Regarding the second question, we argue that one needs to detach the particular physical features of a theory from 
the general geometric structures underlying it. In order to do so, the concept of second quantized test function, which was 
reviewed in the first part of this series as the algebra of Hida test functions [19,20,35], proves to be particularly useful. These 
functions, whose domain is a space of distributions, will be used to model a common dense subset of any Hilbert space 
that we may consider as the space of pure quantum states of any particular theory. The main advantage of this procedure is 
that we can describe a generic quantum theory modelling the manifold P of pure states regardless of any particular choice 
of Kähler structure at the classical level and encode the particular features of each theory in a second quantized Kähler 
structure (G, �, J )P .

In this work we take the gravitational degrees of freedom as a given background, whereas the case of a spacetime that 
evolves subject to the backreaction of QFT matter is studied in [3]. We assume space-time to be globally hyperbolic and 
consider it as a foliation of spatial hypersurfaces, labelled by a time-like parameter t . On each hypersurface, the background 
metric induces a 3-metric hij and the corresponding field-momenta πi j , which encode the extrinsic curvature of each leaf. 
The transformations defining the evolution from one leaf to the infinitesimally following one in the foliation are encoded in 
the lapse and shift vector fields (N, Ni). The spacetime foliation is thus represented by the t-parametric family of geomet-
rical objects (hij(t), πi j(t), N(t), Ni(t)).

On such a foliation, a Hamiltonian description of a classical scalar field theory of matter is considered, with its fields 
and field-momenta having domain on the spatial hypersurfaces. These fields are then quantized on each hypersurface, 
the quantization depending on a suitably chosen complex structure, which is in turn dependent on the geometry of the 
leaf. Thus, quantization becomes t-dependent, as the dependence on the geometrical objects of the leaf is composed with 
their intrinsic time dependence, given the non-constant nature of (hij(t), πi j(t), N(t), Ni(t)) due to the dynamical nature of 
generic background spacetimes. This additional t-dependence is inherited by quantum states and operators, and also by the 
Kähler structure at the second quantized level.

Our final goal is to build a description of the Hamiltonian dynamics of QFT as a Hamiltonian system with respect to 
a canonical Poisson structure, following the well known construction of Kibble (and, later, its generalization by Ashtekar 
and Schilling) for geometrical quantum mechanics [5,25]. The geometric quantization procedure based on the geometric 
structures defined on the set of classical fields, as well as their t-dependence, will determine crucial aspects of the resulting 
dynamics. In particular, the second quantized structure will provide an evolution equation that modifies the Schrödinger 
equation and preserves norm in the evolution in a similar way suggested in other works [1,27]. This preservation of norm 
is not obtained as a property in the usual prescription as it is explored in [14,21–23]. This kind of geometric structure is 
key to build a mathematically consistent theory of classical gravity coupled to quantum field, as we showed in [3], where 
the space-time is no longer treated as a background, but instead it suffers the backreaction of the quantum fields.

The structure of the paper is the following: On the remainder of this section we recall some mathematical features and 
conventions introduced in the first part of this series [4]. Then, Section 2 introduces the first step towards geometric quan-
tization, prequantization theory. We introduce the prequantum Hilbert space and the prequantization of linear observables 
that will serve as basis for geometric quantization. Continuing with this program, Section 3 introduces the set of quantum 
states for different relevant cases and presents a summary of the geometric quantization of linear observables (on fields). In 
particular, we consider holomorphic, antiholomorphic, Schrödinger and momentum-space quantizations; and we also pro-
vide isomorphisms and quantization preserving mappings relating them. Then, in Section 4 we study the quantization of 
arbitrary observables in these cases and, again, we provide a way to relate them. This is followed by Section 5 presenting 
the construction of geometric quantum field theory analogously to Kibble’s geometric quantum mechanics. We identify the 
canonical Kähler structure of the set of quantum states built previously and study its relation with the one defined on 
the set of classical fields proper to geometric quantization. Then, in Section 6 we use the geometric formalism to describe 
the solutions of Schrödinger equation as the integral curves of a Hamiltonian vector field associated with the canonical 
symplectic structure. One key novelty presented in this section is the fact that the geometric construction requires the in-
troduction of a connection to take into account the dependence of the quantization procedure on the geometrical objects of 
the hypersurface, as in [3]. In this case, these structures are in turn t-dependent, which turns the whole construction time-
3
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dependent and is reflected in the time-evolution equation. Finally, Section 7 presents an application of all the ingredients 
introduced so far to the case of the dynamics of a free quantum scalar field on a flat Friedman-Lemaitre-Robertson-Walker 
(FLRW) spacetime. We finish this work with Section 8 presenting the main conclusions of the two papers and describing its 
potential applications.

Mathematical summary Based on infinite-dimensional integration theory, in [4] we argued that the natural model space 
for quantum fields is a space of distributions regarded as the strong dual (DNF) of a Nuclear-Fréchet (NF) space. Regarding 
spacetime structure, we remind our restriction to globally hyperbolic spacetimes such that admit a compact space-like 
Cauchy hypersurfaces �. In that case, the usual model space for classical fields used in the literature is the space of smooth 
compactly supported functions N = C∞c (�). Consequently, in [4] we made the choice of modelling quantum fields over its 
strong dual N ′ = D ′(�). The ultimate reason for that choice was to develop a rigorous quantization program, as explained 
in the forthcoming sections. Throughout this work N will be assumed to be real while NC is its complex counterpart. It 
is important to notice that, even though we will limit our study to compact � manifolds, the only ingredient needed to 
generalize our analysis is the NF topology of N , which amounts to proper boundary conditions. For this reason, we may 
use Minkowski spacetime as an example of our analysis with the space of tempered functions S(R3) and distributions (its 
dual) as model spaces. To emphasize the generalizability of the framework, we will use the notation N and N ′ for the NF 
space and its dual instead of any particular functional space, such as C∞c (�). Let us also recall from [4] the notation that 
we will employ in this work

ξx ∈N ,ϕx ∈N ′ paired by ξxϕ
x := 〈ξx,ϕ

x〉 ∈R
ρx ∈NC, φ

x ∈N ′C paired by ρxφ
x := 〈ρx, φ

x〉 ∈C (1)

Notice that we do not conjugate any of the variables in the complex pairing. Instead we choose a dual coordinate convention 
for holomorphic coordinates of functions and distributions

φx = 1√
2
(ϕx − iπx), ρx = 1√

2
(ξx + iηx), (2)

for (ϕx, πx) ∈N ′ ×N ′ and (ξx, ηx) ∈N ×N . To fix notation we indicate that, throughout this work, the strong dual will 
be denoted by ′ while ∗ indicates only complex conjugation.

Operators and bilinears are denoted with abstract indices as Ax
y, Axy or Axy and their distinction gives rise to three 

notions of Dirac delta. Thus, δx
y represents point evaluation while δxy and δxy is the dual pairing for test functions and 

distributions respectively. See [4] for further information. We define operator composition and raise and lower indices 
following the conventions

(AB)xy = Ax
z Bz

y, (A
t)xy = δyu Au

vδ
vx, Axy = δxz Az

y and Axy = Ax
zδ

zy (3)

Using these conventions we have that δxzδzy = δx
y . A particular tool of huge importance in our work is the concept of 

Hida test function. The domain of those functions is the space of distributions N ′ , which possesses a NF topology that 
relies solely on the structure of N . For this reason, those functions are denoted by a parenthesized expression (N ). We 
will use Hida test functions to model a subset of pure states that is common to and dense in any particular Hilbert space 
representing a particular theory. The main advantage of this procedure is that we can describe a generic quantum theory 
modelling the manifold P of pure states over (N ) regardless of any particular choice of Kähler structure at the classical 
level. Moreover, (N ) is a NF space and therefore a convenient model space for geometry [13,28]. In turn, as we explained 
above, this allows us to describe a particular theory with its second quantized Kähler structure (G, �, J )P . As we will 
see, the ability to characterize the space of states independently of the choice of classical complex structure is of crucial 
importance in curved spacetimes, as (N ) will be a common subset to all the Hilbert spaces arising from the parametric 
family of complex structures similarly to the construction considered in [1].

2. Geometric quantization I: the general framework

The goal of this section is to build the quantum field theory corresponding to the classical model presented in [4]. As 
our goal is a geometric description of the resulting quantum model, we will consider a geometric quantization framework 
adapted to our infinite dimensional manifold. Our presentation in this section is similar to others in the literature. Examples 
of this construction for field theories can be found in Oeckl’s work [37–39], while, for finite dimensional systems, [17,44]
contain detailed discussions of the aspects discussed below. Our aim is to approach the discussion with the mathematical 
tools of [4]. The procedure is, roughly speaking, similar to the usual construction on finite dimensional symplectic manifolds 
(see [17,41,44]) and it is based in two steps.

• Firstly, a pre-quantization is defined, which builds an initial Hilbert space. This is constructed from the set of sections of 
a complex line bundle defined on the classical phase space. Also, the prequantization procedure provides a representation 
of classical functions as operators acting on that prequantum Hilbert space.
4
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• Secondly, the definition of a polarization completes the quantization procedure. This is the choice of a Lagrangian sub-
manifold on the phase space of fields. The quantum Hilbert space is obtained by restriction of prequantum sections to 
this submanifold. Quantum operators are also restricted to those preserving the polarization in a suitable way.

The first step is straightforward and relatively simple to define for a general symplectic classical manifold. The definition 
of the polarization is a more subtle task and introduces arbitrary choices which restrict the set of classical magnitudes that 
can be quantized. We will firstly present the general construction adapted to our manifold of fields MF . For simplicity 
we will assume that this manifold is linear and modelled over the DNF space N ′ . Then, we will exploit a Kähler structure 
defined on its complexification MC to consider one particular type of polarization, the holomorphic polarization, which 
exhibits several nice properties and largely simplifies the technicalities of the construction. This structure was introduced in 
[4]. Finally, we will compare the resulting construction with the usual approach based on a real polarization.

2.1. Prequantization I: the definition of the bundle and the measure

The first step towards quantization is the complex prequantum line bundle B over the classical field phase space. This 
is an Hermitian line bundle πMC ,B : B →MC , associated with a U (1)–principal bundle on MC . On this bundle we define 
a principal connection which is required to have, as local curvature form, the symplectic form of MC . This can be done if 
we consider the local connection one form to be defined by the corresponding symplectic potential θ (as our field manifold 
is a linear space, this choice is well defined globally). By using this connection, we can define a covariant derivative on the 
associated bundle B .

The next step is to find a prequantized Hilbert space HP . To define this space we consider the set of square integrable 
sections B with respect to a measure μc invariant under symplectic transformations. Let us consider for simplicity the case 
where MC can be covered with a single chart in N ′C , the complexified space of distributions. In this case we will consider 
the measure μc whose characteristic functional C obtained as

C(ρx, ρ̄x)=
ˆ

N ′C

Dμc(φ
x)ei(ρxφx+ρxφ

x), (4)

satisfies:

• C(0, 0) = 1
• C is positive definite,
• it is continuous in the Fréchet topology of NC .

Hence, Bochner-Minlos theorem [15,19,20] assigns a unique Borel probability measure μc on MC to each choice of func-
tional C satisfying the conditions above. Let us see how there are natural choices of functionals based on physical arguments.

Along this and the next section, it is convenient to distinguish between φx ∈N ′C and the holomorphic coordinate of 
MC that we denote 

˜
φx ∈MC . Recall from [4] that, in holomorphic coordinates, the Kähler structure (ω, μ, J )MC is derived 

from the Hermitian form

hMC =
μMC − iωMC

2
= Kxyd

˜
φx ⊗ d ¯

˜
φ y, (5)

with trivial complex structure and inverse h−1
MC
= 
xy∂

˜
φ̄

x ⊗ ∂
˜
φ y . From a physical point of view we should ask for the 

measure to be invariant under symplectic transformations. Thus we select C to correspond to a function of the Hermitian 
form h−1

MC
, acting on ρxd

˜
φx as covectors. This provides the measure whose functional C is equal to

C(ρx, ρ̄x)= e−h−1
Mc

(ρ̄x,ρx) = e−ρ̄x

xyρy . (6)

This defines a gaussian measure μc that can be fully understood from the Gel’fand triple provided by its Cameron-Martin 
Hilbert space

NC ⊂H
 ∼=HK ⊂N ′C (7)

where H
 = (NC,

xy). In this triple we identify H
 with its dual HK . The latter is obtained restricting N ′C to the subset 

in which the norm computed with (5) converges. This space represents the allowed directions of translation that leave 
invariant the spaces Lp(N ′C, Dμc)

1 and has the physical interpretation of a one particle state structure. It is also the main 
ingredient of the Wiener-Ito decomposition theorem that provides the particle interpretation of a QFT written as a gaussian 
integral. For further details see [4]. See also [10,39,40] for a different construction of the measure using projective limits.

1 See Proposition 6.9 of [24].
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With this choice, the measure exists and then the scalar product of �s, �s ∈ �(MC , B), sections of the prequantum 
bundle, can be written as:

〈�s,�s〉 =
ˆ

MC

Dμc�s�s. (8)

2.2. Prequantization II. The states: introducing the vacuum

2.2.1. A trivializing section
In this way we have introduced a measure on the set of sections of the prequantum bundle and we can define our pure 

quantum states to be the square-integrable sections with respect to the measure μc , or equivalently, those sections with 
finite norm. Now we want to trivialize the bundle and factorize those sections with respect to a preferred one �r . This 
section will be our reference and will be related with a phase factor with the physical vacuum state of the theory �0 as we 
will discuss in the next section. This preference will be stated in terms of a particularly simple expression for its covariant 
derivative given by (11). We will ask this section not only to have norm 1 for this measure, but to have its local-on-

˜
φx

complex Hermitian product constant, i.e.,

�r( ¯˜
φx,
˜
φx)�r( ¯˜

φx,
˜
φx)= 1, ∀( ¯

˜
φx,
˜
φx) ∈MC . (9)

All other sections can then be represented as simple functions, which will be square integrable with respect to a measure 
defined by using �r . As sections are also functions on MC ∼=N ′C , we can write our pre-quantum Hilbert space as

HP =
{
� :MC ,→C s. t.� ∈ L2(N ′C, Dμc) as function

}
(10)

The local expression of the reference section can be further determined by the covariant derivative of the bundle. We 
can define the reference section �r adapted to the symplectic potential (hence, to the complex structure [4]) requiring that

∇X�r =−iθ(X)�r . (11)

Notice that while condition (9) fixes the modulus of the reference state, this condition fixes the phase. We shall get back 
to this point below, when considering the two types of polarization. In any case, we can already remark that clearly the 
local expression of the state (or equivalently, the connection) depends on the choice of the complex structure on MC . 
Notice also that μ includes in its definition the expression of the modulus of the reference �r which usually appears in 
the literature as the vacuum of the theory [11,14,21–23,30,31]. In those works the reference is referred to the informally 
defined Lebesgue measure Dφ. In this way, �′0 is an informally defined function representing the vacuum and its modulus 
is such that Dφ|�′0|2 � Dμc in a heuristic way. This is the reason for the necessity of Equation (9), which only leaves free 
the phase of the reference state for a chosen measure.

Using this section �r as a trivialization of the bundle B seen as a principal bundle of fibber C\{0}, any other section �s

is given by �s =��r . Here � :MC →C is identified with a regular smooth function of (NC) ⊂ L2(N ′C, Dμc). Our notion 
of smooth function in this case is provided by the set of Hida test functions C∞(MC ) ∼= (NC) ⊗ (NC)

∗ defined in [4]. 
This notion also includes regularity properties under integration that we studied in that paper. Hence, this decomposition is 
only valid for the subset of smooth sections in (10). However, this subset is dense and, as such, is enough to describe the 
quantization procedure using it. The action of the covariant derivative is translated to the function � as:

∇X (��r)= [X(�)− iθ(X)�]�r . (12)

Our pre-quantum Hilbert space is then identified with

HP � L2(N ′C, Dμc), (13)

when referred to a reference section �r . See the discussion at the end of subsubsection 3.1.3 for further details about the 
relation of �r with the vacuum of the theory �0. The effect of the reference on (13) is that covariant derivatives incorporate 
an extra multiplicative factor −iθ(X) provided by the symplectic potential to the directional derivative.

Another key factor of this construction is that in the quantum theory every magnitude is obtained by integration of the 
classical degrees of freedom. This turns the classical manifold MC into a rather auxiliary object. Let � be a pre-quantum 
state, and consider a translation by �(φx) �→�(φx + hx). Only when hx ∈HK �H
 , the Cameron-Martin Hilbert space, we 
can reabsorb this into the Gaussian measure (4) with an integrable Radon-Nikodym factor [20,35]. Hence, we can consider 
H
 as the only well-defined tangent vectors on the linear manifold MC �N ′C for the quantum counterpart, since they 
are the only ones that leave the Hilbert space invariant. Nonetheless, in general curved spacetimes this is not the case, and 
evolution will not preserve L2(N ′C, Dμc) unless the spacetime is static or stationary [1,6,11]. We will deal with these issues 
in Section 6.
6
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2.2.2. Ambiguity of the construction
In the following section we will relate the reference sections of different representations through a phase factor. This 

relation is provided by an ambiguity in the construction above that we explain below. For a similar discussion in finite 
dimensions follow [44]. We may consider the existence of another connection on B and the corresponding reference section 
�̃r it is related to. As we want the section to be square integrable, we can consider the existence of a function α ∈ C∞(MC )

satisfying

�̃r = α�r, (14)

for α :MC →C a function. Hence, sections of B should satisfy

�s =
{
�̃�̃r = �̃α�r

��r
(15)

For the two covariant derivatives to coincide on a section of B , we obtain that

∇X �̃r =
{

iθ̃ (X)�̃r = iθ̃ (X)α�r

X(α)�r + α(−iθ(X)�r)
(16)

As this should happen for any vector field X , we conclude that the function α must satisfy

dα − i(θ̃ − θ)α = 0 (17)

Notice that as the modulus of the reference section is fixed to 1, the function must be a phase α = e−i f . This implies 
that the measure does not change but the symplectic potentials are required to satisfy the gauge condition

θ ′ − θ = df . (18)

This is the freedom left from Equation (9) once we fixed the measure μc . Notice that if the modulus of the function is 
equal to one the measure is not changed, since we are just choosing among the different phases of the reference state. 
These kind of transformations that preserve the measure but change the reference phase are the usual ones for geometric 
(pre)quantization. We anticipate, however, that during the evolution in the context of curved spacetime, changes of measure 
will also occur [1,3]

2.3. Prequantization III: the prequantization of observables

The covariant differentiation is precisely the basic tool to build a quantization mapping Q for the classical functions 
f ∈ C∞(MC ) acting on the set of sections of B . Thus, the operator Q( f ) becomes

Q( f )=−ih̄∇X f + f , (19)

where X f is the Hamiltonian vector field associated to f . For the sake of simplicity we will take h̄ = 1 in the rest of the 
paper.

When we consider the section �r , and the corresponding function �, we can adapt Q to the new setting described 
by (13). Thus, ∇X f must become a self-adjoint operator on the Hilbert space of square integrable functions, where � is 
contained.

The classical observables are chosen as functions on the classical phase space F :MC →R.

X F �ω=−dF . (20)

Remember that, being weakly symplectic, the equation above may not have a solution in general. But we will consider also 
that the first Malliavin derivative, see [4], is defined for them and hence that F ∈D2,1

μ . Therefore the expression

dF = ∂
˜
φx Fd

˜
φx + ∂ ¯

˜
φx Fd ¯

˜
φx,

ensures that dF ∈H
⊗ L2(N ′C, Dμc) and H
 is the natural domain of ω so we can always find X F ∈H
⊗ L2(N ′C, Dμc). 
Then, its prequantum counterpart is an operator F̂ :=Q(F ) :HP →HP given by

Q(F )�= F�− i∇X F�, � ∈HP . (21)

It follows that this (pre)quantization procedure Q meets the Dirac quantization (pre)conditions [17]

Q1) Q(F + G) =Q(F ) +Q(G)
Q2) Q(F )Q(G) −Q(G)Q(F ) =−iQ({F , G}MF )

Q3) Q(F ) = F1 if F is constant

for any F , G ∈ C∞(MC ).
7
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2.4. The polarization

The prequantization provides a Hilbert space HP too big to realize the quantum states since, in principle, � ∈HP are 
functions with domain on the whole manifold while, in regular quantum theories, the domain must have half the degrees 
of freedom of MC .

To deal with this discrepancy we must restrict the domain of the functions � to a Lagrangian submanifold of MC . Notice, 
though, that in this setting the concept of Lagrangian submanifold is not as straightforward as in the finite-dimensional case 
treated in [44]. First, we must remember that ωMC is defined, at most, on a dense subset of the vector fields of MC ∼=N ′C . 
Therefore that the condition of (co)isotropy must take into account this fact. To bypass this difficulty we will introduce a 
polarization at the level of the one particle state structure introduced in the complex description of the classical phase space 
(7). Thus, we will choose a Lagrangian subspace P of the complex Hilbert space P ⊂H
 on which the symplectic form 
ωMC is well defined. The quantum Hilbert space is given by:

H = {
�s ∈HP s.t. ∇ X̄�

s = 0 ∀ X ∈ P
}

(22)

As, again, the space is linear, we can choose a symplectic potential −d� = ωMC adapted to the polarization such that

�( X̄)= 0 ∀ X ∈ P (23)

Under this assumption the definition of the polarization simplifies enormously since, due to (12) we can identify the 
polarized Hilbert space as:

H = {
� ∈ C∞(MC ) s.t. d�( X̄)= 0 ∀ X ∈ P

}
(24)

Unitary dynamics is trickier to implement due to the fact that the quantization rule (21) may produce operators that do 
not respect the polarization. Moreover the situation is even more complicated if we ask the representation of the quantum 
operators to be irreducible adding a fourth condition to Q1-Q3 above:

Q4) (Irreducibility condition) For a given set of classical observables { f i}I such that { f i, g} = 0 ∀i ∈ I implies g constant 
then if an operator A commutes with every Q ( f i) then A is a multiple of the identity.

Then it is known that no quantization satisfying Q1-Q4 exists. We can partially escape from those two problems choosing 
to quantize only a subset of classical observables such as the linear ones in Darboux coordinates ( fxϕ

x + gxπ
x). More 

complicated functions exhibit the usual ordering problem of quantization. We will deal with this issue in section 4.

3. Geometric quantization II: types of quantization

Roughly speaking, we can consider two kind of polarizations: real polarizations, where the linear space P is characterized 
by P = P∗ (which define what we call Schrödinger quantizations) and holomorphic ones for which P ∩ P∗ = 0 (which define 
what we call holomorphic quantizations). Intermediate situations are combinations of those two extreme cases, at least in 
the finite dimensional setting, see [44] for further details. As the holomorphic case is easier to handle in many ways and 
possesses better analytical properties [4], we will begin our discussion with it.

3.1. Holomorphic quantization

3.1.1. Choosing holomorphic tensors
For the holomorphic case the complex structure JMC provides a projection X→ 1

2 (1 + i JMC )X for the elements of the 
Cameron Martin tangent space X ∈H
 , i.e., those elements in the tangent space which define integrable translations for 
the Gaussian measure Dμc . As MC is a linear space, the polarization is taken to be P Hol = 1

2 (1 + i JMC )H
 . Identifying 
coordinates φx ∈ N ′C with holomorphic coordinates of 

˜
φx ∈MC , the adapted symplectic potential is obtained from the 

(non unique) Kähler potential K= φ̄x Kxyφ
y

�=−i∂φxKdφx. (25)

The set of states of the quantum Hilbert space given by (24) is therefore the space of holomorphic (square integrable) 
functions � :N ′C→C. In this representation we identify the reference and the vacuum sections �H

r =�0 because, as we 
will see, it will be annihilated by the annihilation operator. These functions � represent the excitations with respect to the 
vacuum state �0 (11), in such a way that the physical state corresponds to the section of the complex line bundle ��0, 
which are square integrable with respect to the measure μc , or, equivalently, to the set of square integrable holomorphic 
functions if we take the section �0 as a reference:

HHol = L2 (N ′ , Dμc). (26)
Hol C

8
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This is, by construction, a well-defined Hilbert space but it is not the most frequent quantum model in QFT. Some examples 
of the study of this representation of QFT can be found in [37–39]. Instead, it is more common to represent the states as 
element of a bosonic (or fermionic) Fock space, see for instance [7,42]. We will discuss this point later.

3.1.2. Segal isomorphism: defining Fock states
From the properties of Gaussian integration, we know that the Segal isomorphism presented in [4] allows us to identify 

the vectors in L2(N ′C, Dμc) with the vectors of the symmetric Fock space constructed on the space of one-particle states 
H
 . As the quantum states correspond to holomorphic functions � ∈ L2

Hol(N ′C, Dμc), we can write:

I(�)=
(√

n!ψ(n,0)�xn

)∞
n=0
, (27)

where ψ(n,0)�xn
correspond to the coefficients of the state � with respect to the space of Wick complex monomials

ψ
(n,0)
�xn
= 1

n!
n∏

i=1

Kxi ui

∂

∂ρ̄ui

Sμc [�](ρx, ρ̄x)

∣∣∣∣
ρx=0

(28)

where Sμc the integral transform introduced in [4]. This expression allows us to recover the usual description of quantum 
states in the Literature [7,42].

3.1.3. Quantizing linear operators
At the same time, as the connection is also holomorphic, the quantization mapping Q is simple to compute and defines 

holomorphic linear operators on HHol . In particular using (21) for (25), we verify that

Q(
˜
φy)�(φx)=φy�(φx),

Q( ¯
˜
φy)�(φx)=
yz∂φz�(φx), ∀� ∈HHol. (29)

Here we distinguish again φx ∈ N ′C and the holomorphic coordinate 
˜
φx ∈MC . In this work we will consider bare 

coordinates φx as simple placeholders of integration. In particular, they do not depend on time or any other structure built 
over the Cauchy hypersurface �. This is done to highlight the physical meaning of the coordinate 

˜
φx ∈MC . We will choose 

different systems of holomorphic coordinates of MC with different interpretations that we will represent over the same 
N ′C after quantization. This is crucial to relate different quantizations of the theory as we will see at the end of the section.

Notice that these operators correspond to the creation and annihilation operators, as it was to be expected a†x =Q(
˜
φx)

while ax =Q( ¯
˜
φx). Thus we obtain that annihilation and creation operators correspond to the Malliavin derivative and Sko-

rokhod integral for holomorphic functions [4]. This interpretation that we obtain from geometric quantization was already 
noticed in the stochastic calculus literature from their algebraic relations [18].

Notice also that (29) implies that ax1 = 0. We identify �H
r = 1 as the representation as a holomorphic function �H

r ∈
L2

Hol(N ′C, Dμc) of the reference section �H
r in HP . Thus, we conclude that ax�H

r = 0. This implies that the reference section 
is annihilated by the annihilation operator and therefore we can identify the reference and the vacuum �H

r =�0 as we did 
above.

3.2. Schrödinger quantization

Let us consider now the other most common example, the case of Schrödinger quantization as we can see in [11,14,21–
23,30,31]. Recall from [4] that we can think of MC as a real manifold MF =N ′ ×N ′ . We denote this process realification 
of the manifold. The system of realified conjugate coordinates (ϕx, πx) is such that

ωMF = δxydπ x ∧ dϕ y =
ˆ

�

ddx√|h| [dπ(x)⊗ dϕ(x)− dϕ(x)⊗ dπ(x)]. (30)

The fact that ωMF is written in the canonical form above in turn defines the field momenta πx , since it must correspond 
to the conjugate variable to the field ϕx . The particular physical meaning of these variables depends on the particular 
classical theory we want to quantize and is unimportant in this context. Notice that the notion of conjugate acquires a 
dependence of Riemannian metric h defined over the Cauchy hypersurface �. This is because (30) is canonical only for that 
particular h.

In the Schrödinger representation the quantum states are represented by the wave functional �(ϕx), i.e., they must 
depend only on the field variables ϕx , and not on the field momenta πx . This is derived from (13) by applying (22) with a 
real polarization spanned by the momentum directions in MF . See [37] for a similar construction and [11] for an algebraic 
derivation of the representation.
9
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Recall also that the complex structure on MF is expressed in canonical coordinates as

− JMF = (∂ϕ y , ∂π y )

(
A y

x 

y
x

D y
x −(At)

y
x

)(
dϕx

dπ x

)
= ∂ϕ y ⊗ [A y

x dϕx +
y
x dπ x] + ∂π x ⊗ [D y

x dϕx − (At)
y
x dπ y] (31)

With the conventions of (3) we have A2 +
D = −1, 
t = 
, Dt = D, A
 =
At and At D = D A. Notice that D is fixed 
once 
 and A are known. Let K x

y be the inverse of 
x
y , i.e. 
x

z K z
y = δx

y then D = (i At +1)K (i A −1).
This complex structure, together with the symplectic form (30) recovers a Riemannian structure μ J ,MF (·, ·) =

ωMF (·, − J ·), which, in the coordinates above, reads:

μMF = (dϕx,dπ x)

(−Dxy At
xy

Axy 
xy

)(
dϕ y

dπ y

)
=

− Dxydϕx ⊗ dϕ y +
xydπ x ⊗ dπ y + Axy(dϕ
y ⊗ dπ x + dπ x ⊗ dϕ y) (32)

Due to the fact that it is Riemannian structure we derive also 
xy > 0 > Dxy .
We recover holomorphic coordinates with a change of coordinates, locally given by

dϕ̃x = dϕx dπ̃ x = Ax
ydϕ y +
x

ydπ y (33)

∂ϕ̃x = ∂ϕx − (K A)y
x ∂π y ∂π̃ x = K y

x ∂π y (34)

Then (
˜
φx, ¯
˜
φy) = 1√

2
(ϕ̃x− iπ̃x, ϕ̃y+ iπ̃y) in accordance with the conventions (2). Notice that the identification N ′ ×N ′ �N ′C

depends on the particular expression of the complex structure introduced.

3.2.1. The measure and the connection
The change from complex to real coordinates does not really affect the structure of the line bundle B required to 

define the prequantization: we construct identical bundles on the two identical base manifolds MC and MF with different 
coordinates; and for each bundle, we can define a connection. These two connections need not to be identical (since we can 
consider several different connections for each case), but they must have a curvature proportional to the symplectic form.

Identifying MF and MC also means that the measure on the space of fields can also be considered associated with the 
functional

C S(ξx, ηx)=
ˆ

N ′×N ′
Dμ(ϕx,πx)ei

(
ξxϕ

x+ηxπ
x
)
. (35)

Real polarizations will understood as taking only one copy of N ′ this is to restrict to the coordinate ϕx . For this reason, 
in order to avoid the rescaling factor 1√

2
in the quantization prescription we must rescale the covariance of the measure 

adapted to the holomorphic prescription μc . Taking ρx = 1√
2
(ξx + iηx) and φx = 1√

2
(ϕx − iπx), we must have that μ is 

defined by the characteristic functional

C S(ξx, ηx)= C H

(
ρ̄x√

2
,
ρx√

2

)
= C H

(
ξx − iηx

2
,
ξx + iηx

2

)
. (36)

Again, we will consider a pre-quantum Hilbert space of sections of the bundle B , square-integrable with respect to 
the measure μ. We can also identify a trivializing section �S

r compatible with the connection in the sense of Equation 
(11). With this trivialization, the space of states becomes the set of square-integrable functions on N ′ with respect to the 
measure μ.

From the isomorphism discussed above between MC and MF , we can also conclude the equivalence of the connections 
on both spaces and the corresponding covariant derivatives. Strictly speaking, we should use different notation for the vector 
fields with respect to which we differentiate, since they are isomorphic and not identical, but we will use the same, to make 
the manuscript easier to read. We shall use then the notation of Equation (12) to represent the covariant derivative in the 
real polarization case, keeping in mind the fact that the only relevant vector fields are those tangent to the submanifold 
spanned by the field directions, as we will see now.

3.2.2. The real polarization
In the Schrödinger case the polarization is spanned by the momentum directions, i.e. the real subspace P S = Im(H
). 

We can consider an adapted symplectic potential with respect to P S satisfying

θS(X)= 0 ∀X ∈ P S . (37)

This means that θS must be a linear combination of the set {dϕ̃x} of “basical” forms. The coefficients are read from 
the identification of the Gel’fand triple and the canonical Liouville 1-form of T ∗N ′ . Writing it in terms of the variables we 
introduced in the previous section we obtain:
10
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θS =−i(ϕ̃x + iπ̃ x)Kxydϕ̃ y = π xδxydϕ y − iϕx Kxydϕ y + ϕx(K A)xydϕ y . (38)

Notice that we added the term −iϕ̃x Kxydϕ̃ y (which is just an exact one form equal to the differential of the norm of the 
ϕ̄x) to the usual conventions because in this way we ensure that the quantization prescription provides hermitian operators 
in L2(N ′, Dμ), as we will see below, and 2� = θS + θM with

θM =−(ϕ̃x + iπ̃ x)Kxydπ̃ y . (39)

From this point of view θS is the restriction of � to P S directions with an scale factor of 2 to keep up with the conventions 
in changes of covariances. In this way we can establish the Schrödinger picture as a restriction of the holomorphic case to 
real directions. Nonetheless, this restriction must be considered with care.

The first conclusion of this analysis on the polarization is that functions on HS (i.e., the quantum states) must be 
functions depending on the submanifold N ′ with coordinates ϕx rather on the whole MF , as it was to be expected. 
Indeed, as for any X ∈ P S , θS(X) = 0,

∇X�= 0⇒ d�(X)= 0,∀X ∈ P . (40)

As the reference section �S
r must satisfy this condition, any other section in the set of square-integrable ones will be 

obtained as a product by a function which is also annihilated by the momentum directions. Nonetheless, the definition 
of a measure for this set of functions is not immediate, since the measure in the original scheme above was defined for 
functions depending on both the fields and their momenta. However, we can repeat the construction for a different Gel’fand 
triple defined as

N ⊂HS

 ⊂N ′, (41)

where HS

 is the subspace of H
 defined by the field states ξx . This triple defines a corresponding dual product 〈ξx, ϕx〉 =

ξxϕ
x which allows us to define a measure over N ′ that, with an slight abuse of notation, we denote with the same symbol 

μ by the functional

C(ξx)=
ˆ

N ′
Dμ(ϕx)eiξxϕ

x
. (42)

Notice that, by construction

C(ξx)= C S(ξx,0)= e−
1
4 ξx


xyξy , (43)

for C S the functional defined in Equation (35). Again, Bochner-Minlos theorem ensures that there exists a unique measure 
satisfying this condition and therefore we can define the set of (polarized) quantum states to be the space of square-
integrable functions (with respect to the reference section) HS = L2(N ′, Dμ).

3.2.3. Quantizing linear operators
We can readily quantize linear operators, such as the field operator ϕx or the field momentum π x , whose action on the 

states � ∈ L2(N ′, Dμ) will be:

Q(ϕy)�(ϕx)= ϕy�(ϕx),

Q(π xδxy)�(ϕ
x)= (−i∂ϕy + iϕx Kxy − ϕx(K A)xy

)
�(ϕx). (44)

Analogously, we can also introduce creation and annihilation operators from the field and momentum operators as:

ax = 

xy∂ϕ y − i Ax

yϕ
y

√
2

, a†x =√2ϕx − 

xy∂ϕ y − i Ax

yϕ
y

√
2

. (45)

These operators satisfy that Q(ϕx) = ax+a†x√
2

and Q(πx) = −iK x
y

ay−a†y√
2

. Notice that the complex exact term of (38) is 
essential in order for the quantized momentum to be self adjoint and it provides the right prescription for quantization 
obtained in [11] from an algebraic rather than geometric quantization procedure.

The discussion about the vacuum representation for this quantization is more involved than in the holomorphic case. 
Notice that, for Ax

y �= 0 the constant function 1 is not annihilated by ax . This is because the reference section �S
r is 

not yet the vacuum of the theory. To get the correct vacuum section we profit from the freedom of choice explored in 
subsubsection 2.2.2 and multiply it by a phase factor �0 =�Sch

0 �S
r with �Sch

0 ∈ L2(N ′, Dμ). We will delve further into this 
issue in subsubsection 3.4.1.
11
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3.3. Quantization in the antiholomorphic and field-momenta representations

Another real polarization is P M = Re(H
), in this case we could proceed as we have done so far with the Hilbert 
space associated to the measure μc and the symplectic potential (39) but it soon leads to cumbersome expressions for the 
quantized operators. This is because the change of coordinates (33) is adapted to deal with the Schrödinger representation 
in the fields space. Here we will develop antiholomorphic quantization modifying that change of cooordinate prescription 
to obtain a different measure μc . Then develop the Schrödinger picture in the field-momentum space. For now on we will 
denote it simply as Field-Momentum representation. In order to quantize this theory in a way akin to the one adapted to the 
Schrödinger picture we should respect the momentum in the change of coordinates we modify (33) to

dϕ̆x = (At)xydπ y − Dx
ydϕx dπ̆ x = dπ x, (46)

with 
˘
φx = 1√

2
(π̆x − iϕ̆x) notice that this prescription is conjugate to 

˜
φx hence we denote it antiholomorphic coordinate. 

This treatment, following the arguments below (33), modifies (6) and the measure considered for this case is νc defined by

C̆(ρx, ρ̄x)=
ˆ

MC

Dνc(φ
x)ei(ρxφx+ρxφ

x) = eρ̄x Dxyρy . (47)

As in the holomorphic case 
˘
φx represents a coordinate of MC while φx ∈N ′C is a placeholder for integration. This also leads 

to a antiholomorphic representation in HHol = L2
Hol
(N ′C, Dνc). The Kähler potential in these coordinates with D−1

xy D yz = δz
x

is2 D =−¯
˘
φx D−1

xy ˘
φ y and the symplectic one form �̄ =−i∂ ¯

˘
φxDd ¯

˘
φx . Thus the quantization mapping becomes

Q( ¯
˘
φx)= φ̄x, Q(

˘
φx)=−Dxy∂φ̄ y . (48)

These are interpreted as creation Q( ¯
˘
φx) = b†,x and annihilation bx =Q(

˘
φx) operators of the antiholomorphic representation.

Following our steps with the Schrödinger picture we define the Hilbert space of the momentum representation HM =
L2(N ′, Dν) where ν is the Gaussian measure whose characteristic functional is

C̆M(ξx)= e
1
4 ξx Dxyξy . (49)

The field-momentum polarization is therefore adapted to this Cameron Martin Hilbert space, P M = Re(H−D) and we 
choose the adapted symplectic potential

θ̆M = i(π̆ x − iϕ̆x)D−1
xy dπ̆ y =−ϕxδxydπ y + iπ x D−1

xy dπ y +π x(AD−1)xydπ y . (50)

It follows from this prescription that

Q(πy)�(πx)= πy�(πx),

Q(ϕxδxy)�(π
x)= (

i∂πy + iπ x D−1
xy +π x(AD−1)xy

)
�(πx). (51)

In the momentum field space creation and annihilation operators are

bx =−Dxy∂π y − i(At)xyπ
y

√
2

, b†x =√2πx + Dxy∂π y − i(At)xyπ
y

√
2

. (52)

These operate dually to creation and annihilation operators in the field space, satisfying that Q(πx) = bx+b†x√
2

and 

Q(ϕx) = −i(D−1)xy
by−b†y√

2
. The discussion about the vacuum section of this theory is analogous to that in the Schrödinger 

representation. We will deal with it in subsubsection 3.4.1.

3.4. Relations between holomorphic, antiholomorphic, Schrödinger, and momentum-field pictures

Once we have shown different quantizations procedures of a quantum field theory over different spaces HHol, HHol, HS

and HM we must study the relations of the quantization procedures under changes of coordinates and representations. We 
will start by relating HHol with HS and HHol with HM with unitary isomorphism respecting the algebra of creation and 
annihilation operators in each case. Later, we provide unitary isomorphisms that relate every picture with each other via 
quantization preserving integral transforms introducing the Fourier transform.

2 To see this result we use (59) and (A.10).
12
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3.4.1. Holomorphic and Schrödinger (antiholomorphic and momentum-field) pictures: Segal-Bargmann modified transforms
Slightly modifying the Segal-Bargmann transform defined in [4] we can establish a unitary isomorphism

B̃Sch : L2(N ′, Dμ)→ L2
Hol(N

′
C, Dμc)

that preserves the algebra spanned by ax, a†x . In order to define this modified Segal-Bargmann transform we should deal 
with the extra 1/2 factor appearing in the characteristic functional C (43). To do so let us first define �Hol = B̃Sch(�Sch). 
Then, we choose

�Sch(ϕ
x)= ei f (ϕx)

ˆ
DμS(π

x)�Hol
(√

2[ϕx − iπx]), (53)

where ei f (ϕx) is a phase factor to be determined. This is similar to the definition in [37], with the addition of the phase 
factor. For instance if we take f = 0, and we denote the corresponding transformation as B̃, it reads:

B̃−1φxB̃ =√2ϕx − 

xy∂ϕ y√

2
, and B̃−1∂φx B̃ = 1√

2
∂ϕx . (54)

These relations are derived explicitly in Appendix A.1. Thus, departing from the expressions of ax and a†x shown under (29)
we can not recover the expressions of (45). To solve this problem we choose, up to a constant

f (ϕx)= 1

2
(K A)xy : ϕ2 : |xy



2
.

We choose the Wick ordered monomial to get a well defined chaos decomposition even though the pointwise product must 
be dealt with care [4]. Representing B̃Sch = B̃e−i f (ϕx) and B̃−1

Sch = ei f (ϕx)B̃−1 we obtain

B̃−1
Schφ

xB̃Sch = ei f B̃−1φxB̃e−i f =√2ϕx − 

xy∂ϕ y − i Ax

yϕ
y

√
2

,

B̃−1
Sch∂φx B̃Sch = ei f B̃−1∂φx B̃e−i f = ∂ϕx − i(K A)xyϕ

y

√
2

. (55)

With this choice we preserve the form of the creation and annihilation operators for each picture. This may be inter-
preted as a nontrivial phase in the relation of the Schrödinger and holomorphic vacua as is explained at the end of 
subsubsection 3.2.3. Indeed, �Hol

0 = 1 represents the vacuum of the Fock space in the holomorphic representation because it 
is annihilated by the operator ax =
xy∂φ y as noticed at the end of subsubsection 3.1.3. Computing the Schrödinger vacuum 
with (53) we obtain B̃−1

Sch(1) =�Sch
0 = exp

[ i
2 (K A)xy : ϕ2 : |xy



2

]
. This is indeed the true representation of the vacuum because 

is anihilated by the annihilation operator in (45).
Similarly for the momentum space we can establish a unitary isomorphism with the antiholomorphic representation

B̃Mom : L2(N ′, Dν)→ L2
Hol
(N ′C, Dνc).

Let �̂Hol = B̃Mom(�̂Mom). Then its inverse is provided by the expression

�̂Mom(π
x)= eig

ˆ
Dν(ϕx)�̂Hol

(√
2[πx + iϕx]). (56)

Thus, with g = i
2 (AD−1)xy : π2 : |xy

− D
2

we show in Appendix A.2 that

B̃−1
Momφ̄

xB̃Mom = b†x and − B̃−1
Mom Dxy∂φ̄ y B̃Mom = bx. (57)

This implies that the creation and annihilation operators of the antiholomorphic representations are transformed into (52), 
the corresponding operators of the momentum-field representation. Also, we see that the vacuum of the theory, the section 
annihilated by the annihilation operator bx , is represented by the phase function �Mom

0 = exp
[ i

2 (AD−1)xy : π2 : |xy

− D
2

]
.

3.4.2. Preservation of the quantization mapping: Segal-Bargmann and Fourier transforms
The isomorphisms described in the previous section do not respect the different quantization mappings described above. 

Throughout this section Qs and Qm will represent the Schrödinger (44) and momentum-field (51) quantization mappings 
while Q and Q are the holomorphic (29) and antiholomorphic (48) quantization mappings. With these definitions we see 
that

B̃SchQs(π
x)B̃−1

Sch = B̃SchiK x
y

a†y − ay

√ B̃−1
Sch = iK x

yQ
(
˜
φ y − ¯

˜
φ y

√
)
=Q(K x

yπ̃
y).
2 2

13
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(
L2(N ′, Dμ),Qs

)
Schrödinger

(
L2(N ′, Dν), Q m

)
Momentum-field

holomorphic(
L2

Hol(N
′
C , Dμc),Q

) Antiholomorphic(
L2

Hol
(N ′

C , Dνc),Q
)

F

F−1

B̃−1B̃

F̃

F̃−1

B̃−1B̃

Fig. 1. Quantization preserving mappings.

In general, K x
yπ̃

y �= πx according to (33). Thus quantization is not preserved. However, as we prove in (A.3) and (A.6), the 
Bargmann-Seagal transforms defined in (29) and (48), preserve the quantization mappings

B̃−1Q(ϕx)B̃ =Qs(ϕ
x), B̃−1Q(πx)B̃ =Qs(π

x),

B̃−1Q(ϕx)B̃ =Qm(ϕ
x), B̃−1Q(πx)B̃ =Qm(π

x). (58)

Recall that B̃−1 is defined in (53) for f = 0 and B̃
−1

is defined in (56) for g = 0. These are the regular Segal-Bargmann 
transforms introduced in [4] with a 

√
2 factor multiplying the domain. This fact motivates the definition of the Fourier 

transform as the quantization preserving isometries that close the following diagram.
(anti)holomorphic coordinates adapted to field (33) or momentum-field (46) representations are related via an antiholo-

morphic transformation

d ¯
˘
φx = i(K + iK A)xyd

˜
φ y, −i(D−1 + i AD−1)xyd

˘
φ y = d ¯

˜
φx. (59)

This result can be proved using the relation D = (i At + 1)K (i A − 1) as described in (A.10). Thus, we define the Fourier 
transform F̃ as a relation between holomorphic and antiholomorphic representations defined by the unitary isomorphism

F̃ : L2
Hol(N

′
C, Dμc) → L2

Hol
(N ′C, Dνc)

�Hol(φ
x) �→ �̂Hol(φ̄

x)=�Hol[i(D−1 − i AD−1)xyφ̄
y], (60)

with inverse

F̃−1 : L2
Hol
(N ′C, Dνc) → L2

Hol(N
′
C, Dμc)

�̂Hol(φ̄
x) �→ �Hol(φ

x)= �̂Hol[i(K + iK A)xyφ
y]. (61)

For a proof of unitarity see Appendix A.3. Notice that the transformation acts non-trivially over creation and annihilation 
operators because

F̃φxF̃−1 = i(D−1 − i AD−1)xyφ̄
y, F̃∂φxF̃−1 = i(K + iK A)y

x∂φ̄ y (62)

as we prove in Appendix A.3. However, these are precisely the transformations required to preserve the quantization map-
pings

F̃Q(
˘
φx)F̃−1 =−i(K − iK A)xyF̃Q( ¯

˜
φ y)F̃−1 =Q(

˘
φx)

F̃Q( ¯
˘
φx)F̃−1 =−i(D−1 + i AD−1)xyF̃Q(

˜
φ y)F̃−1 =Q( ¯

˘
φx)

Finally, to close the diagram of Fig. 1 the remaining ingredient is the Fourier transform F defined by

F : L2(N ′, DμS) → L2(N ′, DνM)

�(ϕx) �→ �̂(πx)= B̃
−1

F̃B̃ �.
(63)

Then, as we show explicitly in Appendix A.4 the quantization mappings are preserved because

Fϕ yδyxF−1 = i∂πx + iπ y D−1
yx +π y(AD−1)yx

F−1π yδyxF =−i∂ϕx + iϕ y K yx − ϕ y(K A)yx. (64)

Thus the quantization prescription for linear operators in the Schrödinger picture (44) is transformed into the analogous 
quantization prescription in the field-Momentum picture (51) and viceversa. Hence, the quantization mappings Q are re-
spected by the Fourier transform in these representations.

The discussion above is carried on over linear functions in each coordinate system. We can straightforwardly generalize 
it for arbitrary functions after the choice of one of the ordering prescriptions discussed in section 4.
14
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In summary, if we choose a function F (ϕx, πx) we can express it in different sets of coordinates, (94) for holomorphic 
F (
˜
φx, ¯
˜
φx) or (46) for antiholomorphic F (

˘
φx, ¯
˘
φx) and the different quantization mappings are related by the diagram in Fig. 1

by

Qs[F (ϕx,πx)] =F−1Qm[F (ϕx,πx)]F = B̃−1Q[F (
˜
φx, ¯
˜
φx)]B̃ = B̃−1F̃−1Q[F (

˘
φx, ¯
˘
φx)]F̃B̃. (65)

These transformations do not respect, in general, the algebra of observables. We showed in the previous section that the 
isomorphisms of algebras are achieved by adding the corresponding phase factors to (53) and (56) lacking in this section. 
For this reason the transforms of Fig. 1 are not suited for discussions about the vacuum of every representation of the 
theory.

For completeness we will show here how this representation fails to preserve the representation of the algebra of ob-
servables. Lets denote ax, a†,x the creation and annihilation operators of the Schrödinger picture provided by (45). Let also 
bx, b†,x represent the creation and annihilation operators of the momentum-field picture given by (52). Writing in terms of 
these operators the expression of the quantized operators ϕ̂x and π̂x the relation above can be rewritten as

F
a†x + ax
√

2
F−1 = i(D−1)xy

b†y − by

√
2

, iK x
yF

a†y − ay

√
2

F−1 = b†x + bx
√

2
.

Thus we can write

FaxF−1 = i(
− D−1)xy
by

2
+ i(
+ D−1)xy

b†y

2

Fa†xF−1 =−i(
+ D−1)xy
by

2
− i(
− D−1)xy

b†y

2
(66)

This implies that creation and annihilation operators mix, in general, in a nontrivial manner under F . Notice that, from 
this expression, it is immediate to conclude that the mixing depends on the properties of the complex structure. Indeed, 
whenever Ax

y = 0 we get D−1 = −
. Hence, in those cases there will be no mixing between creation and annihilation 

operators under the Fourier transform. Under this assumption B̃Sch and B̃Mom reduce to B̃ and B̃ respectively and they 
form a unitary isomorphism of the algebra of observables. The Fourier transforms F and F̃ also produce an isomorphism 
that respects the canonical commutation relations. To see this result recall that [ax, a†y] = 
xy and [bx, b†y] = −Dxy and 
−Dxy = K xy for this particular case. In a nutshell, the diagram Fig. 1 only represents unitary isomorphisms of the algebra of 
observables if Ax

y = 0.

4. Quantization of the algebra of observables of a field theory

The holomorphic representation of quantum field theory is particularly well behaved to describe a quantum field theory 
over a Cauchy hypersurface �. In sections above, we showed a detailed account of this representation as well as its relation 
with several other representations of QFT. Thus, the space of pure states for this theory is considered to be

L2
Hol

(
N ′C, Dμc

)
,

for a suited choice of Gaussian measure Dμc . In this space the Wiener Ito decomposition is particularly simple and 
Skorokhod integral amounts to simple multiplication by φx which is also reflected in the simple form of creation and 
annihilation operators of (29). For the discussion of these and further analytical properties see [4]. In this section we will 
present a quick summary of quantization in the holomorphic representation. In this case we will use the new tool of repro-
ducing kernels presented in [4] to deal with ordering problems in the quantization of nonlinear operators. Since we will not 
discuss any other quantization mapping, for simplicity, in this and sections below we identify φx with 

˜
φx unless otherwise 

stated.

4.1. Weyl quantization

The quantum picture is not complete until we prescribe a mapping from classical functions to quantum operators. This is 
a quantization that assigns a quantum observable for a suitable class of classical observables. Of course, there is an ambiguity 
on this prescription usually addressed under the name of ordering problems resulting from the nontrivial commutation 
relation [ax, a†y] = 
xy . The first choice that we make is called Weyl quantization and denote it QW eyl . It is defined as 
follows. Firstly, any holomorphic quantization map must coincide over lineal functions of MC , this is

ax =QW eyl(φ̄
x)=
xy∂φ y , a†x =QW eyl(φ

x)= φx (67)

Then the Weyl quantization mapping assigns to each monomial φnφ̄m an averaged assignment of every possible order. We 
can then define the Weyl quantization to any polynomial classical functional inductively. For linear operators the quantiza-
tion procedure must coincide with holomorphic geometric quantization QW eyl[φx] = a†x, QW eyl[φ̄x] = ax . For higher order 
monomials, we proceed symbolically as
15
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QW eyl[(φnφ̄m)u�x,�yv] = a†uQW eyl[(φn−1φ̄m)�x,�yv] +QW eyl[(φn−1φ̄m)�x,�yv]

uz

2

←−
δ

δaz

=QW eyl[(φnφ̄m−1)u�x,�y]av + 

vz

2

δ

δa†z
QW eyl[(φnφ̄m−1)u�x,�y] (68)

From this symbolic expression it follows that the action of Skorokhod integrals with covariance 
xy/2 is cast into

QW eyl[∂∗φx
F ] =QW eyl[(φx − 


xy

2
∂φ̄ y )F ] = a†xQW eyl[F ]

QW eyl[∂∗φ̄x
F ] =QW eyl[(φ̄x − 


xy

2
∂φ y )F ] =QW eyl[F ]ax (69)

Thus this quantization procedure is well suited to quantize classical functions being to a Hilbert space Ocl defined by

Ocl = L2(N ′C, DW)with
ˆ

DW(φx)ei(ρxφx+ρxφ
x) = e−

ρ̄x
xyρy
2 . (70)

Indeed, for functions in this Hilbert space we can consider a chaos decomposition

F [φ, φ̄] =
∑

F (n,m̄)�x�y W

2
(φnφ̄m)�x�y . (71)

Wick monomialas W

2
(φnφ̄m)�x�y were introduced in [4] and, in this context, may be interpreted as a needed point-splitting 

regularization procedure in the product of distributions [8]. Notice that, because MF is modelled over N ′C , this is needed 
already at the classical level, this is, for Ocl . Now, quantizing the function F means to construct the operator with the same 
chaos coefficients. For one such monomial we obtain

QW eyl
[

F (n,m̄)�x�y W

2
(φnφ̄m)�x�y

]= F (n,m̄)�x�y (a†n)�x(am)�y . (72)

It is straightforward to obtain the action on the total classical function by linearity although we must proceed with care 
because the resulting operators are, in general, unbounded.

An important property of Weyl quantization is the transformation complex conjugation into involution

QW eyl
(

F ∗
)=QW eyl

(
F
)†
. (73)

Therefore, real classical functions of Ocl are quantized into Hermitian operators. The machinery of reproducing kernels is 
better suited to deal with the finer details of this quantization we explore it in the next section.

4.2. Weyl quantization from reproducing kernels

We can reexpress Weyl prescription, acting over the dense subset of Hida test functions (NC) ⊂ L2
Hol

(
N ′C, Dμc

)
, using 

reproducing kernels as explained in the first part of this series. This is, let � ∈ (NC) and fx ∈H
 then we can define the 
action of a symbol f on the state � as:

fx

xy∂σ y�(σ x)=

ˆ

N ′C

Dμc(φ
x)eφ̄

x Kxyσ
y

fxφ̄
x�(φx)

fxσ
x�(σ x)=

ˆ

N ′C

Dμc(φ
x)eφ̄

x Kxyσ
y

fxσ
x�(φx) (74)

This quantization prescription is particularly simple for the algebra trigonometric exponentials T (N ′C), this is for Eχ =
exp

(
iχxφx + iχxφ

x
)

we have

QW eyl
[
Eχ

]
�(σ x)=

ˆ

N ′C

Dμc(φ
x)exp

(
iχxσ

x + iχxφx − χ̄x

xyχy

2
+ φ̄x Kxyσ

y
)
�(φx). (75)

We know from [4] that T (N ′ ) is dense in Ocl and therefore we extend Weyl quantization to the whole space by linearity.
C
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4.2.1. Moyal product
To complete the picture of Weyl quantization we need to know how composition of operators is translated as a multi-

plicative operation in the space of classical functions. For that matter we define the Moyal star product, and denote it �m , 
as the one that preserves operator composition after quantization, this is for an appropriate subset of classical functions 
F , G ∈W ⊂Ocl

3

QW eyl
(

F
)
QW eyl

(
G
)=QW eyl

(
F �m G

)
.

The space W must be an algebra with the �m multiplication and then we denote it the algebra of classical Weyl quanti-
zable functions. We will characterize this algebra below endowing it with a norm. Using (75) together with (74) it follows 
that Eρ with the Moyal product is a representation of Weyl relations

Eρ �m Eα = exp
( ρ̄x


xyαy − ᾱx

xyρy

2

)
Eρ+α. (76)

These Weyl relations will play a crucial role in our discussion about canonical quantization since they represent the canon-
ical commutation relations in an exponential form. Using the identity eσ

x∂φx F (φx, φ̄x) = F (φx + σ x, φ̄x) over trigonometric 
exponentials Eρ , and because of the density of T (N ′C), we can rewrite Weyl relations and extend the Moyal star product 
of any two functions F , G ∈W ⊂Ocl with an integral representation

F �m G =
ˆ

DW(σ x)

ˆ
DW(ζ x)F (φx + σ x, φ̄x + ζ̄ x)G(φx + ζ x, φ̄x − σ̄ x). (77)

This expression is tightly related with the one in the covariant formalism of QFT showed in [12].

4.2.2. The algebra of Weyl classical quantizable functions
Our goal in this section is to study the algebra W and to prove that it is indeed a subset of Ocl . To do so we start by 

noticing that a dense subalgebra should be (T (N ′C), �m). Then we must topologize this algebra in such a way that the �m

product is continuous. The natural way to do this is, since �m is a reflection of the operator product under the map QW eyl , 
the topology is the coarsest one making this map continuous. Thus the topology is the one induced by QW eyl with the 
operator norm in the image. In more practical terms, we endow W with a norm such that for F ∈W ,

‖F‖W eyl = ‖QW eyl
(

F
)‖ = sup

‖�‖μc=1
‖QW eyl

(
F
)
�‖μc . (78)

It is indeed a norm because Q W eyl is linear and respects involution. We start by studying the operator norm of the 
generators of the algebra, i.e. the trigonometric exponentials. Then (73) allows us to compute the operator norm in the 
following way

‖Eχ‖2
W eyl = sup

‖�‖=1
〈�|QW eyl

(
Eχ �m Eχ

)
�〉 = sup

‖�‖=1
〈�|�〉 = 1. (79)

Here we have used the relation Eχ = E−χ and Weyl relations Eχ �m Eχ = E0 = 1. This very important result means that 
trigonometric exponentials are quantized into unitary operators of L2

Hol

(
N ′C, Dμc

)
.

In order to compute the operator norm of a generic element of T (N ′C) we must understand the action of QW eyl
(
Eχ

)
over a vector �. For that matter it is convenient to decompose trigonometric exponentials in terms of holomorphic (and 
antiholomorphic) coherent states Kχ = exp

(
χxφ

x
)

in the following way

Eχ = exp

(
χ̄x


xyχy

2

)
K−iχ �m Kiχ . (80)

Quantized coherent states act in a straightforward way over the vector �

QW eyl
(
Kχ

)
�(φx)=�(φx +
xyχ̄y),

QW eyl
(
Kχ

)
�(φx)= eχxφ

x
�(φx). (81)

Then we can compute for later use

〈�|QW eyl
(
Eχ

)
�〉 = e

χ̄x
xyχy
2 〈QW eyl

(
K−iχ

)
�|QW eyl

(
Kiχ

)
�〉
= e

χ̄x
xyχy
2

ˆ
Dμc(φ

x)ei(χxφx+χxφ
x)�(φx)�(φx). (82)

3 We will prove that W is indeed a subset of Ocl in the next section.
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This expression allows us to compute the Weyl induced norm of a generic element F ∈ T (N ′C). By definition it can be 
written, in general in a non unique manner, as F (φx, φ̄x) =∑N

n=1 FnEχn . It is easy to see that the norm in Ocl of F is 
simply computed by means of the characteristic functional (70). Then using (82) and the characteristic functional of Dμc

defined in (6), the following equality holds

‖F‖2
cl =

N∑
n,m=0

F ∗n Fme−
(χm−χn)x


xy (χm−χn)y
2 = 〈1|QW eyl

(
F̄ �m F

)
1〉μc . (83)

Here the state 1 is simply the constant function 1. This expression and (78) provides us with the bound ‖F‖cl ≤ ‖F‖W eyl

and, by density, this is valid for every F ∈W . The equality does not hold in general. From this fact we have that W ↪→Ocl

is a dense subspace such that the inclusion is continuous. We also have that

(W , �m,‖·‖W eyl)

is a C∗ algebra with complex conjugation as involution. In this way QW eyl is a C∗-isomorphism between W and Ŵ =
QW eyl(W ). The latter is the von Neumann algebra of quantum observables which is a representation of Weyl relations (76)
as a closed subalgebra of the algebra of bounded operators Ŵ ⊂ B 

(
L2

Hol

(
N ′C, Dμc

))
.

An important remark to notice is that in previous sections we obtained an expression for the quantization of linear func-
tions of Ocl . The result is the set of linear combinations of creation and annihilation operators which may be unbounded. 
This means that, even though we can enlarge Q W eyl to make sense over the whole space of classical functions Ocl , the 
norm ‖.‖cl just provides a lower bound on the operator norm and the Moyal star product �m is not well defined outside 
W . In simpler terms, even though we could quantize the whole Ocl we cannot treat it as an algebra. This fact, even though 
may seem abstract a priori, is the source of the renormalization program. In most cases we must deal with Hamiltonians 
with interaction such that Ĥ ∈Ocl but not be W . In the computation of the propagator of the theory we need to compute 
products of Ĥ with itself. The naive treatment of this kind of expression leads to divergent integrals that must be treated 
with care in a renormalization program. We will not deal with this feature in this work and refer elsewhere [1,34] for 
further information in the standard renormalization program.

Finally let us provide an upper bound to ‖F‖W eyl . In general, it is difficult to obtain an explicit expression of it. Nonethe-
less, by Hölder inequality we obtain

|〈�|QW eyl
(
Eχ

)
�〉| ≤ e

χ̄x
xyχy
2 |〈�|�〉|,

that for an element written as F (φx, φ̄x) =∑∞
n=1 FnEχn leads to

‖F‖2
W eyl = sup

‖�‖=1

∞∑
n,m=1

F ∗n Fm〈�|QW eyl
(
Eχm−χn

)
�〉μc ≤

∞∑
n,m=1

|F ∗n Fm|e
(χn−χm)x


xy (χn−χm)y
2 .

This is the best that we can do, in turn it leads to a criterion of convergence for a function of Ocl to be in W that may be 
used in a regularization program.

4.3. Wick holomorphic quantization

The most common ordering in QFT is not Weyl quantization, but Wick quantization, which assigns to regular monomials 
the so called normal order prescription. This prescription is designed to quantize regular monomials into normal ordered 
products of creation and annihilation operators that guarantees null vacuum expectation values.

In order to find an explicit expression for this operation we introduce the Wick operator W

2

for general functionals. Its 
action on a monomial must re-order the terms to write the resulting expression in normal ordered. From the properties of 
Skorokhod integrals [4], acting on the constant function 1, it is straightforward to obtain the expression of this operator as

W

2
= exp

(
− 


xy∂φ̄x∂φ y

2

)
. (84)

Notice that we use the same symbol as for the case of the Wiener Ito chaos decomposition in [4], since it is the action 
of these operator on the suitable pair of fields what produces the suitable polynomials. For the real case this operator is 
introduced in [9]. As an operator, it is invertible and

W−1


2
=W−
2 . (85)

Wick quantization is defined from Weyl quantization as QW ick =QW eyl ◦W

2

. We won’t cover this case in full detail, 
the results of the previous section can be related to this case just by studying the properties of W
 . Our main interest in 
2

18



J.L. Alonso, C. Bouthelier-Madre, J. Clemente-Gallardo, and D. Martínez-Crespo Journal of Geometry and Physics 203 (2024) 105265
this section will be to find a correct star product �w to find a representation of the Wick relations. Writing QW eyl in an 
integral kernel representation

QW ick
[
Eχ

]
�(σ x)=

ˆ

N ′C

Dμc(φ
x)exp

(
iχxσ

x + iχxφx + φ̄x Kxyσ
y)�(φx). (86)

Wick star product follows from its definition QW ick
(

F
)
QW ick

(
G
)=QW ick

(
F �w G

)
as

F �w G =
ˆ

DW(ζ x)F (φx, φ̄x +√2ζ̄ x)G(φx +√2ζ x, φ̄x). (87)

Then a representation of the Weyl algebra is obtained by the Wick ordered trigonometric exponentials

: Eχ := exp

(
iχxφx + iχxφ

x − χ̄x

xyχy

2

)
,

: Eρ : �w : Eα := exp
( ρ̄x


xyαy − ᾱx

xyρy

2

)
: Eρ+α : . (88)

This procedure is often used in quantum field theory because classical functions representing Hamiltonians are expressed 
in terms of regular monomials. Nonetheless, the space of classical functions possesses better analytical functions in Weyl 
quantization and the difference between a Hamiltonian written in terms of regular or Wick monomials often amounts to an 
infinite constant that is physically interpreted as a trivial shift of the ground energy without physical meaning.

4.4. Algebraic quantum field theory: Fock quantization

So far we used geometric quantization to find a particular class of representations of a quantum field theory. In those 
cases we obtain a Hilbert space as representation of the class of pure states and the algebra of observables as the image of 
a quantization mapping from a class of classical observables. In those cases, though, geometric quantization comes with the 
ambiguity associated with the choice of polarization then we are forced to study separately holomorphic, Schrödinger and 
field-momentum representations and find unitary isomorphisms relating each case. The reason why every representation 
is equivalent has its roots in the abstract study of the C∗-algebra of quantum observables, a program called Algebraic 
Quantum Field Theory (AQFT). We present here a quick summary of its ingredients in order to introduce the most common 
QFT representation found in introductory books of the subject, i.e. Fock quantization. We refer to [7,42] for a thorough 
analysis on the subject.

4.4.1. The C* algebra of quantum observables
Our goal in this section is to find Weyl relations, that correspond to the abstract axioms that characterize the C∗-algebra 

of quantum observables, from the geometric narrative that has been our guideline in this work. Then we find how AQFT 
recovers the space of (not necessarily pure) states form this abstract setting.

The first problem that we encountered in order to quantize a classical theory was how to model our phase space T ∗N
where we know that there is a canonical symplectic form. So far, and in the first paper, our approach was to model this 
space treating both base and fibber as distributions then MF =N ′ ×N ′ . This choice, even though hardens the treatment 
of the classical theory itself, suits the needs of geometric quantization for quantum field theory. In this section we are 
interested in AQFT thus we start by a different choice of model space for our classical theory. In our model the manifold of 
fields is MA =N ×N with coordinates (ϕx, πx) and it is endowed with a symplectic form

ωMA = δxydπx ∧ dϕy =
ˆ

�

ddx
√|h| [dπ(x)⊗ dϕ(x)− dϕ(x)⊗ dπ(x)]. (89)

Notice the difference with (30) because here the coordinates are functions and not densities of weight one. At this stage 
we can write Weyl relations in a coordinate free manner. Let ρ, α ∈ TMA be vector fields, then the Weyl algebra is a C∗
algebra with generators R(·) that fulfil Weyl relations

R(ρ)∗ =R(−ρ), R(ρ)R(α)= e
i
2ωMA

(ρ,α)R(ρ + α) (90)

Notice that particular representations of this algebra are given by (76) and (88). These are particular examples of a 
representation of Weyl relations in the algebra of bounded operators4 of a particular Hilbert space.

Once the algebra is known we need to recover the space of states of the theory. To carry on with that study we use the 
GNS construction. Our starting point is a particular state of the algebra, i.e. a linear functional � :A →C which is positive 
definite (i.e. �(aa∗) ≥ 0) with �(1) = 1. With this state we can define the GNS representation of the C∗ algebra

4 Here, for simplicity, identify the classical function with the � product with its image under the corresponding quantization mapping as we know that 
they are isomorphic.
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Theorem 4.1. (GNS construction) Let A be a C∗-algebra with unit and let � :A →C be a state. Then there exist a Hilbert space 
H , a representation π :A → B(H ) and a vector � ∈H such that,

�(A)= 〈�,π(A)�〉H .

Furthermore, the vector � is cyclic. The triplet (H ,π,�) with these properties is unique (up to unitary equivalence).

In this fashion we recovered the usual prescription of quantum theories where we look for a representation of the algebra 
of observables as a subalgebra of the space of bounded operators acting on a separable Hilbert space. In this way the GNS 
construction ensures that is enough to restrict the study to the physically meaningful states � :A →C. This is, we can 
study the representation π(A ) ⊂ B(H ) in our physically relevant setting instead of every possible abstract C∗-algebra.

We can study many physical aspects of quantum theories by asking properties over � . For example the quasi free or 
Gaussian condition ensures that the states are completely determined by two point correlation functions and the Hadamard 
condition ensure that causality is preserved [7]. In our case we are interested in the theory in a Hamiltonian form and 
therefore such features are part of the particular Hamiltonian that describes the theory.

Our goal in this section was more modest than the general aim of AQFT as a whole [7]. We only pretend to set the 
groundings to understand the equivalence of the same theory described in different terms. So far we studied quantization 
mappings Q to establish particular representations of Weyl relations. This is our C∗-algebra of quantum observables always 
acted over L2

Hol(N ′, Dμc) or similar. From GNS we now know that this Hilbert space, that seemed the central object in 
geometric quantization, is in fact irrelevant since it can be reconstructed by means of a particular state � . Thus, to recover 
holomorphic quantization we set R̂(α) = Q W eyl(Eα) as our generators of the C∗-algebra of observables, then we can re-
construct the Hilbert space knowing that the Hilbert space vector representing the vacuum state is given by the constant 
function 1. To recover the state of the algebra we look at the GNS construction and by (82) we obtain

�Hol(R̂(α))= e
ᾱx
xyαy

2

ˆ
Dμc(φ

x)ei(αxφx+αxφ
x) = e−

ᾱx
xyαy
2 (91)

This construction may seem too involved for our purposes so far but it is crucial to understand the equivalence with Fock 
quantization.

4.4.2. Fock space representation
In this section, we will consider how the representation of the C∗ algebra can be chosen for the Hilbert space to be the 

usual Fock space of QFT. Besides, we will identify the role of the different geometric structures introduced in the manifold 
of classical fields in the representation.

In a Fock space representation we start by introducing a complex structure compatible with (89), for simplicity we 
choose the same entries of (31) adapted to the new setting

− JMA = (dϕy,dπy)

(
A y

x 

y
x

D y
x −(At)

y
x

)(
∂ϕx

∂πx

)
. (92)

This leads to the positive definite Riemannian metric μMA (·, ·) = ωMA ( J ·, ·). We can use it to define a Hermitian metric 
on MA

hMA =
μMA − iωMA

2
. (93)

Moreover, by linearity (MA, hMA) is completed to a complex Hilbert space that we denote H1ps the Hilbert space of 
one particle states. We will use this Hilbert space as an starting point to represent our quantum field theory. The next step 
is to notice that we must allow states with an arbitrary number of bosonic particles, thus we represent our theory over 
HF ock = �H1ps , the symmetric Fock space.

With this structure at hand we use a change of variables dual to (33)

dϕ̃x = dϕx + (K A)y
x dπy, dπ̃x = K y

x dπy,

(ψx, ψ̄y)= 1√
2
(ϕ̃x + iπ̃x, ϕ̃y − iπ̃y), (94)

to obtain, in coordinates, hMA = 
xydψ̄x ⊗ dψy . In those coordinates it is clear that H1ps =H
 where the latter is the 
completion of NC with the Hermitian form hMA . An element of the Fock space is written in coordinates in a very straight-
forward manner as

�= (ψ(0),ψ(1)x ,ψ
(2)
x1x2 , · · · ,ψ(n)�xn

, · · · ), (95)

with ψ(n) =ψ(n) . Annihilation and creation operators are also easily written as

(�xn) �xn
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χ̄xax�= (χ̄x

xyψ

(1)
y , · · · ,

√
n χ̄x


xyψ
(n)
y�xn−1

, · · · ),
χxa†,x�= (0,ψ(0)χx, · · · ,

√
n+ 1 ψ(n)

(�xn
χxn+1)

, · · · ). (96)

Among all the possible choices we pick 1 ∈H0

 as the cyclic vector of the GNS construction because we want to interpret 

it as the vacuum state of our theory. The last ingredient is the state, a Fock generator of the Weyl algebra is [11,42], in 
holomorphic coordinates

RF (α)= exp(ᾱxax + αxa†,x). (97)

Using BCH formula with [ax, a†,y] =
xy we put annihilation operators to the right of creation ones, then the Fock state 
acting on the generator, which is the vacuum expectation value of it, is easily computed by

�F ock(RF (α))= e−
1
2 hMA

(ᾱ,α) (98)

Thus �Hol of (91) and �F ock act in the same way over their respective generators of the Weyl algebra and, because of 
the GNS construction, they are related by a unitary isomorphism and, as such, they represent the same theory. The same 
is true for the Schrödinger representation [11]. Notice that a unitary isomorphism at the level of the Hilbert space is not 
enough to establish the equivalence of the theories.

Indeed we already knew that Fock space coordinates (95) are the coefficients of the chaos decomposition of the holo-
morphic representation under the Segal isomorphism I : L2

Hol(MC , Dμc) →HF ock . But to establish the relation in full we 
must also preserve the C∗-algebra of observables. In this case both theories are unitary equivalent representations of the 
same algebra of observables if we quantize the C∗-algebra of Weyl quantizable functions (W , �m) with the mapping QW eyl
studied on section 4.

In any case it is important to remark that Fock quantization is fundamentally different from that of holomorphic quan-
tization since it relies upon the notion of one particle space structure from which the Fock space is constructed. Kähler 
structures in this setting are also fundamentally different from those of holomorphic quantization. In holomorphic quanti-
zation this structure is densely defined in the domain of the wave function �(φx) while in Fock quantization it is defined 
dually over the coefficients of the one particle states.

The relation between both pictures is also more involved than previously expected. In this section we made the design 
choice of writing Fock operators and vectors in holomorphic coordinates, this is because the explicit isomorphism given by 
the Segal isomorphism is only obvious under the change of coordinates (94). The real power of Fock construction relies in 
its coordinate free nature, which just depends on the Kähler structure of (ω, μ, J )MA . We will keep this section simple at 
the cost of blurring its real power. Nonetheless, this feature is well known in the literature of QFT in curved spacetimes and 
we refer elsewhere for a thorough discussion [7,42].

5. Geometric quantum field theory

In this section we present a description of a QFT in purely geometric terms based on Kibble’s program of geometrization 
of quantum mechanics [5,25]. In that program, given a quantum theory defined by a Hilbert space of pure states H and its 
algebra of observables Ŵ , we describe each ingredient in geometrical terms. The Hilbert space is described as a holomorphic 
manifold of pure states P and a Kähler structure (G, �, J )P . The objective of this section is to characterize this new Kähler 
structure and the algebra of observables as a subset of quadratic functions W2(P).

To model the space as a manifold at this second quantized level we choose a space for P that, in our case, will be Hida 
test functions. Because we do not deal with a particular theory we do not know yet the Kähler structure, thus the discussion 
is kept in full generality.

To exploit the geometric insights of this approach we developed a set of tools based on Gaussian and white noise analysis 
[20,24,29,36] that will allow to write down some expressions in convenient sets of coordinates.

5.1. Geometrization of quantum field theory I: the manifold of pure states

Here we present, and adapt to our proposes, a summary Kibble’s approach to the geometrization of quantum mechanics 
[5,25]. We want to characterize the description of QFT in terms of tensorial objects defined on the manifold of pure states 
P . It turns out that P describes a quantum theory by means of a Kähler structure (G, �, J )P that we introduce and 
study in this section.

Later we will use this approach to exploit some properties of holomorphic quantization at the level of P . To unleash the 
full power of the formalism we describe the theory with white noise analysis tools that allows to write tensors in closed 
forms for particular sets of coordinates.

5.1.1. Quantum fields in the geometrized setting: the quantum Kähler structure
Due to the infinite dimensional nature of the problem the model space used to define the manifold structure is of 

crucial importance. For a well posed geometric framework we will choose to consider as reference a particular Nuclear 
Fréchet space the set of Hida test functions N = (NC).
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As we did above, we will consider a suitable rigged Hilbert space

N ⊂ L2
Hol(MC , Dμc)⊂N ′∗ (99)

As a result, the Hilbert space of the states of quantum fields L2
Hol(MC , Dμc), can be densely modelled as a C∞-manifold, 

considering N as the model space.
As the model space for our manifold is the space of test functions, we can introduce a system of coordinates associated 

to them on the space of quantum fields. In this case we will denote test functions with a superindex while the subindex 
stands for distributions.

�φ ∈N , ϒφ ∈N ′.
This convention is reverse to that of classical fields, see (1) of [4], but turns out to be more convenient in this case because 
we stick to the geometric convention and test functions will usually be treated as coordinates of the manifold. Of course 
pointwise meaning holds for test functions while it is lost in the distributional setting.

We endow the manifold with a Hermitian form trivially by using the scalar product of the Hilbert space. Since the 
topology of N is finer than that of L2

Hol(MC , Dμc) we have that its scalar product 〈, 〉μc , inherited by the embedding, is a 
sesquilinear positive definite and continuous bilinear form on N . Moreover this form is weakly non degenerate. This means 
that only the zero vector has zero norm also in N but that the map 〈 , 〉μc :N →N ′∗ that maps every element �φ ∈N
to 〈�φ, · 〉μc ∈N ′∗ is not surjective, although it is clearly injective.

In the following we will denote as P the manifold of pure quantum states. As a linear complex manifold, it can be 
trivially treated as a real manifold endowed with a Kähler structure (G, �, J )P related to the Hermitian tensor above. 
To recover the quantum theory we follow [25] and choose a preferred point in |0〉 ∈P that represents the vacuum and 
consider the tangent space of this point T0P �N . In linear spaces, that is the case that we are treating here, this distinc-
tion is blurred by the identification of P with T0P . In the following we will identify both spaces, when it is possible, to 
simplify the discussion.

Notice that in this case the complex structure is completely determined by the definition of the space of quantum states 
and we do not have freedom to select it as in the case of the manifold of classical fields. This is because we are describing 
a given theory in geometrical terms. Nonetheless the picture is incomplete without the representation of the operators. 
We will deal with this aspect, together with the dynamics, later on. In the next section and below we will develop some 
important tools to express the geometrization of this section in concrete sets of coordinates.

5.1.2. Holomorphic quantization in the geometrized setting
In this section we address the geometrization of the space of pure states P of the holomorphic quantization procedure. 

To do so, we look for an efficient way of describing tensors over the manifold P . Thus we follow [20] and choose the white 
noise analysis to describe our tensors. The main idea of the analysis is the following: in the case of regular test functions 
and distributions the Riemannian metric h over � provides a canonical way of identifying the duality through the Gel’fand 
triple

NC ⊂ L2(�,dVolh)⊂N ′C . (100)

To generalize this triple to the second quantized setting we use the white noise measure Dβ , defined in [4] by the 
characteristic functional

ˆ

N ′C

Dβ(φx)ei(ρxφx+ρxφ
x) = e−ρ̄xδ

xyρy = exp

⎛
⎝−ˆ

�

dVol(x)ρ̄(x)ρ(x)

⎞
⎠ . (101)

We choose white noise because it is the immediate generalization of (100). The white noise Hilbert space L2(N ′C, Dβ)
has as Cameron-Martin Hilbert space L2(�, dV olh). This means that the White noise space is nothing but the bosonic Fock 
space constructed from it as the natural measure for the rigging. With this choice we obtain the natural triple identifying 
functions with distributions

(NC)⊂ L2
Hol(N

′
C, Dβ)⊂ (NC)

′∗. (102)

In this rigging βφ̄,σ is the bilinear form that identifies test functions �σ with distributions �φ̄ = βφ̄,σ�σ . In this notation 
distributions are antiholomorphic functionals. It also admits a weak inverse βφ,σ̄ such that βγ ,σ̄ βσ̄ ,φ = δγφ is the evaluation 
mapping, continuous for Hida test functions as can be shown using the tools of reproducing kernels [4].

In a nutshell, we will use βφ̄,σ and βγ ,σ̄ as the auxiliary bilinears to raise and lower indices of our operators and tensors.

Let �φ be a test function, representing a state of the manifold P that is provided by the phase space of holomorphic 
quantization. This notion of canonicity suggest that we must write every bilinear form or operator as the action of an 
integral kernel with respect to the white noise. In this manner for holomorphic quantization we have a complex structure
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JP = i(d�φ ⊗ ∂�φ − d�
σ̄ ⊗ ∂

�
σ̄ ) (103)

and the Hermitian tensor

hP = GP − i�P

2
=Δσ̄φd�̄σ̄ ⊗ d�φ. (104)

Where the bilinear Δσ̄,φ is easily written as a bivalued kernel with

ϒ̄σ̄Δσ̄ ,φ�
φ =

¨
Dβ(σ )Dβ(φ)ϒ(σ )eσ

x
xy φ̄
y
�(φ)=

ˆ
Dμc(φ)ϒ(φ)�(φ) (105)

Following our discussion about reproducing Kernels in [4], it is simple to understand that this expression, of course, does 
not have a pointwise meaning since the objects are bi-valued Hida distributions.

It is convenient to describe the manifold with real coordinates. Let �φ = 1√
2
(�̃φ + i ̃φ) such that the set of coordinates (

�̃φ

 ̃φ

)
, are real in the sense that they are holomorphic functions with real coefficients in its chaos decomposition. This can 

be written as �(φx)=�(φ̄x). In these coordinates

GP = (d�̃φ̄d ̃φ̄)Δφ̄σ

(
d�̃σ

d ̃σ

)
, �P = (d�̃φ̄d ̃φ̄)Δφ̄σ ε

(
d�̃σ

d ̃σ

)
,

JP = (∂�̃φ ∂ ̃φ )δφσ ε
(

d�̃σ

d ̃σ

)
for ε =

(
0 −1
1 0

)
. (106)

To write down a dynamical system is also interesting to describe the Poisson bracket in this context. To do so we define, 
associated with these coordinates, the Wirtinger derivatives

∂�φ =
1√
2
(∂�̃φ − i∂ ̃φ ), ∂

�̄φ̄
= 1√

2
(∂
�̃φ̄
+ i∂

 ̃φ̄
). (107)

We then obtain that the inverse bilinear (KΔ)σφ = δσφ is Kφ,σ̄ = exp(σ̄ x Kxyφ
y). This fact can be proved by, recalling the 

conventions of (3), using the computational ruleˆ

N ′C

Dβ(σ )eφ
y A yxσ̄

x+σ x Bxyγ
y = eφ

x(AB)xy γ̄
y
, (108)

thus the Poisson bracket is

{·, ·}P =−iKφ,σ̄ ∂�φ ∧ ∂�̄σ̄ . (109)

Let F (�̃φ,  ̃φ) and G(�̃φ,  ̃φ) be well behaved real functions over N then the bracket action is

{F ,G}P =
¨

Dβ(φ)Dβ(σ )exp(σ̄ x Kxyφ
y)

(
∂ F

∂�̃(σ )

∂ Ḡ

∂ ̃(φ̄)
− ∂ F

∂ ̃(σ )

∂ Ḡ

∂�̃(φ̄)

)
. (110)

The space of Hida test functions is nuclear and Fréchet, among other convenient properties suited for geometry [28], 
this implies that the notions of Gateaux and Fréchet derivatives coincide and there is no ambiguity in the definition of this 
bracket.

5.1.3. Antiholomorphic quantization in the geometrized setting
The tool at hand to express the antiholomorphic picture is the Fourier transform of (60). For simplicity, we will express 

this transformation as an internal operator to the holomorphic functions. Thus, we express the Fourier transform with an 
integral kernel as

F̃φσ
(
�̃σ

 ̃σ

)
=
ˆ

Dβ(σ )exp

[
φx

(
AD−1 −D−1

D−1 AD−1

)
xy
σ̄ x

](
�̃(σ )

 ̃(σ )

)
. (111)

We can also express the inverse as

(F̃φσ̄ )−1 = exp

[
−φx

(
K A K
−K K A

)
xy
σ̄ x

]
. (112)

Expressions with matricial kernels can be easily handled by noticing that the computational rule (108) also holds for 
those kind of exponents, which leads to an algebra of exponential kernels described in Table B.1 in the appendix, and its 
action on a vector is given by
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ˆ
Dβ(σ )K(φx, σ̄ x)

(
�(σ)
 (σ )

)
=K(φx, δxy∂σ y )

(
�(σ)
 (σ )

)∣∣∣∣
σ=0

(113)

Following these rules it is easy to see that

Δ
φ
σ = (F̃ tDF̃)φσ for Dφ,σ̄ = exp(−φx Dxyσ̄

y) (114)

Where we define the transpose of an operator as(
B C
E F

)tσ

φ

=
(
Bt Et

Ct F t

)σ
φ

, with (Bt)σφ = βσ γ̄ βδ̄φBδ̄γ̄ . (115)

Using F̃ as a change of coordinates we see that this is enough to turn (106) into the appropriate expressions for the 
antiholomorphic representation even if they are represented by holomorphic functions. We will denote the coordinates of 

the antiholomorphic representation with 

(
�̂
σ

 ̂
σ

)
= F̃φσ

(
�̃σ

 ̃σ

)
.

5.1.4. Geometrization in Darboux second quantized (s.q.) coordinates
Our approach in this section is to craft a notion of Darboux second quantized (s.q.) coordinates that provides some 

sense of canonical coordinates in this more involved framework. The choice, consistent with the discussion of the previous 
sections is to choose as a canonical form for the symplectic structure the one corresponding to the white noise Hilbert 
space which is a direct generalization of Darboux coordinates in (89). Thus the canonical form is

�P = βφ̄,σd φ̄ ∧ d�σ =
ˆ

Dβ(φ)
[
d (φ̄)⊗ d�(φ)− d�(φ̄)⊗ d (φ)

]
. (116)

We can simply find a system of Darboux s.q. coordinates with a change of variable 
(
�̃φ

 ̃φ

)
= C

(
�φ

 φ

)
that provides a 

complex structure

C =
(
K 0
0 1

)
, C−1 =

(
Δ 0
0 1

)
, J =

(
0 Δ

−K 0

)
. (117)

Finally, this symplectic structure induces a Poisson bracket over functions in Darboux s.q. coordinates

{·, ·}P = βφ,σ̄ ∂�φ ∧ ∂ σ̄ , (118)

that over smooth real functions acts like

{F ,G}P =
ˆ

Dβ(φ)

(
∂ F

∂�(φ)

∂G

∂ (φ̄)
− ∂ F

∂ (φ)

∂G

∂�(φ̄)

)
. (119)

This set of coordinates will be important later to discuss the particular expression for the Hermitian of an operator.

5.2. Geometrization of quantum field theory II: the algebra of observables

Once we described the space of pure states of the theory in the geometrized setting and we explained how to describe 
concrete sets of coordinates using white noise analysis, the remaining task is to describe an algebra of observables that 
fulfils Weyl relations and is unitary equivalent to the ones described so far. As before, we start in full generality and unveil 
several interesting properties in particular sets of coordinates using Fock quantization.

5.2.1. Quantum observables in the geometrized setting: quadratic forms
We must address first the issue of how to cast into this formalism a previously existing algebra. The description of the 

space of pure states P that we want to achieve is geometrical in nature then it follows that a description of the algebra 
should follow the next three conditions.

• The algebra of observables is a subset of the space of C∞(P).
• It contains a dense representation of the Weyl algebra (90). This implies that the product of observables cannot be the 

pointwise product of functions.
• The Hamiltonian vector field generated from an element of the algebra F given by X F = {·, F }P is such that its flow 

preserves the Kähler structure. This means that LX F hP = 0. This implies that quantum observables generates symme-
tries that cannot transform the structure (G, �, J )P that defines the quantum phase space. If we want to change this 
structure with respect to a given evolution it must be introduced as a change in the Kähler manifold from an external 
source such as an external gravitational field [3].
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To achieve this, we will be considering the sesquilinear forms defined in holomorphic s.q. coordinates as

f Ĝ(�̄,�)=
ˆ

Dμc(φ)�(φ)Ĝ�(φ), (120)

for G ∈Ocl , Ĝ =QW eyl(G). In the following, we will be using a notation similar to the one used above to represent these 
objects. In formal terms, we will write

f Ĝ(�̄,�)= 〈�, Ĝ�〉P = �̄φ̄Δφ̄,σ Ĝσγ �
γ , (121)

where Ĝσγ represents the integral kernel representation of the operator QW eyl(G). The product of sesquilinear forms follows 
directly from an extension of the Moyal product

f Ĝ ∗m f Ĥ := fQW eyl(G�m H) = f Ĝ Ĥ . (122)

With these quadratic functions we can find a C∗-isomorphism from the algebra (W , �m, ‖·‖W eyl), described in 
subsubsection 4.2.1, to the set

W2(P)=
{

f Ĝ(�̄,�)| Ĝ ∈ Ŵ
}
, (123)

endowed with the product already described and a norm

‖ f Ĝ‖ := sup
{
[ f Ĝ† ∗m fĜ(�)]

1
2 ,‖�‖hP

= 1
}
= ‖G‖W eyl. (124)

Then it is clear that W2(P) is a representation of Weyl relations.
The most interesting property of this product is that trivializes the Lie algebra representation of the commutator of 

quantum operators. It can be readily checked that

{ f Ĝ , f Ĥ }P =−i( f Ĝ ∗m f Ĥ − f Ĥ ∗m fĜ)= f−i[Ĝ,Ĥ]. (125)

Where the l.h.s. of this expression only depends on geometrical properties of the manifold, i.e. on its Kähler structure. In 
summary, a dense representation of Weyl relations W2(P) is contained in the algebra of sesquilinear forms endowed with 
the product ∗m .

Due to the fact that quadratic functions in (121) do not mix holomorphic an antiholomorphic coordinates this repre-
sentation also fulfils the last condition. To see this notice that LX f A

�P = 0 because the symplectic structure is always 
preserved by the Hamiltonian flow of f A . We can explicitly write down the Hamiltonian vector field as using (109) as 
X f A =−i

(
�σ Aφσ ∂�φ − �̄σ̄ (At)

φ̄

σ̄ ∂�̄φ̄

)
. For the complex structure (103) we thus obtain

LX f A

(
JP

)σ
φ
= (

JP

)α
φ
∂�α Xσf A

− ∂�σ Xαf A

(
JP

)φ
α
+ (

JP

)α
φ
∂�̄α Xσf A

− ∂�̄σ Xαf A

(
JP

)φ
α
= 0

Finally, due to the Kähler compatibility condition GP =�P(·, JP ·) we get for (104) LX f A
hP = 0.

In particular we want the mean value of an observable (121) to be a real quantity. For that matter restrict observables to 
be associated with self-adjoint operators. To simplify the presentation we skip the discussion on domain problems and we 
restrict the definition to bounded operators, this is to operators A ∈W2(P) ⊂Ocl . Then self-adjoint operators correspond 
to the set of quadratic polynomials on P provided by:

F2(P)=
{

f Â(�̄,�)| Â† = Â
}
. (126)

In our notation this is Δφ̄,σ ÂσρKρ,γ̄ , = Âγφ , which is equivalent, at the level of classical functions, to A∗ = A ∈W2(P) ⊂Ocl . 
Thus the algebra of quantum observables might be seen as the quantization of real classical functions. In addition, those 
were the legit observables of a classical theory in the first place.

In summary F2(P) is the algebra of observables of the quantum theory. We can endow it with a product ∗ that leaves 
F2(P) invariant, introducing the Jordan product f Â ◦ f B̂ = ( f Â ∗m f B̂ + f B̂ ∗m f Â)/2 = f

( Â B̂+B̂ Â)/2, we have that

f Â ∗m f B̂ = f Â ◦ f B̂ +
i

2
{ f Â, f B̂}P (127)

is the internal product to the algebra of observables.
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5.2.2. Hermitian operators in real coordinates
The † operator in different systems of coordinates has different expressions. In general, the Hermitian of an operator 

is given by the symplectic form, such that �(·, A†) = �(A, ·). It is for this reason that the simplest expression of the †
operation is in Darboux s.q. coordinates. Here we will distinguish Hermitian operators A† of adjoint operators. We call A†

the adjoint of A only if [A, J ] = 0 otherwise it will mix the holomorphic and antiholomorphic subspaces not respecting the 
definition of the whole scalar product. Thus in real coordinates

fO(�, )= 1

2
�P

((
�φ

 φ

)
, (JO)σφ

(
�φ

 φ

))
. (128)

Then (126) is

F2(P)=
{

f Â(�, )| Â† = Â and [ Â,J ] = 0
}
. (129)

Recall that we assume Â bounded to avoid domain problems in this definition. Our goal in this section it then to describe 
the † operator. To distinguish the canonical case of Darboux s.q. coordinates we denote the adjoint operator with respect to 
the white noise canonical symplectic form by �

O� = εtOtε. (130)

In this operation the ε matrix of (106) implements the anti-symmetry of the symplectic form. We can represent, using this 
definition, the adjoint operator in other systems of coordinates. With a change of variables like (117) we get an expression 
for the holomorphic †H and antiholomorphic †H̄ cases

O†H =KO�Δ, O†H̄ =D−1O�D, (131)

where (D−1)φσ̄ = exp(−σ̄ x D−1
xy φ

y). In particular, it is interesting to notice that the Fourier transform is not internal to any 
of the two systems of coordinates and therefore we obtain F̃ † =KF̃�D, and it is immediate to see that

F̃ † = F̃−1 (132)

5.2.3. The algebra of observables of Fock quantization in the geometrized setting
Our aim now is to describe a quantization mapping Q in this setting. In Fock quantization, once we choose the Hilbert 

space of pure states that we can describe as the holomorphic representation in coordinates (95), the representation of Weyl 
relations stems from the definition of creation and annihilation operators fulfilling the canonical commutation relations. 
Thus we will limit our discussion here to the linear case. It turns out that creation and annihilation operators are represented 
by the Skorokhod integral and its adjoint (29), based on the Malliavin derivative. In particular, for a generic system of 
coordinates we can define a pair of adjoint operators D†,x and Dx that in holomorphic coordinates are just

D̃x =
xy∂φ y and D̃†,x = φx (133)

they are indeed adjoint and not only Hermitian because the complex structure in those coordinates is equivalent to multiply 
by the constant matrix ε .

Another desirable property for our quantization mapping is to map the imaginary unity to the complex structure Q(i) =
J . To see this condition in place we must contract the operators with a direction of χ ∈ T0MA �MA , the tangent space 
of the manifold on which the Hermitian structure (93) is defined. In holomorphic coordinates for MA , according to this 
quantization rule, it must be expressed as χ̃x = 1√

2
(λ̃x +J η̃x), therefore we have

[D(χ̄1),D
†(χ2)] = 1

2
[μ(χ̄1,χ2)−Jω(χ̄1,χ2)] (134)

where the bilinears are the ones of the Hermitian structure (93). Then we can treat them as the creation and annihilation 
operators even though they act on the antiholomorphic part as well.

It is also interesting to express the direction χ in canonical coordinates (λx, ηx) related with the holomorphic coordinates 
by the change of variable (94). Lets particularize our example to the case of the holomorphic representation. Operators 
D̃, D̃†H contracted with a direction (λx, ηx) (and its conjugate respectively) are given by

D̃(χ̄ )= D̃(λx, ηx)= λx√
2

xy∂φ y − ηx√

2

(
At −δ
δ At

)xy

∂φ y

D̃†H (χ)= D̃(λx, ηx)
†H =λxφ

x

√
2
− (ηK )x√

2

(
A δ

−δ A

)x

y
φ y (135)
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Looking at (33) we can see that the first coordinate selects directions of the ϕx canonical coordinate while the second 
selects the direction πx . Thus, in this system of coordinates we get

λxϕ̂
x = D̃(λx,0)+ D̃(λx,0)

†H , ηxπ̂
x = D̃(0, ηx)+ D̃(0, ηx)

†H . (136)

In this way we get [λxϕ̂
x, ηxπ̂

x] = ελxδ
xyηy which are the canonical commutation relations.

It is interesting to compute the Fourier transform for these operators. Let D̂(λx, ηx) = F̃D̃(λx, ηx)F̃−1 and D̂(λx, ηx)
†H̄ =

F̃D̃(λx, ηx)
†H F̃−1, then their explicit expression is

D̂(λx, ηx)=−ηx Dxy

√
2
∂φ y − λx√

2

(
A δ

−δ A

)xy

∂φ y ,

D̂(λx, ηx)
†H̄ = ηxφ

x

√
2
+ (λD−1)x√

2

(
At −δ
δ At

)x

y
φ y . (137)

This is, if we switch from the holomorphic to the antiholomorphic picture with the Fourier transform we see how the 
roles of λ and η exchange. The duality is also adapted to the covariance of each picture as described in Section 3.3. This is 
a mere reflection of the preservation of quantization by F̃ showed in the diagram of Fig. 1.

To complete the quantization procedure the only remaining ingredient is the choice of ordering. The discussion is com-
pletely equivalent to that of section 4 and therefore we will skip it in this section. Once this is considered, the algebra of 
quadratic observables (123) is just given by (128).

6. Time evolution: the (modified) Schrödinger equation

At this stage we are interested in postulating a dynamical evolution for the system. In regular quantum mechanics this 
evolution is just the Schrödinger equation, but in dynamical spacetimes the situation is more complicated. Our task at this 
point is to derive a dynamical equation from first principles, consistent with our geometrical viewpoint, and constrained to 
reproduce the Schrödinger equation in the situations in which there is no ambiguity in its derivation. More precisely, we 
must match the unmodified Schrödinger equation in stationary spacetime.

Our starting point is the a priori assumption that we can tell kinematics from dynamics. This is just the requirement of 
a consistent definition of the manifold of pure states P , its Kähler structure and its algebra of observables in a foliation 
�t independent way. This distinction is crucial when we want to describe the system in a dynamical spacetime with 
backreaction of the quantum degrees of freedom on the classical spacetime [4].

In this section our point of view is that of a parametric theory, in that case the parameter t is treated as a label. This 
label describes a foliation of spacetime into leaves generated by a different the embedding of the Cauchy hypersurface �
at each value of t . This is expressed as a parametric dependence of the objects defining the geometric structure at each 
leaf, the Riemannian metric hij(t), its associated momenta πi j(t) and lapse and shift functions N(t), Ni(t). In our case 
the Kähler structure depend on those objects and therefore it will acquire a parametric dependence (�(t), G(t), J (t))P . 
The particular dependence is irrelevant for our discussion in this section, we will show a particular example in section 7. 
However, results obtained in this section are somehow limited. To understand the source and nature of the dependence on 
the time parameter we should go beyond the parametric theory and study the structure of admissible hij and πi j providing 
the Hamiltonian structure of General Relativity. This study is the subject of [3] and will not be covered here.

6.1. Covariance of the time derivative

The first aspect to take into account is that, because the full Kähler structure (�(t), G(t), J (t))P depends on time, 
as well as the quantization procedure itself Q(t), we can not assume explicit time independence for every set of s.q. 
coordinates and as such we must define a covariant derivative for the time parameter ∇t that preserves the structure and 
behaves well under changes of s.q. coordinates.

Recall that we know from geometric quantization that the points of the manifold of pure states � represent different 
sections �s of an Hermitian line bundle πMC ,B : B →MC , associated with a U (1)-principal bundle on the manifold of 
classical fields φx ∈MC .

In this scenario the manifold of classical fields must be enlarged to accommodate time in the base of the bundle. In 
concordance with the picture in which MC accounts for the Cauchy data of a theory in a globally hyperbolic spacetime, 
the bundle incorporating time in this theory is πMC ,B : Bt →MC ×R. The covariant derivative in the tangent directions of 
MC has been discussed in regards to geometric quantization. In this section we must study the covariant derivative in the 
tangent directions to the time parameter that we denote ∇t .

Recall also that again we know from geometric quantization that we can describe general sections as functions. This is 
because we factor out an special section �r such that �s =�r� and the nontrivial structure of the bundle is rephrased in 
terms of the quantization procedure Q. In that construction we use the twofold nature of line bundles. On one hand they 
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are vector bundles and, as such they are represented as vectors but, on the other, they are also principal bundles using the 
multiplication of the fibber5 C\{0}.

When we treat the line bundle as a real manifold the twofold nature of the line bundle is lost. In that context we sub-
stitute the fibber of the complex line bundle Bt by a two dimensional real space keeping only the vector bundle structure. 
We denote this bundle πMC ,B̃t

: B̃t →MC ×R. This has implications in the decomposition of the section �s = �r�. We 

choose to describe functions � with vectors 
(
�φ

 φ

)
. As is implied by (17), and discussed further in section 3, we must 

introduce a vacuum section �0, that is regarded as the multiplication by a phase with respect to the reference section �0. 
This should be recovered from a principal bundle structure. Then �0 is part of the associated O (2)-principal bundle.

The quantization procedures introduced in the previous sections are crafted to be blind to this subtlety and treat the 
points of the manifold of pure states as simple functions. This is nonetheless different in the case of the time derivative. 
The quantization procedure depends itself on time thorough the dependence of the Kähler structure. We can study its 
interplay with the covariant time derivative for linear operators using the prequantization procedure (21). Consider thus 
the connection defined on the product MC ×R by addition of the pullbacks of the connection one-forms with respect 
to the canonical projections. We will use ∇ to represent the covariant derivative with respect to this new connection. By 
introducing the curvature tensor R(∂t , X) =∇t∇X −∇X∇t we get that

[∇t,Q(F )]= ∂t F −J R(∂t, X F ) (138)

In order to get a quantization that assigns the same operators independently of the time parameter that we choose it 
would be desirable to get

[∇t,Q(F )]=Q(∂t F ) (139)

but this condition does not hold in general. This condition is further explored in [3] where we provide an example of 
connection satisfying this condition under mean values. In that work we also obtain the connection from a different bundle 
structure. As a consistency criterion, we ask for the vacuum section to be parallel transported by this connection

∇t�̃0 = ∂t�̃0 + [�, �̃0] = 0 (140)

Sections �s without dynamical evolution, that we will discuss later on, must be also parallely transported and therefore

∇t

(
�φ

 φ

)
= ∂

∂t

(
�φ

 φ

)
+ �φσ

(
�σ

 σ

)
= 0 (141)

6.1.1. The connection in holomorphic coordinates

In realified holomorphic coordinates 
(
�̃φ

 ̃φ

)
the complex structure is constant and as such the regular time derivative 

preserves it. In order to preserve also the symplectic structure, and therefore the whole Kähler structure is enough to respect 
the adjoint operator.

Nonetheless, this condition does not select a unique covariant derivative. As we mentioned before, we would like to meet 
the requirement (139) but this connection is cumbersome to deal with as we show in [3]. To provide a simple example, we 
pick the connection that preserves the Fourier transform F̃ . This, as we explained in Section 3.4.2, is motivated by the fact 
that the choice of the holomorphic and antiholomorphic representation is, in last instance arbitrary. All things considered, 
let Oφσ be an operator and Ô = FOF−1, thus we postulate that the covariant derivative acts over this operator in a way 
such that, in these holomorphic coordinates, it is written as

∇̃tO = 1

4

⎡
⎣∂O
∂t
+

(
∂O†H

∂t

)†H
⎤
⎦+ 1

4
F̃−1

⎡
⎣∂Ô
∂t
+

(
∂Ô†H̄

∂t

)†H̄
⎤
⎦ F̃ (142)

We can also define ∇̂t by exchanging F̃↔ F̃−1 and †H ↔ †H̄ . Thus it follows

(∇̃tO)†H = ∇̃t(O†H ) and ∇̂tÔ = F̃∇̃tOF̃−1. (143)

We can write this expression with a connection such that ∇̃tO = ∂tO+[�̃, O]. As we show in Appendix B, we can write 
in these coordinates the connection

�̃
φ
σ = 1

4

[
Kφγ̄ Δ̇γ̄ σ +

(
F̃−1 ˙̃F)φ

σ
+ (DF̃)−1

σ γ̄

d(DF̃)γ̄ φ

dt

]
, (144)

5 Excluding the zero section, irrelevant in our construction.
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where · represents the time derivative. In particular if the complex structure JMF of (31) is time independent this con-
nection is null. We derive the explicit expression and compute the derivative of creation and annihilation operators in the 
Appendix B. We also show that an easier-to-handle expression for this connection is

�̃= ∇̃t(D
†x)KxyD

y =−D†,x∇̃t(KxyD
y). (145)

To show that this object indeed behaves as a connection consider a change of s.q. coordinates �φ → Cφσ�σ such as (117). 
Then using (142) the covariant derivative gives C∇̃t

(
O
)
C−1 = ∇̃t

(
COC−1

)+ [
CĊ−1, COC−1

]
. Thus it fulfils the inhomoge-

neous transformation law of a connection.

�→ C�C−1 + C
dC−1

dt

Notice however that this connection is of the form � = a†,xKxyay for some kernel K. This is, it does not possess quadratic 
terms with repeated creation or annihilation operators. For this type of connections it is impossible to obtain mixing be-
tween creation and annihilation operators with the parallel transport equation. In other terms, this prescription of the 
connection does not allow for Bogoliubov transformations to be generated by parallel transport as is the case in [27]. For 
instance particle production in an expanding universe is not recovered with this choice of connection. Ultimately this is a 
consequence of the violation of condition (139). In [3] we show that a connection rooted in this condition indeed leads to 
a kind of connection that allow Bogoliubov transformations to occur. However, the treatment of that connection is cumber-
some and only fulfil (139) under mean values. The example showed in this work is just a simple model that provides an 
interesting case of study with the formalism developed so far.

6.2. Dynamics: the modified Schrödinger equation

In this section we will modify the evolution, i.e. the Schrödinger equation, to respect the Kähler structure at the sec-
ond quantizedlevel (G, �, J )P . In particular we want it to preserve the symplectic structure. For that matter we opt for 
a Hamiltonian flow generated by an Hermitian operator Ĥ to postulate evolution. Then, for any function F (t, �, �̄), its 
evolution is generated by some f Ĥ

d

dt
F = ∂t F + {F , f Ĥ }P (146)

where Ĥ is a self adjoint operator. The form of f Ĥ is (128). With the Poisson Bracket {·, ·}P , we can readily write down 
the modified Schrödinger in any set of real coordinates

∇t

(
�φ

 φ

)
=−J Ĥφσ

(
�σ

 σ

)
. (147)

In static and stationary spacetimes we may find a time independent expression of complex structure JMF of (31). In this 
limiting case is the connection term is null. In this case ∇t is simply ∂t and this equation becomes the regular Schrödinger 
equation.

It is clear that this equation does not have a solution on (N ) × (N ). In Quantum theory it is desirable to solve this 
equation over a Hilbert space. Unfortunately for Quantum Field theory this is not possible either, to solve this equation we 
must look for solutions on (N )′ × (N )′ . This is our way out to deal with different instantaneous Hilbert spaces described 
in [1,3]. A similar equation is postulated in [27] to deal with this problem.

7. Application: Klein Gordon theory on curved spacetimes

We have seen above how the choice of a complex structure on the phase space of classical fields is a crucial ingredient 
of the quantization procedure. Nonetheless, from a physical point of view, given a relativistic classical field theory, it is an 
open question how to identify the correct complex structure to define the quantization procedure. There exists a successful 
answer for stationary space times [6,11,33], but the solution for arbitrary models is, to the best of our knowledge, still 
missing. In this section, we review this treatment form the geometrical perspective developed above, in the simple case of 
a Klein-Gordon model.

7.1. The classical theory and the choice of the complex structure on the classical phase space

To start with, we consider a d + 1 globally hyperbolic spacetime (M, g, ∇g) endowed with a pseudo-Riemannian 
structure g of Lorentzian signature, with sign convention (−, +, · · · , +), and the Levi-Civita connection ∇g . M is dif-
feomorphic to R × � where � is a d-dimensional compact manifold diffeomorphic to every space-like Cauchy hyper-
surface of M. A one parameter family of embeddings � →M is determined by a scalar function t̂ :M →R such that 
29



J.L. Alonso, C. Bouthelier-Madre, J. Clemente-Gallardo, and D. Martínez-Crespo Journal of Geometry and Physics 203 (2024) 105265
�t = {t̂(x) = t with x ∈M} i.e. �t are the level sets of t̂ . The structure of the whole spacetime project into (�t , ht , D : t)
where h is a Riemannian structure and D the corresponding Levi-Cività connection Dh = 0.

We can also define the dynamics directly on (�, h, D). To this end we take a coordinate system x = (xi) i = 1, · · · , d over 
� that induces a coordinate system over M as of (t, x). In this coordinate system we obtain the relation

∂t = Nn+ Ni ∂

∂xi
, (148)

where Nn = �∇ t̂ and N = [−g( �∇ t̂, �∇ t̂)]− 1
2 is the lapse function while �N = Ni ∂

∂xi is the shift vector. Thus, if we provide as 
data (N, �N) over �, the embedding is fully determined.

In the Klein-Gordon classical theory the dynamics of a scalar field can be defined as a parametric curve R →N , where 
N is a nuclear space of test functions. We denote this solution by ϕx(t). Associated to the space of solutions, we build 
a Gel’fand triple with respect to the Hilbert space L2(�, dVol), where dVol represents the measure associated with the 
3-metric tensor h.

With these ingredients we can introduce a Lagrangian formalism, as it is usually done in QFT. From the usual Lagrangian 
density in four dimensions, we can write the following bilinear form:

L(t)=
ˆ

�

dVol
1

2

[ (ϕ̇)2
N
− Ni

N
2ϕ̇Diϕ +

(Ni N j

N
− Nhij

)
(Diϕ)(D jϕ)−m2(ϕ)2

]
(149)

Where N, Ni and hij are functions on �.
In order to define the canonical momentum we must choose between different options. One possible path is to define 

πx as a density and therefore to build it as an element of N ′ , which is the choice made in [11]. Another option is to 
consider ϕx as an element of a Rigged Hilbert space and profit from this structure to let πx be an element of the same 
space as the field ϕx . This option is the one we choose to describe Fock quantization in subsubsection 4.4.2 thus, our model 
manifold is MA introduced in that section. With respect to the Gel’fand triple and the injection N ⊂ L2(�, dV ol) we obtain 
as canonical momentum

πx = δxy
∂L
∂ϕ̇y

= 1

N

[
ϕ̇x − Ni Diϕx

]
(150)

The Hamiltonian is defined using the same rigging structure H= δxyπxϕ̇y −L and can be written as

H =
ˆ

�

ddx
√

h[NH+ NiHi] (151)

Where H is the so called superHamiltonian and Hi the supermomenta given by

H= 1

2
[π2 + hij DiϕD jϕ +m2ϕ2] (152)

Hi = πDiϕ (153)

As we saw in (89), with this definition we can endow MA with a Poisson bracket, which in our notation reads

{P , Q }MA = δxy

( ∂ P

∂ϕx

∂Q

∂πy
− ∂ P

∂πx

∂Q

∂ϕy

)
. (154)

Notice that the definition of the Hilbert space, and hence of the rigging, depends on the complex structure and thus on 
time. Therefore, if we write Liouville equation with the Hamiltonian and the Poisson bracket, it is also necessary to introduce 
a covariant derivative for time already at the classical level. The usual prescription for classical theory is to consider (ϕx, πx)

as time independent. In such a case, we get a correction term for πx and the evolution of the classical theory is written in 
our coordinates as:(

d

dt
+ �c

)(
ϕx
πx

)
=

{(
ϕx
πx

)
, H

}
= F

(
ϕx
πx

)
(155)

with

�c =
(

0 0
0 δ̇xzδ

zy

)
and F =

(
Ni Di N
−� #

)

where δ̇xzδ
zyϕy = − ḣ

2hϕ(x), −� = N Di Di + (Di N)Di − Nm2 and # = Ni Di + Di Ni . This implies that �x
y is a symmetric 

operator.
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We can connect this classical dynamics with the quantum one considering one particle states, which are those that can 
be written in holomorphic second-quantized coordinates for the holomorphic quantization as �φ1P S = �̃xφ

x + i ̃xφ
x . The 

main problem with this representation is that it relies on the rigging provided by L2
Hol(N ′C, Dμc) that, in turn, depends on 

the complex structure (31) which is, for now, unknown. Notice that, as the complex structure is built on the phase space of 
fields defined on the submanifold �, which in general evolves in time, it will be, again in general, time dependent. In [6] it 
is proved that, for static and stationary spacetimes, there exists a unique complex structure JMA , introduced in (92), once 
the submanifold �, the 3-metric h jk (and hence the covariant derivative D) and operators N0 and �N have been fixed. The 
expression of such a complex structure in our notation reads

JMA = |F |−1 F , (156)

for F the classical linear evolution defined by Equation (155).
For simplicity we will take this prescription as well in the general case. Nonetheless, this prescription requires further 

investigation [33]. We can write down an explicit expression for JMA using the prescription (156) studying first two limiting 
cases where JMA can be written down straightforwardly.

Null shift In this case we set Ni = 0 and we get

J0 =
(

0 �− 1
2 N

1
2

−N− 1
2�

1
2 0

)
(157)

Huge shift In this case we consider Ni Ni  N2 and therefore we set N � 0. This is, of course, a limiting approximation 
because the lapse function can never vanish. Then we get

J∞ =
(
(−α2)− 1

2 Ni Di 0

0 (−#2)− 1
2#

)
(158)

with α = Ni Di .

Interpolating cases The other cases can be obtained as

JMA = A0 J0 + A∞ J∞ (159)

Where A0 = |F |−1|F0| and A∞ = |F |−1|F∞| are operators being

|F0| =
(
(−N�)

1
2 0

0 (−�N)
1
2

)
, |F∞| =

(
(−α2)

1
2 0

0 (−#2)
1
2

)
, (160)

|F |2 = |F0|2 + |F∞|2 −
(|F0| J0 J∞|F∞|+ |F∞| J∞ J0|F0|

)
(161)

In general this expression is difficult to work out explicitly because of the need to compute |F |−1. The derivation of the 
general complex structure can be found in [11] with the corresponding changes due to π being considered a density instead 
of a scalar.

Remember that what we refer to as the time-dependence of these structures reflects a dependence on the geometric 
Cauchy data (hij, π i j) and on the lapse and shift functions (N, Ni ). This dependence is necessary in order to preserve the 
physical interpretation of our QFT throughout the foliation.

Indeed, for a given background spacetime the geometric content on each hypersurface is the one given by the choice 
of the foliation and thus, we have a description of the spacetime in terms of a curve γ : R →MG ×MN such that 
γ (t) = (hij(t), π i j(t), N(t), Ni(t)) is the geometrical content at the hypersurface �t , which is considered known for t ≥ 0. 
Thus, the dependence on these geometric variables of the Kähler structure described above manifest itself as an additional 
dependence on the Hamiltonian time.

On the other hand, in a theory where, instead of being a background, the metric evolves coupled to the quantum matter 
and therefore exhibits backreaction from the matter evolution, this geometric curve is unknown beforehand and one must 
make the Kähler structure depend on the gravitational degrees of freedom, instead of time. This is the subject of study of [3].

7.2. The quantum model

Having chosen a complex structure on MA , we can define MC and proceed with the quantization of the theory.
Lets first discuss the limiting case N � 0. This case may be physically interpreted as the appearance of a horizon in our 

spacetime. This limiting case breaks the formalism developed above in the following sense. The covariance of the Gaussian 
measure defined in (6) is 
xy = 0. This means that the measure represents a Dirac delta with infinite dimensional domain 
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around φx = 0. This fact might actually be reconciled with a physical interpretation. However, the momentum operator 
of the Schrödinger picture (44) needs the definition of the inverse Kxy . In this case the momentum operator diverges 
with unclear consequences. This, in turn, may be interpreted as the splitting of the underlining Cauchy hypersurface �
in two regions, inside an outside the horizon. In each of these regions the formalism exposed so far can be developed 
without further complications. However, once the spacetime develops one of these horizons the purity of the quantum 
state in each of these regions may be compromised. We may, for example, trace out the degrees of freedom corresponding 
to wavefunctions completely supported inside the horizon. See e.g. [42] for this kind of partial trace in spacetimes with 
bifurcating Killing Horizons. Our goal in this section is to study the limit Ni = 0.

7.2.1. Obtaining the quantum evolution for flat FLRW spacetimes
Consider a situation in which the shift functions are null Ni = 0. In that situation it follows that

ϕx

xyξy =

ˆ

�

ddx
√

hϕ(x)�−
1
2 N

1
2 ξ(x) (162)

Also, the Hamiltonian in holomorphic coordinates is written H = φ̄x�xyφ
y and the quantum Hamiltonian acting over this 

space is obtained with Wick quantization as

Ĥ =�xy(a
†)xay (163)

In holomorphic s.q. coordinates this expression is just φ y(
√
�N)xy∂φx where Nx

yϕx = Nϕy

The diagonal elements of the complex structure (92) are A = 0, then D−1 = −
 and the Fourier transform (111) is 
particularly simple to compute. In this scenario, we derive in Appendix B that, denoting (δ̇◦δ◦)xz = δ̇xzδzy , the connection 
(144) reduces to

�̃= 1

2
φx Kxy
̇

yz∂φz − 1

4
φx Kxy(δ̇

◦δ◦)y
u


uz∂φz + 1

4
φx(δ̇◦δ◦)zx∂φz .

It is important to notice that (139) does not hold with this prescription of complex structure. In the holomorphic setting 
the Schrödinger equation is particularly simple

i

[
∂

∂t
+ 1

2
φ y K yz
̇

zx∂φx − 1

4
φx Kxy(δ̇

◦δ◦)y
u


uz∂φz + 1

4
φx(δ̇◦δ◦)zx∂φz

]
�= φ y(

√
�N)xy∂φx� (164)

There are new terms in the equation that involves the time derivative 
̇ or δ̇xy . The left hand side term is a non self adjoint 
correction to the time derivative needed in the evolution to preserve the probabilistic nature of quantum mechanics. In the 
absence of this term the time derivative breaks the Kähler structure (G, �, J )P and norm conservation is not guaranteed. 
This is an already known fact for the Schrödinger equation in curved spacetimes [14,21–23].

Let us particularize our example further for the case of a Klein-Gordon Theory on a flat Friedman-Lemaitre Robertson-
Walker (FLRW) spacetime see e.g. [11]. The Riemannian metric in this case is

g =−dt ⊗ dt + a2(t)(dx⊗ dx+ dy⊗ dy + dz⊗ dz). (165)

Thus the induced metric in coordinates is hij = a2(t)δi j . In this case the lapse N = 1 while the shift Ni = 0 is null. Also √
h= a3 and

ξxδ
xyχy =

¨

R3×R3

dx3dy3 a3(t)ξ(x)δ3(x− y)χ(y)

Consider the classical Klein-Gordon Hamiltonian (151) in this background

H K G =
ˆ

R3

a3(t)

2

(
π2(x)− ϕ(x)∇

2ϕ(x)

a2(t)
+m2ϕ(x)2

)
dx3. (166)

Defining M(t) = a(t)m, the parameters of the quantum theory are

�x
y =

δx
y

a2
(−∇2 +M2), 
x

y = aδx
y

(√
−∇2 +M2

)−1
,

Ĥ = 1

a
φx

(√
−∇2 +M2

)y

x
∂φ y . (167)

With these expressions we obtain a modified Schrödinger equation given by
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i

[
∂t + 1

2

ȧ

a
φ y

(
1− M2

M2 −∇2

)x

y
∂φx

]
�= 1

a
φx

(√
−∇2 +M2

)y

x
∂φ y� (168)

Hence, in this scenario we obtain a modification of the propagator of the theory proportional to the Hubble parameter ȧ
a .

As we discussed at the end of subsubsection 6.1.1, the physical significance of this particular choice of connection is 
unclear. Moreover, the violation of (139) is hard to reconcile with a coupling with gravity. For these reasons we skip this 
discussion and refer to [3]. There the authors discussed the physical requirements needed to couple the formalism developed 
in this work with a dynamical theory of gravity and proposed a different candidate of connection in agreement to those 
requirements.

7.2.2. Static spacetimes
In the particular case of a static spacetime there is a time-like Killing vector field and a foliation that, in a local region, 

has constant lapse function N and null shift. Therefore the non self-adjoint term disappears recovering the usual Schrödinger 
equation. In this particular framework we can solve Schrödinger equation with the integral kernel expression

�(φ, t)=
ˆ

Dβ(σ )exp[φx(δxy − it E)xyσ̄
y]�(σ ,0) (169)

Where E =�− 1
2 N

1
2�. In the particular case Minkowski space-time we can split space and time with a foliation in which 

N = 1, in this case E =√−∇2 +m2 which is the energy operator.

8. Conclusions

In this paper we have made extensive use of the mathematical tools presented in the first part of this series [4] to 
study the mathematical formalism underlying different approaches to quantization of a system describing a scalar field in 
quantum field theory. The focus of this work is the geometric interpretation of the tools of Gaussian analysis to describe the 
Hamiltonian picture of a quantum field theory of a scalar field over the space of Cauchy data.

Following this idea, we started our analysis with geometric quantization. The first step of this program is prequantization. 
In this context we used Bochner-Minlos theorem to define the measure of the prequantum Hilbert space and the Malliavin 
derivative as the central tool to define a connection on such space.

The next step is the choice of a polarization. Each choice of polarization amounts to a particular picture of the QFT to be 
described. We discussed the (anti)holomorphic, Schrödinger and Field-Momentum pictures. In this case the tools of Gaussian 
analysis suited for the discussion are the Wiener-Ito decomposition theorem that provides the particle interpretation of the 
theory through the Segal isomorphism with the Bosonic Fock space. But this setting is also suited for the discussion of more 
general relations among these spaces.

In particular we studied the conservation of the quantization mappings obtained with the aforementioned geomet-
ric quantization procedure. We showed how the Segal-Bargmann transform studied in [4] preserves quantization between 
the Schrödinger and holomorphic (Field-momentum and Antiholomorphic) prescriptions. We also defined a new notion of 
Fourier transform among infinite dimensional spaces that preserve quantization between the Schrödinger and momentum-
field representations.

General operators other than constant or linear operators fail to be consistently quantized by the procedure of geometric 
quantization. For this reason we had to study problems of ordering in this picture. We found that trigonometric exponentials 
and coherent states are algebras of functions specially well suited for the discussion of Weyl and Wick quantization and the 
study of the star products that arise in these quantization procedures.

In accordance with our geometric approach to this problem, we abandoned the description of the spaces of pure states 
in terms of Hilbert spaces and treated them as Kähler manifolds. The space of Hida test functions is specially suited for this 
matter. This point of view led us to a deeper understanding of the different tools described so far, in particular we described 
the ingredients of Fock quantization in the holomorphic and antiholomorphic representation and its relation through the 
Fourier transform.

From this geometric perspective we have been able to propose a Hamiltonian evolution that stems from the Kähler struc-
ture of the problem. In this case we introduce a quantum connection to preserve it. In turn, this modifies the Schrödinger 
equation in such a way that losses of norm, found in other approaches to quantization, are not allowed in our prescription.

However, there is an infinite family of connections that achieves this purpose. In our case we found a unique choice 
based on the indistinguishability of the holomorphic and Antiholomorphic representations. We illustrated the choice of this 
connection with an example of Klein Gordon theory in a generic curved spacetime and a flat FLRW spacetime. Nonethe-
less, we discussed why this choice does not led to physically desirable results. For instance it forbids the appearance of 
Bogouliuvob transformation in the parallel transport of creation and annihilation operators.

In conclusion, we introduced from geometrical arguments a modification in the Schrödinger equation of the QFT of a 
scalar field. This modification is provided by a connection term in the time derivative. This connection must be introduced 
in order to preserve the geometric structure of geometric quantum field theory discussed above. There is, however, some 
ambiguity left in the choice of connection with physical implications. This ambiguity is further explored in [3] and its phe-
nomenology will be the subject of future investigation. Other subject pending of study is the generalization to other QFTs. 
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In this regard the formalism may be enlarged, studying its connection with stochastic quantization, to include Fermions [2]
and gauge fields [32].
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Appendix A. Segal-Bargmann and Fourier transforms

In this appendix we will prove that the Segal-Bargmann transforms and the Fourier transform conserve the quantization 
mappings of subsubsection 3.4.2. We also provide proof for some relations exposed in subsubsection 3.4.1. We will use 
techniques developed in [4].

A.1. Schrödinger picture

Let B̃(�S ) =�H then we get the relation between both pictures with

B̃−1(�H )(ϕ
x)=

ˆ
DμS(π

x)�H (
√

2φx)=
∞∑

n=0

ˆ
DμS(π

x)2
n
2ψ

(n)
�xn
[(ϕ − iπ)n]�xn =

∞∑
n=0

ψ
(n)
�xn

∂n

∂ξn
�xn

ˆ
DμS(π

x)e
√

2ξz(ϕ−iπ)z
∣∣∣∣
ξx=0
=

∞∑
n=0

ψ
(n)
�xn

∂n

∂ξn
�xn

[
e
√

2ξzϕ
z
ˆ

DμS(π
x)e−i

√
2ξzπ

z

]
ξx=0

=

∞∑
n=0

ψ
(n)
�xn

∂n

∂ξn
�xn

e
√

2ξxϕ
x− ξu
uv ξv

2

∣∣∣
ξx=0
=

∞∑
n=0

2
n
2ψ

(n)
�xn

∂n

∂ξ̃n
�xn

eξxϕ
x− ξ̃u
uv ξ̃v

4

∣∣∣
ξ̃x=0
=

∞∑
n=0

2
n
2ψ

(n)
�xn
: ϕn : |�xn



2
=�S(ϕ

x).

To compute B̃−1φxB̃ lets compute the transform of χxφ
x�H (φ

x). We get

B̃−1(χxφ
x�H )(ϕ

x)=
ˆ

DμS(π
x)χy

√
2φ y�H (

√
2φx)=

∞∑√
2χy

ˆ
DμS(π

x)2
n
2 (ϕ − iπ)yψ

(n)
�xn
[(ϕ − iπ)n]�xn =
n=0
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∞∑
n=0

χ(yψ
(n)
�xn)

∂n+1

∂ξn+1
�xn,y

ˆ
DμS(π

x)e
√

2ξz(ϕ−iπ)z
∣∣∣∣
ξx=0
=

∞∑
n=0

√
2χy

∂

∂ξy
2

n
2ψ

(n)
�xn

∂n

∂ξn
�xn

eξxϕ
x− ξu
uv ξv

4

∣∣∣
ξx=0

= χx

(√
2ϕx − 


xy∂ϕ y√
2

)
�S(ϕ

x).

Here we used ∂
∂ξy

exp
(
ξxϕ

x − ξu

uv ξv
4

)
= ϕ y − 
yx

2 ∂ϕx . Then we proved

B̃−1φxB̃ =√2ϕx − 

xy∂y√

2
. (A.1)

Finally for B̃−1∂φx B̃ we compute the transform of χx

xy∂φ y�H (φ

x). Notice that

B̃−1(χx

xy∂φ y�H )(ϕ

x)=B̃−1

( ∞∑
n=0

χy

yz∂φzψ

(n)
�xn
(φn)�xn

)
=

χy

yz
∞∑

n=0

B̃−1

(
∂φzψ

(n)
�xn
(φn)�xn

)
=χy


yz
∞∑

n=0

B̃−1
(
ψ
(n)
z,�xn−1

n(φn−1)�xn−1
)
=

χy

yz
∞∑

n=0

2
n−1

2 nψ(n)z,�xn
: ϕn−1 : |�xn−1



2
=χy


yz∂ϕz√
2

�S(ϕ
x).

Thus we proved

B̃−1∂φx B̃ = ∂ϕx√
2

(A.2)

Adding the corresponding phase factor we also derive (54) from these expressions.

Now we will prove that B̃ preserves the quantization mappings. According to (33) we can write ϕx = ˜
φx+¯

˜
φx

√
2

and π x =
iK x

y ˜
φ y−¯

˜
φ y

√
2
− (K A)xy ˜

φ y+¯
˜
φ y

√
2

. Using the definition (29) an the relations proven above we see that

B̃−1Q(ϕx)B̃ = ϕx =Qs(ϕ
x),

B̃−1Q(π yδyx)B̃ =−i∂ϕx + iϕ y K yx − ϕ y(K A)yx =Qs(π
yδyx) (A.3)

A.2. Momentum field picture

Similarly we define an isomorphism

B̃ : L2(N ′, DνM)→ L2
Hol
(N ′C, Dνc),

such that if �̂H = B̃(�̂M) then the inverse is provided by (56) with phase factor g = 0. In terms of the chaos decomposition 
this is

B̃−1
(�̂H̄ )(π

x)=
ˆ

DνM(ϕ
x)�H̄ (

√
2φ̄x)=

∞∑
n=0

ˆ
DνM(ϕ

x)2
n
2 ψ̂

(n)
�xn
[(π + iϕ)n]�xn =

∞∑
n=0

ψ̂
(n)
�xn

∂n

∂ξn
�xn

ˆ
DνM(ϕ

x)e
√

2ξz(π+iϕ)z
∣∣∣∣
ξx=0
=

∞∑
n=0

ψ̂
(n)
�xn

∂n

∂ξn
�xn

[
e
√

2ξzπ
z
ˆ

DνM(ϕ
x)ei

√
2ξzϕ

z

]
ξx=0

=

∞∑
ψ̂
(n)
�xn

∂n

∂ξn
�

e
√

2ξxπ
x+ ξu Duv ξv

2

∣∣∣
ξx=0
=

n=0 xn
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∞∑
n=0

2
n
2 ψ̂

(n)
�xn

∂n

∂ξ̃n
�xn

eξxπ
x+ ξ̃u Duv ξ̃v

4

∣∣∣
ξ̃x=0
=

∞∑
n=0

2
n
2 ψ̂

(n)
�xn
: πn : |�xn

− D
2
=�M(π

x).

To compute B̃−1
φ̄xB̃ lets compute the transform of χxφ̄

x�̂H (φ̄
x). We get

B̃−1
(χxφ̄

x�̂H )(ϕ
x)=

ˆ
DμS(π

x)χy

√
2φ̄ y�̂H (i

√
2φ̄x)=

∞∑
n=0

√
2χy

ˆ
DνM(ϕ

x)2
n
2 (π + iϕ)yψ̂

(n)
�xn
[(π + iϕ)n]�xn =

∞∑
n=0

χ(yψ̂
(n)
�xn)

∂n+1

∂ξn+1
�xn,y

ˆ
DνM(ϕ

x)e
√

2ξz(π+iϕ)z
∣∣∣∣
ξx=0
=

∞∑
n=0

√
2χy

∂

∂ξy
2

n
2 ψ̂

(n)
�xn

∂n

∂ξn
�xn

eξxπ
x+ ξu Duv ξv

4

∣∣∣
ξx=0

= χx

(√
2π x + Dxy∂π y√

2

)
�̂M(π

x).

Where we used ∂
∂ξy

exp
(
ξxπ

x + ξu Duvξv
4

)
= π y + D yx

2 ∂π x . Then

B̃−1
φ̄xB̃ =√2πx + Dxy∂π y√

2
(A.4)

Finally for B̃−1
∂φ̄x B̃ we compute the transform of −χx Dxy∂φ̄ y �̂H (φ̄

x).

B̃−1
(−χx Dxy∂φ̄ y �̂H )(π

x)=B̃−1

( ∞∑
n=0

−χy D yz∂φ̄z ψ̂
(n)
�xn
(φ̄n)�xn

)
=

−χy D yz
∞∑

n=0

B̃−1

(
∂φ̄z ψ̂

(n)
�xn
(φ̄n)�xn

)
=− χy D yz

∞∑
n=0

B̃−1
(
ψ̂
(n)
z,�xn−1

n(φ̄n−1)�xn−1
)
=

−χy D yz
∞∑

n=0

2
n−1

2 nψ̂
(n)
z,�xn
: πn−1 : |�xn−1

− D
2
=− χy D yz∂π z√

2
�̂M(π

x).

Thus proving

B̃−1
∂φ̄x B̃ = 1√

2
∂πx (A.5)

Adding the phase factor of (56) we also prove the relations (57).

Now we will prove that B̃ preserves the quantization mappings. According to (46) we can write ϕx =−i(D−1)xy ˘
φ y−¯

˘
φ y

√
2
+

(AD−1)xy ˘
φ y+¯

˘
φ y

√
2

and πx = ˘
φx+¯
˘
φx

√
2

. Using the definition (48) an the relations proven above we see that

B̃−1Q(ϕ yδyx)B̃ = i∂πx + iπ y D−1
yx +π y(AD−1)yx =Qm(ϕ

yδyx),

B̃−1Q(πx)B̃ = πx =Qm(π
x) (A.6)

A.3. Holomorphic and antiholomorphic Fourier transform

Let �̂(φ̄x) = F̃ [�(φx)] and �̂(φ̄x) = F̃ [�(φx)] we denote the chaos decomposition of each function

�(φx)=
∞∑
ψ
(n,0)
�xn

(φn)�xn , �(φx)=
∞∑
ϕ
(n,0)
�xn

(φn)�xn , (A.7)

n=0 n=0
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�̂(φ̄x)=
∞∑

n=0

ψ̂
(0,n̄)
�xn

(φ̄n)�xn , �̂(φx)=
∞∑

n=0

ϕ̂
(0,n̄)
�xn

(φ̄n)�xn . (A.8)

By the definition of F̃ in (60) in terms of the chaos decomposition we get

ψ̂
(0,n̄)
�xn
= (i)nψ(n,0)�yn

[
(D−1 − i AD−1)n

]�yn

�xn
. (A.9)

To prove that F̃ is an isometric isomorphism we derive from the relations displayed under (31) that


xy =− (D−1 + i AD−1)xu Duv(D−1 − i AD−1)
y
v ,

Dxy =− (K + iK A)xu

uv(K − iK A−1)

y
v ,

δx
y =− (K − iK A)xu(D

−1 + i AD−1)uy ,

δx
y =− (D−1 − i AD−1)xu(K + iK A)uy . (A.10)

Recall from the Wiener-Ito decomposition theorem, [4] with definitions of the measures given by (6) and (47), that

ˆ
Dνc(φ

x)�̂(φ̄x)�̂(φ̄x)=
∞∑

n=0

n! (−1)nϕ̂(0,n̄)�xn

[
Dn]�xn �yn

ψ̂
(0,n̄)
�yn
=

∞∑
n=0

n! (i2)nϕ
(n,0)
�un
[(D−1 + i AD−1)n

]�un

�xn

[
Dn]�xn �yn [(D−1 − i AD−1)n

]�vn

�yn
ψ
(n,0)
�vn
=

∞∑
n=0

n! ϕ(n,0)�un

[

n]�un �vn

ψ
(n,0)
�vn
=
ˆ

Dμc(φ
x)�(φx)�(φx) (A.11)

This proves the isometry. The isomorphism is shown inverting (A.9) with

(i)nψ̂(0,n̄)�xn
[(K + iK A)n]�xn �yn =ψ(n,0)�yn

. (A.12)

In turn, using Wiener-Ito decompositions and (A.12), (A.9) it follows that

F̃(φx�)= i(D−1 − i AD−1)xyφ̄
y�̂ and F̃(∂φx�)= i(K + iK A)y

x∂φ̄ y �̂, (A.13)

proving (62).

A.4. Fourier transform F of linear operators

Lets use the short hand notation

ax
0 =
xy ∂φ y√

2
, a†x

0 =
√

2ϕx −
xy ∂φ y√
2
,

bx
0 =− Dxy ∂π y√

2
, b†x

0 =
√

2πx + Dxy∂π y√
2
. (A.14)

We are interested in the action of F = B̃
−1

F̃B̃ on linear operators. By virtue of (A.1), (A.2), (A.4), (A.5) and the action of 
the F̃ operator (A.13) is immediate to see that6 we get

Fax
0F
−1 =−i(D−1 + i AD−1)xyby

0 ,

Fa†x
0 F−1 = i(D−1 − i AD−1)xyb†y

0 ,

F−1bx
0F =−i(K − iK A)xyay

0 ,

F−1b†x
0 F = i(K + iK A)xya†y

0 . (A.15)

Notice that ϕx = ax
0+a†x

0√
2

and πx = bx
0+b†x

0√
2

thus we can compute

6 Recalling (A.10) the relations displayed under (31).
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FϕxF−1 =F
(ax

0 + a†x
0√

2

)
F−1 = i(D−1)xy

b†y
0 − by

0√
2
+ (AD−1)xy

b†y
0 + by

0√
2

(A.16)

F−1πxF =F−1
(bx

0 + b†x
0√

2

)
F = iK x

y
a†y

0 − ay
0√

2
+ (K A)xy

a†y
0 + ay

0√
2

(A.17)

Plugging in the definitions (A.14) and we obtain

Fϕ yδyxF−1 = i∂πx + iπ y D−1
yx +π y(AD−1)yx

F−1π yδyxF =−i∂ϕx + iϕ y K yx − ϕ y(K A)yx, (A.18)

proving (64) and as such the preservation of the quantization mapping.

Appendix B. Explicit expressions for the connection and the quantized operators in s.q. coordinates

In this appendix we will compute explicitly the expressions of the connection in (142) in holomorphic s.q. coordinates. 
Let Oφσ be an operator then the expression of the covariant derivative is

∇̃tO = 1

4

⎡
⎣∂O
∂t
+

(
∂O†H

∂t

)†H
⎤
⎦+ 1

4
F̃−1

⎡
⎣∂Ô
∂t
+

(
∂Ô†H̄

∂t

)†H̄
⎤
⎦ F̃ (B.1)

To compute this term recall the kernels with respect to white noise of the Fourier transform (111) and its inverse. We 
will start by the linear operators (133). For simplicity consider a real direction ξx then we see that

F̃ξxD̃
xF̃−1 =−ξx

(
A δ

−δ A

)xy

∂φ y , (B.2)

F̃ ξxD̃
†H ,xF̃−1 = ξx

(
AD−1 D−1

−D−1 AD−1

)x

y
φ y . (B.3)

Let the time derivative be represented by a ·, consider also ξx time independent. Following the discussion after (29) we 
will consider that the coordinates (φx, φ̄x) are just placeholders for integration and, as such do not depend on the time 
parameter.

Let us consider the derivative of the operator O  = ξxD̃
x . We can compute every term of the derivative using the rule 

(113) and the definitions of the † operators given by (131). We get Ȯ  = ξx
̇
xy∂φ y , Ȯ †H = 0. For the other piece of the 

derivative we get

F̃−1 dF̃OF̃−1

dt
F̃ =− ξx

(
Ȧ δ̇

−δ̇ Ȧ

)xy (
AD−1 −D−1

D−1 AD−1

)z

y
∂φz ,

F̃−1

(
dF̃O†H F̃−1

dt

)†H̄

F̃ =− ξx

[
d

dt

(
AD−1 D−1

−D−1 AD−1

)x

y

](
At −δ
δ At

)yz

∂φz .

The hardest term to compute is the second one. First notice that

dF̃O†H F̃−1

dt
= ξx

d

dt

(
AD−1 −D−1

D−1 AD−1

)x

y
φ y

And the †H̄ operator is given by substituting φx by −Dxy∂φ y and transposing the matrix (in this particular case in which ε
commutes with the operator). Applying the transformations leads to the desired result.

Once this is computed, simply by using the definitions of (31) it follows that


xy =−
(

A δ

−δ A

)xu

D−1
uv

(
At −δ
δ At

)v y

Then

∇tD
x = 1

2

̇xy∂φ y − 1

4

(
Ȧ δ̇

−δ̇ Ȧ

)xy (
AD−1 −D−1

D−1 AD−1

)z

y
∂φz

+ 1

4

(
AD−1 −D−1

D−1 AD−1

)x

y

(
Ȧt δ̇

−δ̇ Ȧt

)yz

∂φz (B.4)
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For the creation operator we use the fact (∇t O )†H =∇t(O †H ) and simply replace ∂φx by Kxyφ
y and transpose the matrices.

Now we will express the connection �. In this fashion see that because of (131) we can express(
O †H

)σ̄
φ̄
= εT
φ̄γ (O

T)
γ
τ Kτ σ̄ ε, (B.5)

where T indicates the transpose as a matrix. We use this definition, different from (115), to make sure that it is a time 
dependent operation.(

dO†H

dt

)†H

= Ȯ+ [Kφγ̄ Δ̇γ̄ σ ,O] (B.6)

We use here the identity K̇φγ̄ Δγ̄ σ = −Kφγ̄ Δ̇γ̄ σ that is a consequence of being one the inverse of the other and thus its 
contraction is δφσ which is time independent. Similarly we get F̃−1 ˙̃F =− ˙̃F−1F̃ and

F̃−1 dF̃OF̃−1

dt
F̃ = Ȯ+ [F̃−1 ˙̃F,O] (B.7)

The last term is a combination of the two above.

(F̃−1)

(
∂F̃O†H F̃−1

∂t

)†H̄

F̃ = Ȯ+
[
(DF̃φγ̄ )−1 d(DF̃)γ̄ σ

dt
,O

]
(B.8)

Then, explicitly we get that in holomorphic second quantized coordinates

�̃
φ
σ = 1

4

[
Kφγ̄ Δ̇γ̄ σ +

(
F̃−1 ˙̃F)φ

σ
+ (DF̃φγ̄ )−1 d(DF̃)γ̄ σ

dt

]
(B.9)

If we particularize to the case in which the diagonal elements of the complex structure are A = 0, then D−1 =−
 and 
the Fourier transform (111) is particularly simple to compute:

Δφσ̄ = exp
[
φx
xyσ̄

x] , Kφσ̄ = exp
[
φx Kxyσ̄

x] ,
F̃φσ̄ = exp

[−φxε
xyσ̄
x] , (F̃φσ̄ )−1 = exp

[
φxεKxyσ̄

x] .
Therefore we compute

Kφγ̄ Δ̇γ̄ σ = δφσ φx Kxy
̇
yz∂σ z ,

F̃−1 ˙̃F = δφσ φx K y
x 
̇

z
y∂σ z ,

(DF̃φγ̄ )−1 d(DF̃)γ̄ σ
dt

= δφσ φxδxy δ̇
yz∂σ z ,

and denoting (δ̇◦δ◦)xz = δ̇xzδzy

�̃= 1

2
φx Kxy
̇

yz∂φz − 1

4
φx Kxy(δ̇

◦δ◦)y
u


uz∂φz + 1

4
φx(δ̇◦δ◦)zx∂φz .

With this expression is easy to check that (B.4) holds. In fact we can derive this expression from a different perspective. 
Notice that (B.9) leads always to a connection �̃ = φx�

y
x ∂φ y . In this way we get

∇̃t(φ
x)∂φx = ∇̃t(D

†x)KxyD
y = � (B.10)

Also as a direct consequence of (∇̃tO)†H = ∇̃t(O†H ) we obtain

(∇̃tO)†H =
(
∂tO+

[
�̃,O

])†H = ∂tO†H −
[
�̃†H −Kφγ̄ Δ̇γ̄ σ ,O†H

]
(B.11)

Then �̃ =−�̃†H + φx Kxy
̇
yz∂φz =−�̃†H −D†,x K̇xyD

y . Using this we obtain from (B.10) that

�=−D†,x Kxy∇̃t(D
y)+D†,x K̇xyD

y =−D†,x∇̃t(KxyD
y). (B.12)

We can check this equation directly from the induced form of the connection �̃ = φx�
y
x ∂φ y .
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ˆ
Dβ(σ )A(φ, σ̄ )B(σ , γ̄ ) :

Table B.1
Result of the integral ´ Dβ(σ )A(φ, σ̄ )B(σ , γ̄ ) where the kernels A and B are specified in the first column and row respectively.

A
B √

2 cosh(N) cos(V )
√

2 cosh(N) sin(V )
√

2 sinh(N) cos(V )
√

2 sinh(N) sin(V )

√
2 cosh(M) cos(U ) cosh � cos�+ cosh � cos⊕ 0 0 − sinh � sin �+ sinh � sin⊕√
2 cosh(M) sin(U ) 0 sinh� cos �− sinh � cos⊕ cosh � sin �+ cosh � sin⊕ 0√
2 sinh(M) cos(U ) 0 − cosh � sin �+ cosh � sin⊕ sinh � cos�+ sinh � cos⊕ 0√
2 sinh(M) sin(U ) sinh� sin �+ sinh � sin⊕ 0 0 cosh � cos �− cosh � cos⊕

Where M = φxMxyσ̄
y, U = φxUxyσ̄

y, N = σ xNxy γ̄
y and V = σ x V xy γ̄

y .
Also � = φx(MN + U V )xy γ̄

y , � = φx(MN − U V )xy γ̄
y , ⊕ = φx(U N +M V )xy γ̄

y and � = φx(U N −M V )xy γ̄
y .
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