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A B S T R A C T   

Background: Multiple sclerosis (MS) is a neurodegenerative disease that affects the central nervous system, 
especially the brain, spinal cord, and optic nerve. Diagnosis of this disease is a very complex process and 
generally requires a lot of time. In addition, treatments are applied without any information on the disability 
course in each MS patient. For these two reasons, the objective of this study was to improve the MS diagnosis and 
predict the long-term course of disability in MS patients based on clinical data and retinal nerve fiber layer 
(RNFL) thickness, measured by optical coherence tomography (OCT). 
Material and methods: A total of 104 healthy controls and 108 MS patients, 82 of whom had a 10-year follow-up, 
were enrolled. Classification algorithms such as multiple linear regression (MLR), support vector machines 
(SVM), decision tree (DT), k-nearest neighbours (k-NN), Naïve Bayes (NB), ensemble classifier (EC) and long 
short-term memory (LSTM) recurrent neural network were tested to develop two predictive models: MS diagnosis 
model and MS disability course prediction model. 
Results: For MS diagnosis, the best result was obtained using EC (accuracy: 87.7%; sensitivity: 87.0%; specificity: 
88.5%; precision: 88.7%; AUC: 0.8775). In line with this good performance, the accuracy was 85.4% using k-NN 
and 84.4% using SVM. And, for long-term prediction of MS disability course, LSTM recurrent neural network was 
the most appropriate classifier (accuracy: 81.7%; sensitivity: 81.1%; specificity: 82.2%; precision: 78.9%; AUC: 
0.8165). The use of MLR, SVM and k-NN also showed a good performance (AUC ≥ 0.8). 
Conclusions: This study demonstrated that machine learning techniques, using clinical and OCT data, can help 
establish an early diagnosis and predict the course of MS. This advance could help clinicians select more specific 
treatments for each MS patient. Therefore, our findings underscore the potential of RNFL thickness as a reliable 
MS biomarker.   

1. Introduction 

Multiple sclerosis (MS) is a neurodegenerative disease characterized 
by inflammation, demyelination, and axonal degeneration in the central 
nervous system (CNS) [1,2]. Diagnosis of MS is a slow and complicated 
process, since the most commonly used diagnostic approach is mainly 
based on excluding other diseases using paraclinical methods that are 
often prolonged, costly, and invasive [3]. 

While axonal loss is considered the main cause of functional 
disability in MS patients [4], detection of axonal damage is challenging. 

Magnetic resonance imaging (MRI) is used to detect inflammation and 
lesions [5], but is not sufficiently sensitive or specific to reveal the extent 
and severity of axonal damage [6]. The incorporation of cerebrospinal 
fluid (CSF) analysis into the McDonald criteria [3] for MS diagnosis 
increased diagnostic sensitivity but also decreased specificity and ac-
curacy. Moreover, CSF analysis is highly invasive owing to the need for 
lumbar puncture to collect CSF samples. Another complementary test is 
evoked potential (EP) monitoring, which measures electrical activity 
induced in parts of the brain in response to light, sound and touch. The 
main disadvantages of EP are the length of time taken (about 2 h) and 

* Corresponding author. Escuela de Ingeniería y Arquitectura. Campus Río Ebro, Edificio Betancourt. C/Maria de Luna s/n, 50018, Zaragoza, Spain. 
E-mail address: amaya@unizar.es (A.P. Palomar).  

Contents lists available at ScienceDirect 

Computers in Biology and Medicine 

journal homepage: www.elsevier.com/locate/compbiomed 

https://doi.org/10.1016/j.compbiomed.2021.104416 
Received 27 December 2020; Received in revised form 25 March 2021; Accepted 16 April 2021   

mailto:amaya@unizar.es
www.sciencedirect.com/science/journal/00104825
https://www.elsevier.com/locate/compbiomed
https://doi.org/10.1016/j.compbiomed.2021.104416
https://doi.org/10.1016/j.compbiomed.2021.104416
https://doi.org/10.1016/j.compbiomed.2021.104416
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compbiomed.2021.104416&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


Computers in Biology and Medicine 133 (2021) 104416

2

remaining doubts among clinicians as to whether the observed CNS al-
terations are specifically due to MS or to other conditions [3]. 

A faster alternative method for the diagnosis and monitoring of MS 
based on the assessment of axonal damage in the neuroretina has 
recently emerged [7–9]. The most recent optical coherence tomography 
(OCT) techniques allow specific measurement of the thickness of the 
retinal nerve fiber layer (RNFL) and even the ganglion cell layer (GCL) 
[10–12]. Thinning of these layers, which are not covered by myelin, 
constitutes a direct readout of axonal damage [7,13,14]. 

Studies have shown that RNFL thickness, measured by OCT, is a 
useful parameter to distinguish MS patients from healthy controls [4, 
15]. Garcia-Martin et al. [4,16] used an artificial neural network (ANN) 
in combination with OCT data to diagnose MS. Pérez del Palomar et al. 
[17] also demonstrated that machine learning techniques, specially 
decision tree (DT), combined with OCT data could be used to diagnose 
this disease. In the same vein, Cavaliere et al. [18] test the usefulness of 
support vector machine (SVM) in the MS diagnosis. Recently, another 
study compared the ability of SVM and feed-forward neural networks to 
detect MS using OCT recordings, and reported satisfactory results [19]. 

Next, the authors assessed the potential of machine learning tech-
niques to predict the disease course in MS patients, which would help 
clinicians select patient-specific treatments [20]. Zhao et al. [21] eval-
uated the utility of SVM and logistic regression to predict the progres-
sion of MS-associated disability using brain MRI data acquired over 5 
years. In another study, MRI data were also used to predict short-term 
disease progression using parallel convolutional pathways [22]. The 
work performed by Yperman et al. [23] analysed random forests and 
logistic regression to predict disability progression after 2 years using EP 
time series. Pinto et al. [24] trained classifiers such as linear regression, 
k-nearest neighbours (k-NN), DT and SVM to predict the progression of 
the disease severity after 6 and 10 years. To do that, these authors used 
data obtained by MRI, CSF analysis and EP. The study conducted by 
Seccia et al. [25] incorporated the Liquor analysis in testing different 
machine learning approaches to predict the course of MS in the short 
term. 

It can be seen that most of the works limited the data to those ob-
tained by means of the common tests included in McDonald criteria. 
Only a few authors have used the RNFL thickness to predict the 
disability course in MS patients, and they approached it from traditional 
statistical analysis. Rothman et al. [10] evaluated the capability of OCT 
data to predict the disability status 10 years later in 172 MS patients, 
applying linear regression models. Bsteh et al. [26,27] conducted a 
3-year longitudinal study on 151 MS patients with RNFL measurements 
and tested also a linear regression model to predict the physical and 
cognitive disability progression. Following this work, these authors 
demonstrated that retinal thinning is associated with disability pro-
gression independent of relapse activity [28]. 

However, to date no studies have examined the use of machine 
learning techniques and RNFL data for long-term prediction of MS dis-
ease course. In this study, we tested several classification algorithms to 
develop a predictive model using OCT data obtained from 82 MS pa-
tients over 10 years of follow-up. Our goal was to verify RNFL thickness 
as MS biomarker and know in advance the progression of MS-associated 
disability using machine learning techniques instead of traditional sta-
tistical analysis. 

2. Material and methods 

2.1. Study population 

Our cohort consisted of 108 MS patients and 104 healthy controls 
from the Miguel Servet University Hospital (Zaragoza, Spain) who un-
derwent evaluations by ophthalmologists to perform OCT measurements 
and, in case of MS patients, by neurologists to determine their expanded 
disability status cale (EDSS) score. Moreover, a longitudinal study was 
carried out in 82 of these 108 MS patients who completed a total of 

seven visits: a baseline visit, 5 annual follow-up visits and a final visit at 
10 years. From these 212 subjects of white European origin, one eye 
from each subject was randomly selected [29]. The diagnosis of MS was 
based on standard clinical and neuroimaging criteria (i.e. objective 
demonstration of lesions in both time and space) [30]. This study was 
performed in accordance with the Declaration of Helsinki and the pro-
tocol was approved by the Aragon Ethics Committee for Clinical 
Research (CEICA). All subjects provided written informed consent 
before inclusion in the study. 

The following inclusion criteria were applied: best-corrected visual 
acuity (BCVA) of 20/40 or higher; refractive error within ±5.00 diopters 
equivalent sphere and ±2.00 diopters astigmatism; and transparent 
ocular media (nuclear color/opalescence, cortical or posterior subcap-
sular lens opacity <1), according to the Lens Opacities Classification 
System III [31]. Exclusion criteria included prior intraocular surgery, 
diabetes or other diseases affecting the visual field or nervous system, 
and ongoing use of medications that could affect visual function. 

Clinical data can be divided into general parameters and MS pa-
rameters. Age, sex and BCVA were considered as general parameters. 
For MS patients, MS duration, MS subtype (relapsing-remitting [RRMS], 
secondary-progressive [SPMS] and primary-progressive [PPMS]), optic 
neuritis antecedent, relapses in the preceding year and EDSS score were 
also recorded (see Table 1). These features, in combination with RNFL 
thicknesses, were the inputs of our predictive models, since they may 
significantly influence the classification decision [15,32]. 

2.2. OCT protocol 

Cirrus HD-OCT (model 4000; Carl Zeiss Meditec, Dublin, CA, USA) is 
a digital retinal imaging technology used to monitor axonal loss in MS 
patients. Depending on the protocol used, RNFL thickness can be 
measured in different areas of the retina: the peripapillary area (around 
the optic nerve) or the macular area (around the fovea). Specifically, we 
used the Optic Disc Cube 200 × 200 study protocol, which generates 

Table 1 
Clinical characteristics of healthy controls and multiple sclerosis (MS) patients, 
and retinal nerve fiber layer (RNFL) thickness measured by Cirrus high defini-
tion optical coherence tomography (HD-OCT) at baseline visit. P-value, based on 
Student’s t-test, shows the significance of the comparison between healthy 
controls and MS patients. Statistically significant differences (p < 0.05) are 
represented in bold. (BCVA: best-corrected visual acuity; RRMS: relapsing- 
remitting multiple sclerosis; SPMS: secondary-progressive multiple sclerosis; 
PPMS: primary-progressive multiple sclerosis; EDSS: expanded disability status 
scale).   

Healthy controls (n 
= 104) 

MS patients (n =
108) 

P-value 

Visit 0 
General parameters   
Age [years] 40.74 ± 13.13 43.16 ± 10.95 0.146 
Sex (M − F) 35–69 34–74  
BCVA [Snellen] 0.84 ± 0.38 0.91 ± 0.28 0.127 
OCT parameters – RNFL thickness   
Peripapillary thickness 

[μm] 
100.16 ± 10.09 86.08 ± 16.10 <0.001 

Superior thickness [μm] 125.63 ± 16.70 108.67 ± 20.84 <0.001 
Nasal thickness [μm] 74.70 ± 15.95 71.69 ± 17.04 0.186 
Inferior thickness [μm] 130.45 ± 17.69 109.99 ± 26.90 <0.001 
Temporal thickness [μm] 69.51 ± 13.69 55.60 ± 14.82 <0.001 
Foveal thickness [μm] 235.46 ± 42.26 271.94 ± 28.52 <0.001 
MS parameters 
MS duration [years] - 10.15 ± 8.30  
MS subtype (RRMS – SPMS 

– PPMS) 
- 85–17–6  

Optic neuritis antecedent 
(Yes – No) 

- 34–74  

Relapse in preceding year 
(Yes – No) 

- 32–76  

EDSS score - 2.65 ± 1.97   
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200 × 200 cube images enabling analysis of a 6 mm3 volume around the 
optic nerve (Fig. 1). The OCT system automatically identifies the centre 
of the papilla and creates a circle-shaped sweep of 3.46 mm in diameter. 
This protocol calculates mean RNFL thickness by first determining the 
values corresponding to each of 4 quadrants into which the peripapillary 
area is divided (superior, nasal, inferior and temporal). In addition, we 
used the Macular Cube 200 × 200 study protocol, which scans an area of 
6 × 6 mm covering the macula. As can be seen in Fig. 1, early treatment 
diabetic retinopathy study (ETDRS) grid is automatically centered on 
the fovea with fovea finder. With this grid, 9 macular areas can be 
measured (central fovea, inner superior, inner nasal, inner inferior, 
inner temporal, outer superior, outer nasal, outer inferior and outer 
temporal). However, for this study only foveal thickness was collected. 

The image quality of the OCT device is based on the signal strength 
measurement, which combines the signal-to-noise ratio with the uni-
formity of the signal within a scan. The quality score ranges from 
0 (poor) to 10 (excellent). Only images with a quality score of ≥7 were 
included in our analysis. 

2.3. Machine learning 

The performance of different classification algorithms for classifying 
between healthy controls and MS patients, and for predicting disability 
course of MS patients was tested. These algorithms were implemented 
using the Statistics and Machine Learning Toolbox and Deep Learning 
Toolbox in Matlab (version R2020b, Mathworks Inc., Natick, MA). 

2.3.1. Data preprocessing 
First, the dataset was divided into two subgroups: one to build the 

algorithm (training set) and another to validate it (validation set). The 
normalization used for numerical features begins with the training set 
normalization (mean of 0 and standard deviation of 1) and continues 
with the validation set normalization using mean and standard deviation 
from the training set. This procedure implies that algorithms do not have 
access to future information. Since machine learning algorithms need to 
work with numerical features, the categorical features (sex, MS subtype, 
optic neuritis antecedent and relapse in preceding year) were encoded 
into numerical values using one-hot encoding [33]. 

2.3.2. Feature selection 
In machine learning, a rule of the thumb is to have a number of cases 

per class of at least ten times the number of features. Therefore, feature 
selection was used in order to reduce the risk of overfitting and increase 
the model interpretability [34]. To do this selection, two method were 

tested: sequential forward selection (SFS) and least absolute shrinkage 
and selection operator (LASSO). 

SFS method attempts to minimize an objective function, the 
misclassification rate for classification models, over all feasible subsets 
of features. To do this, this sequential search algorithm adds features 
while evaluating the criterion until the addition of more features does 
not decrease the criterion. SFS is widely used for its simplicity and speed 
[35]. 

LASSO regression imposes a constraint on the model features that 
produces regression coefficients for some of these features to shrink 
toward zero taking into account the output of the model. Features with a 
regression coefficient equal to zero after the shrinkage process were 
removed from the dataset. By contrast, features with non-zero regression 
coefficients are strongly associated with the output [36,37]. 

2.3.3. Classifiers 
We tested several algorithms to analyse which one works best with 

our data. For each model, the optimal hyperparameters of the different 
classifiers were determined by hyperparameter optimization. This 
optimization attempts to minimize the cross-validation loss by varying 
the hyperparameters. 

2.3.3.1. Multiple linear regression. Multiple linear regression (MLR) is 
used to model the linear relationship between a dependent variable 
(response) and one or more independent variables (predictors). It is 
necessary that the independent variables are not highly correlated with 
each other. In case of two independent variables are highly correlated, 
only one of them should be used [38]. 

2.3.3.2. Support vector machine. Support vector machine is a robust 
binary classifier that calculates the optimal hyperplane separating 
different data classes [39]. This algorithm uses kernel functions to in-
crease the dimension of original data, increasing the possibility of hy-
perplane separability for non-separable problems [40]. For separable 
classes, the optimal hyperplane maximizes the space that does not 
contain any observations. For non-separables classes, the objective is the 
same, but the algorithm imposes a penalty for each observation that is 
on the wrong side, which helps to prevent overfitting. This penalty 
factor is represented by C and is called box constraint. In a dual opti-
mization problem, the Lagrange multipliers are bounded to be within 
the range [0, C], so C poses a box constraint. The kernel function was 
linear with a fixed value of kernel scale, the classifier divides all inputs 
by this value. Then, the algorithm applies the appropriate kernel norm 
to compute the Gram matrix. Using this procedure, SVM finds the 

Fig. 1. Schematic representation of the protocols 
used to measure the retinal nerve fiber layer 
(RNFL) thickness. Middle: cross section of a right 
eye retina to indicate the location of the optical 
coherence tomography (OCT) protocols in the 
macula and in the peripapillary area. Left: Optic 
Macular cube 200 × 200 based on early treat-
ment diabetic retinopathy study (ETDRS) grid to 
measure 9 macular areas (CF: central fovea; IS: 
inner superior; IN: inner nasal; II: inner inferior; 
IT: inner temporal; OS: outer superior; ON: outer 
nasal; OI: outer inferior; OT: outer temporal). 
Right: Optic Disc Cube 200 × 200 to analyse 
peripapillary area and 4 quadrants into which 
this area is divided (S: superior; N: nasal; I: 
inferior; T: temporal).   

A. Montolío et al.                                                                                                                                                                                                                               



Computers in Biology and Medicine 133 (2021) 104416

4

optimal hyperplane in the transformed predictor space. 

2.3.3.3. Decision tree. A decision tree classifier is composed of a root 
node, several internal nodes and several leaf nodes. The root node and 
the internal nodes include the test conditions of the features to distin-
guish between subjects having different qualities. The algorithm uses 
entropy to evaluate the degree of homogeneity of the sample. The 
construction of decision tree consists of finding a feature that returns the 
highest information gain [41]. As hyperparameters to control the depth 
of the trees, it is necessary to set the minimum number of leaf node 
observations and the minimum number of branch observations. 

2.3.3.4. K-nearest neighbours. This algorithm classifies data according 
to the class of their nearest neighbours. K-NN classification consists of 2 
stages: determination of the nearest neighbours and determination of 
the class based on those neighbours [42]. In this algorithm, the number 
of nearest neighbours and the distance metric between neighbours were 
the hyperparameters to optimize the structure. The number of neigh-
bours it is very important because a very small number of these could be 
too sensitive to noise, which would increase the risk of overfitting. 

2.3.3.5. Naïve Bayes. Naïve Bayes (NB) classifier applies density esti-
mation to the data according to Bayesian theory, which assumes that 
predictors are conditionally independent [39,43]. There are several data 
distributions (kernel smoothing density estimation, multinomial, 
multivariate multinomial or normal) to model the data. One of the most 
used is kernel density estimation, this distribution is defined by a 
smoothing parameter called bandwidth. The bandwidth selection de-
fines the smoothness of the density plot. A small bandwidth leads to 
undersmoothing and a huge bandwidth lead to oversmoothing. There-
fore, it is preferable to choose a bandwidth as small as the dataset allows. 
However, there should be a balance between the bias of the estimator 
and its variance. 

2.3.3.6. Ensemble classifier. Ensemble classifier (EC) is a combination of 
multiple learning algorithms to allow a more flexible structure, 
obtaining a better performance [44]. The EC used here was boosting 
with several classification trees, so that each individual model learns 
from mistakes made by the previous one. For this binary classification, 
LogitBoost was the ensemble aggregation algorithm for training the 
ensemble of boosted classification trees using adaptive logistic regres-
sion [45]. The optimization searched over the number of ensemble 

Fig. 2. Schematic diagram of the inputs and 
outputs of the predictive models. A) Model 
for diagnosis of multiple sclerosis (MS). The 
input data consists of 9 features from 108 
MS patients and 104 healthy controls at the 
baseline visit. B) Model to predict the evo-
lution of disability state. The input data 
consists of 5 features from 82 MS patients at 
the baseline visit and the first two annual 
follow-up visits. These 5 features were 
selected after applying a feature selection by 
least absolute shrinkage and selection oper-
ator (LASSO) regression algorithm.   
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Fig. 3. A) Evolution of expanded disability status scale (EDSS) score from 82 patients with multiple sclerosis over 10 years of follow-up. B-G) Evolution of retinal 
nerve fiber layer (RNFL) thickness, which was analysed in the fovea and in the peripapillary area by optical coherence tomography (OCT), using Cirrus HD-OCT 
device, over the 10-year follow-up. Peripapillary area is divided into 4 quadrants (S: superior; N: nasal; I: inferior; T: temporal). 
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learning cycles, over the learning rate for shrinkage and over the min-
imum number of leaf node observations. The learning rate shrinks the 
contribution of each new classification tree that is added in the series. 
The output of this optimization was the EC with the minimum estimated 
cross-validation loss. 

2.3.3.7. Long short-term memory. Long short-term memory (LSTM) is a 
supervised recurrent neural network, characterized by implementation 
memory, which can be used to classify sequential data [46]. A bidirec-
tional LSTM layer learns bidirectional long-term dependencies between 
time steps of sequence data. These dependencies help the network learn 
from the complete time series at each time step. In this study, LSTM 
models were trained using back-propagation through time to predict the 
disability evolution using the time series of the 10-year follow-up. The 
architecture of the LSTM network consists of 5 layers. The network starts 
with a sequence input layer, which inputs the time series data into the 
network, followed by a bidirectional LSTM layer with several hidden 
units. The number of hidden layers corresponds to the information that 
is remembered between time steps. The network ends with a fully con-
nected layer, a softmax layer and a classification output layer. The size of 
the input layer corresponds to the number of features of the input data. 
The size of the fully connected layer is the number of classes. The soft-
max layer is a function that converts a vector of real values into a vector 
of real values that sum to 1, so that they can be interpreted as proba-
bilities. In this way, the scores are converted into a normalized proba-
bility distribution, which can be displayed to a user. 

The stochastic gradient descent algorithm evaluates the gradient and 
updates the parameters at each iteration using a subset of the training 
data, called mini-batch. The complete passage of the training algorithm 
over the entire training set using mini-batches is an epoch. A sensitivity 
analysis was performed to determine the value of the adjustable pa-
rameters (hidden layers, epochs and mini-batch size). This sensitivity 
analysis consisted of performing several experiments to know whether 
the results change when something changes in the way the data analysis 
is approached. To determine the optimal value of each parameter, it was 

varied while the rest of the parameters were left fixed. 

2.3.4. Cross-validation 
Since our dataset was not very large, the use of hold-out validation 

would not be appropriate. As is well known in machine learning, the 
smaller the data, the higher the probability of overfitting. In this respect, 
cross-validation was used to minimize the risk of overfitting. Further-
more, k-fold cross-validation ensures that the final results were inde-
pendent of the initial division [45]. This method consists of dividing the 
initial dataset into k groups, using k-1 groups to train the algorithm and 
the remaining group to validate it. The validation group changes k times 
and the final precision is determined by computing the mean precision 
of these k validation groups. Following the general consensus in the data 
mining community, 10-fold cross-validation was performed since this 
method constitutes an effective compromise between accuracy and 
computational cost [47]. 

2.3.5. Model performance 
Confusion matrix and receiver operating characteristic (ROC) curve 

were generated in order to quantify the predictive performance of each 
model. In this way, accuracy, sensitivity, specificity and precision were 
determined. The area under the curve (AUC) was used to select the best 
machine learning algorithm. Classifier performance was quantified 
based on the AUC as follows: excellent (0.9–1), good (0.8–0.9), mod-
erate (0.7–0.8) and fair (<0.7). Moreover, false positives (FP) and false 
negatives (FN) were analysed to identify which input data were more 
critical for a misclassification. 

2.4. MS diagnosis model 

This first model was developed to validate the use of RNFL thickness 
as MS biomarker. It can be said that our dataset is balanced since there 
are almost the same number of healthy controls and MS patients. Data 
from 108 MS patients and 104 healthy controls collected at the baseline 
visit (visit 0) were used. These data were general parameters and OCT 

Table 2 
Clinical characteristics and retinal nerve fiber layer (RNFL) measurements of both multiple sclerosis (MS) patient populations (non-worsening and worsening) at visits 
0, 1 and 2. P-value, based on Student’s t-test, shows the significance of the comparison between non-worsening patients and worsening patients. Statistically significant 
differences (p < 0.05) are represented in bold. (BCVA: best-corrected visual acuity; OCT: optical coherence tomography; RRMS: relapsing-remitting multiple sclerosis; 
SPMS: secondary-progressive multiple sclerosis; PPMS: primary-progressive multiple sclerosis; EDSS: expanded disability status scale).   

Non-worsening 
(n = 45) 

Worsening (n 
= 37) 

P-value Non-worsening 
(n = 45) 

Worsening (n 
= 37) 

P-value Non-worsening 
(n = 45) 

Worsening (n 
= 37) 

P-value 

Visit 0 Visit 1 Visit 2 

General parameters 
Age [years] 45.10 ± 11.01 39.16 ± 9.29 0.011 46.64 ± 10.98 40.38 ± 9.24 0.007 47.85 ± 11.50 41.50 ± 8.26 0.006 
Sex (M − F) 15–30 12–25  15–30 12–25  15–30 12–25  
BCVA [Snellen] 0.91 ± 0.26 0.90 ± 0.29 0.920 0.89 ± 0.28 0.90 ± 0.30 0.944 0.89 ± 0.27 0.89 ± 0.29 0.984 
OCT parameters – RNFL thickness 
Peripapillary thickness 

[μm] 
84.88 ± 15.69 94.09 ± 16.05 0.011 80.81 ± 13.68 90.19 ± 14.32 0.003 77.46 ± 12.70 86.84 ± 12.89 0.001 

Superior thickness [μm] 103.89 ± 22.69 116.78 ±
18.47 

0.007 102.56 ± 18.09 114.68 ±
17.18 

0.003 97.12 ± 18.05 112.24 ±
17.62 

<0.001 

Nasal thickness [μm] 70.24 ± 19.43 73.68 ± 17.54 0.408 65.46 ± 16.13 70.59 ± 19.20 0.192 62.91 ± 13.86 67.78 ± 14.34 0.123 
Inferior thickness [μm] 113.16 ± 20.94 121.14 ±

26.99 
0.136 105.96 ± 20.37 115.57 ±

23.92 
0.053 101.62 ± 19.31 110.22 ±

21.22 
0.059 

Temporal thickness 
[μm] 

53.71 ± 15.64 64.78 ± 16.75 0.003 49.36 ± 13.97 61.59 ± 12.46 <0.001 47.82 ± 13.85 56.41 ± 13.69 0.006 

Foveal thickness [μm] 278.60 ± 30.49 279.86 ±
25.85 

0.842 274.87 ± 23.61 280.81 ±
25.73 

0.842 266.31 ± 23.88 268.84 ±
29.64 

0.670 

MS parameters 
MS duration [years] 12.98 ± 9.06 6.70 ± 5.72 <0.001 14.40 ± 9.14 7.82 ± 5.68 <0.001 15.62 ± 9.33 9.05 ± 5.71 <0.001 
MS subtype (RRMS – 

SPMS – PPMS) 
40–5–0 36–0–1  40–5–0 36–0–1  40–5–0 36–0–1  

Optic neuritis 
antecedent (Yes – No) 

14–31 11–26  14–31 11–26  14–31 11–26  

Relapse in preceding 
year (Yes – No) 

9–36 11–26  2–43 9–28  4–40 7–30  

EDSS score 3.52 ± 2.02 1.58 ± 1.27 <0.001 3.64 ± 2.03 1.65 ± 1.56 <0.001 4.04 ± 2.13 1.88 ± 1.68 <0.001  
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parameters: age, sex, BCVA and the 6 RNFL thicknesses measured by 
OCT (Fig. 2A). Therefore, we characterized each subject using a total of 
9 features. Comparison between data from MS patients and healthy 
controls was performed using Student’s t-test (see Table 1). In this case, 
we had more than 90 subjects in each class, so feature selection was not 
necessary. 

2.5. MS disability course prediction model 

The next step was to develop a predictive model to assess the ability 
of RNFL thickness to accurately predict the progression of MS-associated 
disability in the long term. To do that, a 10-year longitudinal study was 
performed in 82 MS patients. Fig. 3 shows the evolution of EDDS score 

and RNFL data. An increase in EDSS score (Fig. 3A) and a decrease in 
RNFL thickness (Fig. 3B–G) were observed during follow-up. This model 
used data collected at the baseline visit (visit 0) and the first two annual 
follow-up visits (visits 1 and 2), and was designed to predict the 
disability course of MS patients at the final visit of the 10-year follow-up 
(i.e. 8 years later) (Fig. 2B). The features for this predictive model were 
general parameters, OCT parameters and MS parameters: age, sex, 
BCVA, the 6 RNFL thicknesses, MS duration, MS subtype, optic neuritis 
antecedent, relapse in preceding year and EDSS. Whereas age, sex, MS 
duration, MS subtype, optic neuritis antecedent were introduced only at 
baseline visit; BCVA, relapse in preceding year, EDSS score and the 6 
RNFL thickness were taken into account at visits 0, 1 and 2. 

In this prediction, the output was “worsening” or “non-worsening” in 

Fig. 4. Confusion matrix and receiver oper-
ating characteristic (ROC) curve, with area 
under curve (AUC), of the best algorithm for 
each predictive model. Middle: predictive 
accuracy for multiple sclerosis (MS) diag-
nosis model and MS disability course pre-
diction model using 7 machine learning 
techniques: multiple linear regression 
(MLR), support vector machine (SVM), de-
cision tree (DT), k-nearest neighbours (k- 
NN), Naïve Bayes (NB), ensemble classifier 
(EC) and long short-term memory (LSTM). 
The best algorithm for each model is high-
lighted by striped bars. LSTM was only 
tested for MS disability course prediction. 
Top: results using EC for MS diagnosis (ac-
curacy: 87.7%; sensitivity: 87.0%; speci-
ficity: 88.5%; AUC: 0.8775). Bottom: results 
using LSTM for MS disability course predic-
tion (accuracy: 81.7%; sensitivity: 81.1%; 
specificity: 82.2%; AUC: 0.8165).   
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EDSS score at the target visit. We defined “worsening” as an increase of 1 
or more points in EDSS between visit 2 and the final visit of the 10-year 
follow-up (ΔEDSS ≥ 1). And “non-worsening” represented patients 
whose EDSS value increased less than 1 point or decreased (ΔEDSS < 1). 
In our dataset, 37 patients were worsening and 45 patients were non- 
worsening, so these classes were balanced. The statistical analysis of 
the input features of these two classes can be seen in Table 2, where 
significant differences (p < 0.05) are represented in bold. 

As mentioned before, there were 14 inputs and we had less than 140 
MS patients per class, so feature selection was necessary. Both SFS and 
LASSO were used to perform the feature selection and the resulting 
dataset after applying LASSO showed the best model performance (see 
Fig. S1). In this way, 5 features were chosen: MS duration, relapse in 
preceding year, EDSS score, temporal RNFL thickness and superior RNFL 
thickness (Fig. 2B). In this way, the reduced dataset was MS duration at 
baseline visit; relapse in preceding year, EDSS score, temporal RNFL 
thickness and superior RNFL thickness at visits 0, 1 and 2. 

3. Results 

As described above, 7 different classification algorithms were used to 
analyse the predictive accuracy of these two models. LSTM was only 
used for MS disability course prediction. While only the most relevant 
findings are discussed here, the complete results obtained for each 
classification algorithm are summarized in Fig. 4. The optimal value of 
the hyperparameters of each algorithm is shown in Table S1. 

3.1. MS diagnosis model 

The model for MS diagnosis was designed to classify subjects as MS 
patients or healthy controls based on age, sex, BCVA and RNFL mea-
surements (9 features) acquired at the baseline visit. Whereas age, sex, 
BCVA and nasal thickness did not differ significantly between classes, 
the differences in peripapillary, superior, inferior, temporal and foveal 
thickness were significant (Table 1). The best result was obtained using 
EC, this algorithm correctly classified 186 out of 212 subjects (12 FP and 

Fig. 5. Numerical feature analysis of false positives and false negatives for multiple sclerosis (MS) diagnosis model and MS disability course prediction model. The 
Silhouette value of each feature was calculated to compare false positives and false negatives with healthy controls and MS patients for MS diagnosis model, and with 
worsening and non-worsening for MS disability course prediction model (see Supplementary Material Fig. S1). Values close to +1 suggest that the subject is well 
matched to the assigned cluster, values close to 0 indicate that the subject coincides with the boundary between the two clusters and values close to − 1 suggest that 
the subject may be assigned to the wrong cluster. 
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14 FN, see confusion matrix in Fig. 4). Thus, the best accuracy for MS 
diagnosis was 87.7% (sensitivity: 87.0%; specificity: 88.5%; precision: 
88.7%; AUC: 0.8775). The optimal hyperparameters of EC were: 100 
classification trees, 0.196 learning rate and 1 minimum observation for 
leaf nodes. 

The k-NN algorithm showed an accuracy of 85.4% with the use of 7 
nearest neighbours and the Euclidean distance as distance metric be-
tween them (sensitivity: 83.3%; specificity: 87.5%; precision: 87.4%; 
AUC: 0.8542). With SVM the accuracy was 84.4% (sensitivity: 85.2%; 
specificity: 83.7%; precision: 84.4%; AUC: 0.8442). After optimizing the 
hyperparameters, box constraint was set to 1.752 and kernel scale to 
0.055. 

3.2. MS disability course prediction model 

In this model, we evaluated the ability of the model to predict 
whether the degree of disability of a given MS patient would worsen or 
not. This predictive model used data from 82 MS patients acquired at 3 
consecutive visits (baseline and annual follow-up visits 1 and 2) to 
predict the disability course of each patient at year 10. It can be seen that 
the reduced dataset, after the application of LASSO regression, corre-
sponds to the input features whose difference was the most significant 
(p < 0.001) (see Table 2). The predictions generated by LSTM neural 
network were correct in 67 of 82 cases (8 FP and 7 FN, see confusion 
matrix in Fig. 4) giving an accuracy of 81.7% (sensitivity: 81.1%; 
specificity: 82.2%; precision: 78.9%; AUC: 0.8165). This result was ob-
tained with the following structure: 30 hidden layers, 30 epochs and a 
mini-batch size of 20. Regarding hidden layers, the performance 
increased as the number of hidden layers increased up to 30 layers, from 
that point the performance was constant. For epochs and mini-batch 
size, the performance increased until reaching 30 epochs and a size of 
20, and then the performance started to decrease. 

SVM, MLR and k-NN also showed a good performance, correctly 
classifying 66 out of 82 MS patients. The optimal SVM structure was a 
box constraint of 2.120 and a kernel scale of 2.610 (accuracy: 80.5%; 
sensitivity: 83.8%; specificity: 77.8%; precision: 75.6%; AUC: 0.8078). 
In the case of k-NN, the hyperparameter optimization showed 13 
neighbours as the optimal number of nearest neighbours and stan-
dardized Euclidean distance as the distance metric between neighbours 
(accuracy: 80.5%; sensitivity: 75.7%; specificity: 84.4%; precision: 
80.0%; AUC: 0.8006). As can be seen in Fig. 4, the same accuracy was 
obtained using MLR (accuracy: 80.5%; sensitivity: 78.4%; specificity: 
82.2%; precision: 78.4%; AUC: 0.8030). The rest of the classifiers 
showed moderate performance (AUC < 0.8). 

3.3. Misclassified subjects 

In order to understand why some subjects were misclassified, the 
features of each individual subject were analysed. Each input feature of 

a specific subject was studied to check if its value was more related to 
one class or the other, i.e. healthy control or MS patient for the first 
model and non-worsening or worsening for the second one. To do that, 
Silhouette value of each numerical input variable was calculated to 
compare the 12 FP and 14 FN with healthy controls and MS patients in 
case of MS diagnosis model, and the 8 FP and the 7 FN with worsening 
and non-worsening for MS disability course prediction. The Silhouette 
method measures how close each data point is to its own cluster 
compared to other clusters, this measure ranges from − 1 to +1 [48]. A 
Silhouette value near +1 indicates that the data point is well matched to 
its own cluster and poorly matched to neighbouring clusters, a value of 
0 suggests that the data point is on the decision boundary between two 
neighbouring clusters and negative values indicate that those data 
points might have been assigned to the wrong cluster. The Silhouette 
value of each numerical input variable, for each visit used in our pre-
dictive models, of FP and FN is available in the Supplementary Material. 
These data are summarized in Fig. 5. 

The features whose mean Silhouette value was negative could cause 
a misclassification in our models because their values would be more 
related to the opposite group. First, paying attention to MS diagnosis 
model, the features with lowest Silhouettes values were: BCVA and 
foveal thickness for FP, and peripapillary, superior and inferior thick-
ness for FN. Second, in the MS course prediction model, MS duration and 
EDSS score had values near − 1 for FP. However, there are no features 
with values close to − 1 for FN. 

4. Discussion 

Machine learning is based on the use of mathematical algorithms 
that seek to match input and output data, and is emerging as a very 
useful tool in many scientific fields. These algorithms can be used to 
improve the diagnosis of certain diseases and to aid clinicians in 
selecting the most appropriate therapy for a given patient [18,41,49]. 
More specifically, classification algorithms can use clinical data to 
improve diagnosis and predict the disease progression in MS patients 
[17,23]. In the present study, we evaluate the utility of machine learning 
techniques to diagnose MS disease and provide long-term predictions of 
the degree of disability in MS patients based on clinical data and RNFL 
thickness measurements acquired by OCT. This imaging technique offers 
certain advantages over other techniques, such as MRI, since it provides 
a rapid, cost-effective, and non-invasive means to evaluate RNFL 
thickness [17]. 

It is known that RNFL thickness is a very useful parameter to di-
agnose this disease [50] and, with our results, this fact has been 
corroborated, establishing this layer of the retina as a MS biomarker 
[51]. In addition, the significance of each RNFL thickness was analysed 
to find out which are the most important areas for MS diagnosis. The 
difference of RNFL thickness between MS patients and healthy controls 
was statistically significant in peripapillary area where superior, inferior 

Table 3 
Quantitative performance comparison of the best diagnostic methods for multiple sclerosis (MS) disease. Results of MS diagnosis using optical coherence tomography 
(OCT) from related works are compared. The following data are shown: OCT device, study population, classifier and model assessment. We indicated n/a when data 
were not available in the study. (ANN: artificial neural network; DT: decision tree; SVM: support vector machine; EC: ensemble classifier).  

Study Data type MS 
patients 

Healthy 
controls 

Classifier Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Precision 
(%) 

AUC 
(%) 

MS diagnosis model   
Garcia-Martin et al. (2013) [4] Spectralis 

OCT 
106 115 ANN n/a n/a n/a n/a 94.5 

Garcia-Martin et al. (2015) [16] Spectralis 
OCT 

112 105 ANN 88.5 89.3 87.6 88.5 n/a 

Pérez del Palomar et al. (2019) 
[17] 

SS-OCT Triton 80 180 DT 97.2 95.5 97.8 94.1 99.5 

Cavaliere et al. (2019) [18] SS-OCT Triton 48 48 SVM 90.6 89.8 91.5 91.7 97.0 
Garcia-Martin et al. (2021) [19] SS-OCT Triton 48 48 ANN 97.9 97.9 97.9 97.9 n/a 
Our work Cirrus HD- 

OCT 
108 104 EC 87.7 87.0 88.5 88.7 87.8  
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and temporal quadrants were also significant, highlighting the temporal 
quadrant. This difference turned out to be significant in the fovea, 
corroborating the importance of macular area [17]. 

Our results are totally in accordance with other works [52–54]. 
These studies establish that, although axonal loss diffusely affects RNFL 
thickness throughout the peripapillary area, the temporal quadrant is 
the most affected area in MS patients from early stages of the disease, 
even without previous optic neuritis episodes. Some authors suggest 
that, because the temporal quadrant of the optic disc is relatively thinner 
than other quadrants, atrophy is noted from earlier stages [52]. Other 
authors, including our group, suggest that this temporal thinning reflects 
a predominant involvement of the fovea and the papillomacular bundle, 
which is the structure that transmits information from the fovea. The 
fovea is the central macular structure and is primarily responsible for 
detailed visual and color functions, which are affected in MS. Therefore, 
a reduction in macular volume is also observed in these patients, espe-
cially in the nasal sectors of the macula, which correspond to the pap-
illomacular bundle [55]. 

As can be seen in Table 3, RNFL thickness, measured by different 
OCT devices, has been evaluated to train classifiers for MS diagnosis. 
Garcia-Martin et al. used Spectralis OCT in combination with ANN, 
obtaining an AUC of 94.5% [4] and an accuracy of 88.5% [16]. Other 
studies employed SS-OCT Triton to measure the RNFL thickness and the 
results were: an accuracy of 97.2% with DT [17], 90.6% with SVM [18] 
and 97.9% with ANN [19]. Whereas we have used RNFL thickness 
measured by Cirrus HD-OCT and the best classifier was EC with an ac-
curacy of 87.7%. The results of these studies could indicate that the best 
OCT device for MS diagnosis, using machine learning techniques, would 
be SS-OCT Triton. However, the study populations with this OCT device 
were either too small or imbalanced. Therefore, a more significant result 
would be an accuracy of 88.5%, obtained by Garcia-Martin et al. [16] 
with ANN, very similar to ours. 

Previous studies [7,26,56] have reported associations between RNFL 
thickness and MS disability course, suggesting that the retina may also 

be a reliable biomarker of the progression of this neurodegenerative 
disease. However, it was not possible to establish a direct relationship 
between disability and RNFL thickness. First, RNFL thinning is not 
caused exclusively by MS, but is also affected by aging [57–59]. Second, 
there is marked variation in RNFL thickness among MS patients [7,27, 
60]. For these reasons, we examined the potential utility of machine 
learning techniques to predict the progression of disability in MS 
patients. 

In this study, for MS disability course prediction, it has been distin-
guished between two classes (worsening versus non-worsening). As can 
be seen in Table 2, input features such as age, MS duration, EDSS, per-
ipapillary, superior and temporal thicknesses were significant (p <
0.05). However, after feature selection by LASSO, only the most signif-
icant features were used (p < 0.001). These results are in line with the 
findings of the work by Birkeldh et al. [54] in which it was shown that 
the temporal quadrant was highly associated with the EDSS score. 
Higher EDSS values correspond to a significant RNFL reduction in per-
ipapillary, superior and temporal thicknesses for non-worsening pa-
tients. The reason for that was well explained in our previous study [7], 
MS patients with greater disability have a lower RNFL thickness because 
the most part of this thinning occurs during the initial stages of the 
disease (before the onset of significant disability). 

Several studies have assessed the ability of machine learning tech-
niques to predict the short-term progression of MS. These studies used 
datasets with information from MRI, EP or CSF analysis and tested 
different classifiers to predict the disability progression in MS patients 
(see Table 4). However, none of these studies has evaluated the use of 
RNFL thickness to predict the long-term progression of MS-associated 
disability. Therefore, our study is the first to apply machine learning 
techniques to OCT data obtained from a 10-year longitudinal study. The 
progression was based on the variation of EDSS score in the majority of 
the works [21–24], although some studies also predicted the progression 
or not from RRMS to SPMS form of the disease [24,25]. The time from 
the last data point used to train the predictive model to the output time 

Table 4 
Quantitative performance comparison of the best methods for disability course prediction in multiple sclerosis (MS) patients. Data type indicates the source of the data 
used. Data from represents the data points used to train the predictive model and prediction time is the time from the last data point to the output time. The studies had 
different output types, these are based on the variation of the expanded disability status scale (ΔEDSS) or on the evolution from relapse-remitting (RR) to secondary- 
progressive (SP) form of the disease. Study population, classifier and model assessment are also shown. We indicated n/a when data were not available in the study. 
(MRI: magnetic resonance imaging; EP: evoked potential; CSF: cerebrospinal fluid; OCT: optical coherence tomography; SVM: support vector machine; CNN: con-
volutional neural network; RF: random forest; LSTM: long short-term memory).  

Study Data 
type 

Data 
from 

Pred. 
time 

Output type 
(positives vs 
negatives) 

Positive 
patients 

Negative 
patients 

Classifier Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

Precision 
(%) 

AUC 
(%) 

MS disability course prediction model 
Zhao et al. 

(2017) [21] 
MRI 3 

years 
2 
years 

ΔEDSS ≥ 1.5 
vs 
ΔEDSS < 1.5 

212 362 SVM 71.0 65.0 74.0 n/a n/a 

Tousignant 
et al. (2019) 
[22] 

MRI 1 year 1 year ΔEDSS ≥
1.5/1/0.5 vs 
ΔEDSS <
1.5/1/0.5 

103 980 CNN n/a n/a n/a n/a 70.1 

Yperman et al. 
(2020) [23] 

EP 2 
years 

2 
years 

ΔEDSS ≥ 1/ 
0.5 vs 
ΔEDSS < 1/ 
0.5 

46 373 RF n/a n/a n/a n/a 75.0 

Pinto et al. 
(2020) [24] 

MRI 
CSF 
EP 

2 
years 

4 
years 

RR to SP vs 
otherwise 

21 166 SVM n/a 76.0 0.77 n/a 86.0  

MRI 
CSF 
EP 

2 
years 

4 
years 

EDSS ≥ 3 vs 
EDSS < 3 

38 107 SVM n/a 84.0 81.0 n/a 89.0 

Seccia et al. 
(2020) [25] 

MRI 
Liquor 

1 year 2 
years 

RR to SP vs 
otherwise 

1168 207 SVM 87.8 77.3 87.9 9.3 n/a  

MRI 
Liquor 

6 
years 

2 
years 

RR to SP vs 
otherwise 

1168 207 LSTM 98.0 67.3 98.5 42.7 n/a 

Our work OCT 3 
years 

8 
years 

ΔEDSS ≥ 1 vs 
ΔEDSS < 1 

37 45 LSTM 81.7 81.1 82.2 78.9 81.7  
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was usually 1 or 2 years, but Pinto et al. predicted the disability course 4 
years later with an AUC of 89% using SVM [24]. Seccia et al. tested 
LSTM trained with 6 data points to predict the disability course 2 year 
later obtaining a high accuracy and specificity but low sensitivity and 
precision because their data were class-imbalanced [25]. To obtain a 
significant result, several factors should be taken into account. First, it is 
necessary a balance between the data points used for training and the 
prediction time since it is desirable to achieve a good prediction with the 
lowest number of progression years. Secondly, the dataset should be 
balanced to obtain a good performance in all parameters of the predic-
tive model evaluation. For these reasons, we have used 3 data points 
from a class-balanced dataset to predict the disability progression 8 
years later with an accuracy of 81.7% using LSTM. 

While our findings constitute an important step towards patient- 
specific prediction of the course of MS, our results should be inter-
preted considering several limitations. Our predictive models are largely 
based on OCT data. However, the use of OCT devices in combination 
with other techniques such as MRI, EP or CSF analysis could improve the 
model performance. Given that the quality of OCT data directly in-
fluences the results, the precision of the OCT device must also be 
considered. Moreover, these data should be used in combination with 
clinical data, such as the EDSS score. Although EDSS score is considered 
the most useful tool for measurement of MS progression and is assumed 
by many neurologists to directly determine worsening/non-worsening, 
this variable has some drawbacks in terms of reliability and sensitivity 
[61]. Our progression prediction was defined as a variation in EDSS 
score (ΔEDSS), so it is a qualitative prediction because the value of the 
disability state is not predicted. Besides, it should be borne in mind that 
the treatment regimens of MS patients, which were not considered when 
developing our models, could potentially influence disease course. 

The heterogeneity of our sample population should also be noted. 
Patients began the follow-up at different stages of disease progression 
and, therefore, there was considerable variation among patients in MS 
duration at baseline and consequently in EDSS score. However, since MS 
progression in each patient was measured relative to their baseline EDSS 
score, this variation would not affect our results. Furthermore, although 
our study population included patients with all subtypes of this disease, 
RRMS clearly predominated, as shown in Table 1. 

Taking into account the numerical input features used in the models, 
we analysed the reasons why some subjects could have been incorrectly 
classified. As can be seen in Fig. 5, for MS diagnosis model, BCVA and 
foveal thickness for FP; and peripapillary, superior and inferior thick-
ness for FN had values closer to the wrong class than the correct one (i.e. 
Silhouette values near − 1), and this fact could confuse algorithms. In 
case of MS disability course prediction, MS duration and EDSS score 
were the most confusing variables for FP, while there are no features 
with mean Silhouette value near − 1 for FN. These results could indicate 
that subjects with values closer to those of the opposite class in some 
significant variable could be misclassified. Machine learning techniques 
have great potential to improve the diagnosis and treatment of MS, but it 
is important that they are used in conjunction with large datasets that 
appropriately represent all cases. 

Although more longitudinal studies of MS patients from other parts 
of the world will be required to validate the predictive models presented 
here, our results indicate that RNFL thickness measured by OCT is a 
useful biomarker to establish an early diagnosis and predict the pro-
gression of MS, in line with the findings of previous studies [62,63]. For 
this reason, we support the proposal of several authors to review the 
approach for MS diagnosis [64]. Currently, MS diagnosis requires a large 
number of tests, including MRI to detect MS lesions in the brain tissue, 
the analysis of CSF samples and multiple EP tests to detect possible 
decreases in the rate of neurotransmission in the CNS. Visual evoked 
potential (VEP) and auditory evoked potential (AEP) are measures of 
CNS activity in response to light and acoustic stimuli, respectively. 
Another less commonly used test is somatosensory evoked potential 
(SSEP) testing, which is used to detect deficits in electrical activity in the 
spinal cord by applying electrical stimuli to the wrist, the back of the 
knee, or other locations. These all procedures are time-consuming. 

The same happens to design an appropriate treatment for a MS pa-
tient. First, a neurologist evaluates the disability state by establishing 
the EDSS value. Then, MRI and EP tests are performed to detect lesions 
in the CNS. Thus, the neurologist prescribes a treatment without any 
prior information of the MS progression for that specific patient. In this 
work, we propose that OCT data should be used in combination with 
artificial intelligence to MS diagnose and predict MS course (see Fig. 6). 
OCT is an objective and reproducible test that can be completed in as 

Fig. 6. Flowchart of the treatment process for MS patients. The top row shows the methodology currently implemented in most hospitals: magnetic resonance 
imaging (MRI) to detect changes in brain volume; visual evoked potential (VEP) and auditory evoked potential (AEP) tests to analyse central nervous system (CNS) 
response. The middle row shows our proposed method, based on the use of retinal nerve fiber layer (RNFL) thickness together with artificial intelligence (AI) to 
predict the progression of MS-associated disability and thus to be able to apply a more specific treatment. The bottom row depicts the proposed method following 
incorporation of classification algorithms into optical coherence tomography (OCT) devices after prior validation of our predictive models. In all cases, a neurologist 
must establish the disability state using the expanded disability status scale (EDSS). 
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little as 2 min by non-specialized personnel without exposing the patient 
to radiation or causing any discomfort [18]. Moreover, OCT devices are 
available in practically any hospital and even in some outpatient 
centres. 

This would be of significant benefit to clinicians, who could select 
more specific and appropriate treatments based on the predicted disease 
course for a given patient. Moreover, as can be seen in Fig. 6, this 
approach would help to reduce waiting times and improve the overall 
quality of life of MS patients. To make this possible, it will be necessary 
to validate the predictive models presented here in other populations in 
order to incorporate these algorithms into OCT devices, improving the 
diagnosis and disability prediction of MS. 
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