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Echo chamber formation sharpened by priority users

Henrique Ferraz de Arruda,1,2,5,* Kleber Andrade Oliveira,1 and Yamir Moreno1,3,4
SUMMARY

On social media platforms, priority users (e.g., verified profiles on X) are users whose posts are promoted
by recommendation algorithms. However, their influence on opinion dynamics, in particular polarization
and echo chamber formation, is not well understood. Through computational modeling, we investigate
this influence in a stylized setting. By introducing priority user accounts, we find that prioritization can
mitigate polarization. However, by incorporating stubborn user behavior, we find that the results change
and that priority accounts can exacerbate the formation of echo chambers. In other words, a minority
of extremist ideologues can trigger a transition from consensus to polarization. Our study suggests
careful monitoring of platform prioritization policies to prevent potential misuse of users with enhanced
influence.

INTRODUCTION

After undergoing a recent shift in its business model, X (formerly called Twitter), a well-studied social media platform,1 has introduced sub-

stantial revisions to its verification policy (from now on, we refer to Twitter as X). Users labeled as verified by the platform went from being

‘‘active, notable, and authentic’’2 to those who meet substantially more permissive criteria3 and pay a monthly fee to a subscription plan.

The benefits of the subscription involve forms of algorithmic boosting, such as prioritized ranking in replies and searches. However, inadver-

tently promoting these users may trigger unknown macroscopic effects in the system, especially regarding opinion dynamics.4 Given this

problem, our paper addresses the following research question: what is the effect of inadvertent social media content promotion on opinion

polarization and the formation of echo chambers?

Social media platforms implemented verification processes to label some users differently than the rest. On Facebook5 and Instagram,6 it

means the platform itself vouches for the authenticity of the associated user account. Concurrently, the role influential individuals play in the

spread of information and opinion has been known from much before social media platforms.7,8 Hence, many people in society who are

famous or influential, regardless of social media, tend to rely on this feature so that their online influence is not misused or mischaracterized.

In prominent cases, a verified account of an influential individual is an active public speech stage where they can perform and carry marketing

or political campaigns.9

The rules for each verification procedure and benefits associated with verified accounts change according to the business model of the

platform. As a consequence, there has been much debate10–13 about how these verified users exert more influence compared to the other

users. In the case of X, the change of verification policy has been a cause for concern for institutions that design policies involving situations

affected by opinion polarization. For instance, the French Commission for Campaign Accounts and Political Financing (CNCCFP) decided not

to allow candidates to subscribe to X’s new verification system ahead of the 2024 French elections.14 They understand the subscription con-

stitutes an increase of visibility and reach of the subscribed account and, hence, a form of sponsored advertising.

It is not surprising to see policymakers acting preemptively toward perturbation on already polarized scenarios. Opinion polarization is not

an easy phenomenon to intervene or control, and as such has been increasingly studied because it is critical to public debate and collective

decisions.15,16 Many researchers turned their attention to studying this phenomenon ever since measurement via social media data17–19

become available, particularly in significant periods (such as upcoming elections or referenda) of democracies around the world.20–23

Computational models of opinion dynamics have been developed to explain the formative mechanisms behind polarization.24 Agent-

based models are a class of such models that computationally simulate the system through numerous agents whose automated behavior

is ore-specified by a set of rules. The majority of the agent-based models encode opinion mechanisms formed from the interaction among

agents.25–29 As a result, network descriptions are largely used in the field. For instance, the persuasion mechanism, characteristic of social

networks, has been modeled in the Sznajd model.30,31 Adaptive networks have also been modeled and thus identified as a mechanism

for forming echo chambers.32–34 In addition, some models have incorporated ingredients of real social media, such as,29 which took into ac-

count the mechanisms of posting, reposting, and three strategies for changing friendships.
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In tandemwith the change in the verification policy, X also started to limit its data access to researchers. To explore the implications of the

platform alterations, we approach our research question computationally by incorporating heterogeneous content promotion into an agent-

based simulation of opinion dynamics in a social media setting through different types of users. We modify a previously developed opinion

model35 on adaptive networks to incorporate heterogeneous user behavior. This model was capable of reproducing many opinion config-

urations (from consensus to echo chambers) even with its previous setup (homogeneous user behavior). This model was also found to repro-

duce real data on X in terms of polarization and echo chamber formation. Valensise et al.36 conducted tests on similar mechanisms to verify

which has better data support from different social media platforms. They found that the opinionmodel by Arruda et al., which we developed

from, was better suited to reproducepolarizationmeasurements fromX than other socialmedia platforms, adding to the results of the original

paper.35

In this study, we investigate the effects of priority accounts on social media. We start by implementing priority users in the agent-based

simulation and testing how they influence macroscopic measures of polarization. After this, we incorporate the behavior of stubborn

users37–39. Here, we use the terms stubborn and zealot interchangeably. We also study whether the effect of stubborn users is stronger

when they have priority accounts. All stubborn users with a priority account are defined here as ideologues. By varying the users and their

priority, we study how far the gain of influence from prioritization can be pushed toward perturbing the dynamics. To do so, we investigate

content promotion of extremist or centrist users via the priority policy.

To adequately measure echo chamber formation, we propose a novel measure that incorporates the relationship between users’ opinions

and the average opinions of their neighbors into a single unidimensional distribution. Our results reveal that the presence of extremist stub-

bornness, even in small proportions, can significantly drive opinion polarization and strengthen echo chambers. Moreover, we observe that

stubborn centrists can reinforce polarization in the network. These findings highlight the potential risks of policy changes in social media and

emphasize the complex interplay between network structure, user behavior, and opinion dynamics in social media environments. Overall, our

study elucidates which mechanisms are enough to drive macroscopic changes to the dynamics and, by doing so, provides insights into un-

derstanding the role of content promotion policies in shaping public discourse and opinion polarization in online media. Finally, we empha-

size that the change in verification policy also raises research questions about the dynamics of misinformation. However, in this paper, we limit

the scope of our investigation to mechanisms of opinion polarization because empirical data are now limited after the change in the data

access policy.
RESULTS
Background

In this section, we set clear working definitions to study how opinion polarization phenomena emerge in networked social

systems. Many empirical characteristics of these phenomena need to be simplified so that explanatory computational models40 are

developed. In particular, we are interested in modeling ideological polarization.41 In this sense, we say a system composed of many

different opinions is polarized when its opinions are concentrated in extremes, as opposed to what is commonly perceived as

center/moderate.

Throughout this work, we consider each opinion as a unidimensional and bounded continuous variable. Then, we opt to use numbers lying

in the interval between�1 and 1 such that the ‘‘physical interpretation’’ of the extreme values (either 1 or�1) may be seen as a person who is

completely for or against a particular matter, while those with an opinion 0 behavemoderately. With this representation, systems can be char-

acterized as polarized if the distribution of their opinions is densely accumulated away from the center (0) and closer to the extremes

(�1 and 1). This is equivalent to observing bimodality around the center in the opinion distribution. Complementarily, when the opinions

are densely accumulated close to a single value, we refer to the system configuration as a consensus.

While the distribution of opinions adequately describes the system’s polarization, it may happen through different network configurations.

Polarized opinions may be associated with a highly divided network, where intra-group opinion is aligned but inter-group is opposite, but

they can also be found in a more homogeneously connected network, where many edges tie together people with opposite opinions.

The phenomenon of online echo chambers has been increasingly studied, even though it lacks a consensus as to how it is quantified and

measured.42 It may be defined as a specific media space in which information aligned with its constituents is amplified, while contradictory

information is hindered.43 Here, we focus on the opinion dynamics regarding how people post and receive messages on social media plat-

forms and treat echo chambers as a specialized state of a polarized system. Thus, we work with a definition of ‘‘echo chambers’’ as a polarized

system, which also happens to be divided in terms of how individuals are networked, such that users are predominantly connectedwith others

who share similar opinions.

Several previous studies proposed approaches to measure how divided and polarized the networks are.44–47 For example, Hohmann

et al.44 uses the concept of distances on the network, and Arruda et al.47 measures how opinions are associated with network communities.

Here, we rely on amethodbased on plotting a densitymap to quantify the presence of separate groups with user opinions in a social network,

proposed by Cota et al.45 In this approach, the distribution of user’s opinions b is plotted against the distribution of the average opinion of

each user’s outgoing neighbors, denoted as bNN. Correspondingly to how we define polarization with b, we refer to bimodality in bNN as a

‘‘divided’’ state. The density map then captures the relationship between a user’s opinion and the opinions of the users they follow in

a bounded two-coordinate plane. When the network is divided into internally aligned groups that oppose each other externally, there is a

higher density in the first and third quadrants of the associated map. This observation makes it possible to quantify the echo chamber effect

within the network. This density map approach has been widely used in various studies.34–36,44,45,48
2 iScience 27, 111098, November 15, 2024
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Figure 1. Measuring echo chambers with BChom

(A) shows the density map of b against bNN and (B) shows the projected diagonal of the density map from (A). For this example, BCðbÞ = 0:583 and

BChomðb; bNNÞ = 0:667, which shows how the measure BChom enhances the echo chamber detection by encoding it into the bimodality of the rotated

distribution. A consensus scenario (C) has unimodal distributions in both axes, which should not be significantly changed by the rotation (BCðbÞ =
0:237 and BChom = 0:226).(D) represents a scenario of conflict, which is polarized and divided, but its groups do not have aligned opinions; hence our

measure penalizes it (BCðbÞ = 0:961 and BChom = 0:415). In the last case, in (E), we show a polarized scenario with no clear division in the network. In

this case, BCðbÞ = 0:961 and BChom = 0:926. This is a case in which BChom does not inform better whether echo chambers formed in the system.
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Homophilic bimodality coefficient

Tomeasure polarization, Arruda et al. employed the bimodality coefficient BC49, used to assess the degree of bimodality in the distribution of

opinions. Given a sample distribution of opinions b of size n (the number of users), the bimodality coefficient BCðbÞ35 is defined as

BCðbÞ =
g2+1

k+
3ðn � 1Þ2

ðn � 2Þðn � 3Þ

; (Equation 1)

where g and k are the sample skewness50 and excess kurtosis50 of the distribution b, respectively. Empirically, if BCðbÞ> 5=9, the distribution is

considered bimodal.49

In another study, Martin-Gutierrez et al.46 projected the opinions through a principal component analysis51,52 to find the best multipolar

projection. However, this study was proposed to aim at measuring echo chambers of multi-dimensional opinions, and here, we are consid-

ering a single opinion.

Inspired by these studies, we propose a novel measure to enhance the neighborhood aspect and capture echo chamber formation as the

bimodality in the combined dimensions of b and bNN. First, we rotate the b3bNN map by 45� using a rotation matrix R. By applying this rota-

tion, we align the axes along themajor andminor axes of the distribution, effectively combining the two dimensions. Subsequently, we calcu-

late BC using only the first dimension of this rotated map. This novel measure is called the homophilic bimodality coefficient BChom.

Following the previous notation, a distribution by from the projected diagonal is obtained from

by = ½½b;bNN�R�i1 for 1 % i%n; (Equation 2)

where ½b;bNN� is of order n32 and R is the 232 rotation matrix of 45�. Thus, the homophilic bimodality coefficient BChomðb;bNNÞ of the orig-

inal distribution b associated with a bNN is

BChomðb;bNNÞ = BCðbyÞ: (Equation 3)

In other words, the transformation combines both the overall opinion distribution in the system and the neighborhood alignment into a single

distribution. This allows us to clarify whether the opinion poles also coincide with aligned networked clusters through the bimodality of the

transformed distribution. Our measure represents the opinion densities accumulated in the first and third quadrants through a single value

bounded between 0 and 1.

We use a simulated polarized scenario with echo chambers to illustrate the effectiveness of thismeasure. The details on howwe obtained it

are shown in Section base case. Figure 1A shows the density map of b against bNN obtained through this base polarized scenario, and Fig-

ure 1B exhibits the corresponding transformeddistribution by described previously. The other panels explain how themeasure reacts to other

scenarios, such as consensus (Figure 1C) and other types of polarization.

We notice that when BChom exceeds the 5=9 threshold, it does notmean the system is organized into exactly two groups, one with positive

opinions and the other with negative ones. As pointed out byHohnmann et al.,44 echo chambersmay happen in a network divided into several

groups. It may well be the case that a high BChom points to the presence of several network clusters following the pattern of aligned intra-

group opinion and opposing inter-group opinion.

To better understand BChom, we compare it with the measure proposed in44 referred to as the generalized Euclidean distance dG;b. This

measure assesses ideological polarization by estimating how long it takes to navigate the network between nodes of opposite opinions. To

compare them, we compute BChom and dG;b for a set of networks, varying connectivity between two communities. We used a stochastic block

model53 with two communities, each comprising 500 nodes.We also vary the degree of polarization, replicating tests from.44We focus on two

communities because the rewiring process of our model often divides the networks into two distinct groups when echo chambers form. To
iScience 27, 111098, November 15, 2024 3



ll
OPEN ACCESS

iScience
Article
assess whether our measure captures similar information to dG;b, we compare the two measures using datasets with a fixed number of nodes

and average degree. Specifically, we compute the Pearson correlation between dG;b and BChom for each of the tested datasets.

Following the pipeline used by Hohmann et al.,44 we generate a series of networks varying the connectivity between two communities

using a stochastic block model,53 implemented using NetworkX.54 Here, we consider only two communities with 500 nodes each. The two

parameters tested count the edge density intra-communities and inter-communities, respectively; they are fð8:5 3 10� 3; 8:5 3 10� 3Þ;
ð3:9 3 10� 2;4:2 3 10� 3Þ;ð5:4 3 10� 2;2:4 3 10� 3Þ;ð6:2 3 10� 2;1:2 3 10� 3Þ;ð6:4 3 10� 2;6:0 3 10� 4Þ;ð6:7 3 10� 2;3:0 3 10� 4Þg.

Another approach is used to control how extreme the opinions are in the distribution. The bimodal distribution is given by a combination

of two Gaussian distributions, i.e., half of the values are generated with the average m, and the other half is copied with the negative sign. The

values considered for the mean are m˛ f0:0;0:2;0:4;0:6;0:8g. For all tests, the standard deviation is set to s = 0:2. Note that for m = 0, the

distribution is unimodal. Figure S1 shows the comparison between BChom and dG;b, where each color represents a fixed pair of in- and out-

community connection probabilities, which result in fixed expected average degrees. The lowest correlation value found is 0.97, indicating

that both measures are linearly correlated, implying that BChom and dG;b convey similar information within this experimental setup.

Given the compatibility of bothmetrics in a fixed system state setup, we argue that BChom is better suited to capture echo chambers in this

study. Since we work with adaptive networks, distances between nodes change in a non-trivial manner, rendering themmuch harder to inter-

pret. In addition, BChom can be computed for networks formed by disconnected components, a capability lacking in dG;b but necessary when

edges are often rewired. The Euclidean-based dG;b is unsuitable for comparing networks of different sizes and average degrees as opposed to

ourmetric, which facilitates a straightforward interpretation of the results due to being normalized. In cases where the network is polarizedbut

not with echo chambers (see example in Figure 1E), bothmeasures are not suitable for our analysis. In this case, dG;b yields higher values when

the distribution of b is bimodal than unimodal, as BChom do.

Model

The proposed opinion model is based on a modification of the one introduced by de Arruda et al.35 The initial setup is a directed network

G = ðV;EÞ, where V is a set of nodes and E is a set of ordered pairs of nodes fvi;vjg, indicating the edge direction from i to j. In this repre-

sentation, nodes are social media users, each with a continuous opinion bounded between�1 and 1. A user points to another if they receive

content from them (followership relation); that is, the content is spread following the opposite direction of edges. Furthermore, the content

has its own opinion value q, which is always fixed and uniformly random.

Each iteration is summarized with the following steps.

(1) Activating: a node i is uniformly randomly picked to become active. Technically, we sort a random number in the interval ½1; jVj�. This
number represents the selected node i;

(2) Posting: The active node i posts an opinion with content q according to a posting rule with probability denoted by Pp. This rule com-

pares the opinion bi of node i with q, where q is a uniformly random number between �1 and 1. In more detail, a uniformly random

number Rposting is generated in the interval [0, 1) and if Rposting <Ppðbi;qÞ, the algorithm goes to the next step, otherwise the iteration

finishes;

(3) Receiving: Each follower j of i receives the post content according to the receiving probability Pr, also a function of their opinion bj and

bi. We say there is a recommendation algorithm controlling this particular rule. This step is implemented as follows. For each follower j

of i, a uniformly random number Rreceiving
j in the interval ½0; 1Þ is generated, and if Rreceiving

j <Prðbi;bjÞ, the agent receives q. Only agents

that receive q proceed to the next step;

(4) Realigning: Those who received the content may either move their opinion toward or away from q by a constant D = 0:1. They are

repulsed away from the post with probability
��q �bj

��=2 and attracted otherwise. This step is based on the fact that people tend to

update their opinions after interacting in a discussion55,56; In terms of the implementation, for each node, j, another uniformly random

number Rrepulsing
j in the interval ½0; 1Þ is generated, and for all cases where Rrepulsing

j <
��q � bj

��=2, bj moves D away from q, otherwise bj

moves D toward q. If the resulting
��bj

��> 1, it is set to
��bj

�� = 1. The iteration ends for all agents that are attracted by the post;

(5) Rewiring: For each follower j that is repulsed by the post, a stochastic bounded-confidence edge condition is checked. This condition

is based on a probabilistic rule Prewire, where the greater the difference between bj and bi, the more likely it is that the edge from j

points to another random user instead of i. In other words, for each follower j that is repulsed by the post, a uniformly random number

Rrewiring
j in the interval ½0; 1Þ is generated. If Rrewiring

j <Prewire then the edge fvi; vjg is rewired to fvk;vjg, where k, ksi and ks j, is a random

number in the range ½1; jVj�.
Here, wemodify the originalmodel by introducing two additional types of users, eachwith their own behavior. Apriority userposts content

prioritized by the recommendation algorithm, which is always received by their followers. A stubborn user never changes their opinion. Notice

that these two typesmay overlap; when they do, we call such a user an ideologue. Users not belonging to those types are called normal users.

All other steps of the dynamics are implemented the same from the base model,35 with the difference that now we consider directed edges

(out-neighbors do not receive content).

For the sake of disambiguation, we note that naming users with the two simultaneous behaviors (priority and stubbornness) as ideologues

does not directly imply they possess any topological advantage in terms of the network structure (e.g., increased number of followers). We

only postulate these users have priority in terms of the recommendation algorithm and that they are committed to a point of view in the form
4 iScience 27, 111098, November 15, 2024



ll
OPEN ACCESS

iScience
Article
of stubborn behavior. Although ideologues may not always be considered priority users in practical scenarios, their role in our model high-

lights their influence and shows how they can benefit from being prioritized.

In our extension, we choose two probabilistic rules for the posting step. The first one is calculated as

Pcon
p ðq;biÞ = cos2

�p
2
jq � bij

�
: (Equation 4)

Users who follow this rule do conflicting posting, since they may send content both aligned and opposed with their own opinion. This

feature simulates two key mechanisms observed in real social networks. The first reflects confirmation bias, a well-researched phenomenon

documented in previous studies,57,58 which can be understood as the tendency to favor information that confirms their preexisting beliefs.

Confirmation bias is also commonly represented in other computational models of social networks.59,60 The second mechanism involves

users’ reactions to a piece of content; they actively post information that they disagreewith, in some cases attachedwith small notes criticizing

the content (e.g., a ‘‘quote retweet’’ in the X platform). Notice that this behavior is influencedby the difference between the user’s ownopinion

bi and the post q. Consequently, users aremore likely to exhibit confirmation bias behavior. Only users with extremeopinions (either 1 or � 1)

are equally likely to post both aligned and conflicting content. Normal users implement this posting behavior within our model dynamics.

We limit the behavior of stubborn users to only follow the confirmation bias. To do this, we use an alternative rule we call aligned posting,

which is defined by

Pali
p ðq;biÞ =

8<
:

cos2
�p
2
jq � bij

�
; if jq � bij%1

0; otherwise:
(Equation 5)

This rulemeans they send content close to their opinion so as to represent a stylized zealot behavior. More specifically, Pali
p represents users

who are worried about presenting themselves as ideologically coherent to their followers so as to keep their loyalty.

In order to understand to what extent the effects we observe from priority users are generated by the prioritization algorithm or the user

posting filter, we created another type of special user, the priority advocate. This user has priority in terms of the receiving filter but behaves

according to a Pali
p posting filter.

Both Pcon
p and Pali

p have been studied before in35 (mapped to Ppol
t from Equation 2 and Psim

t from Equation 3, respectively), but in a homo-

geneous scenario where all users follow a single rule. In this paper, we study various scenarios where users behave heterogeneously regarding

which rule they use to post.

When the user i is not a priority user, the social network recommendation algorithmmodulates how each follower j receives content from i

through the probabilistic rule

Pr

�
bi;bj;f

�
= cos2

�p
2

��bi � bj

�� + f
�
; (Equation 6)

where the parameter f controls the starting point of the cosine-squared function, effectively calibrating the recommendation algorithm. This

is the same as the function PI
d in Equation 5 of Ferraz de Arruda et al.35

The intuition behind the parameter f is that when f = 0, for the majority of the cases, the recommendation algorithm is less permissive

when the difference of opinions between the active user and their followers is around 1. That is, users are likely to receive posts from others

who are very close to their opinion or very far away (in terms of our notation,
��bi �bj

��z0 or
��bi � bj

��z2, respectively).

On the other hand, for f = p=2, the algorithm operates in the opposite way; it is more permissive to posts when there is a medium dis-

tance between the active user’s opinion and the followers. Conversely, it is likely to filter out posts when they strongly agree or strongly

disagree. Further details of the behavior of this probabilistic filter are studied in the study by Ferraz de Arruda et al.35 This mechanism turns

out to be more permissive, allowing for broader communication between users with moderately different opinions. By interpreting this

parameter, the algorithm considers that if two users have close opinions, the post should not be delivered because they already have similar

opinions. This filter also avoids discussions between users with extreme opposite opinions.

In this paper, we introduce a novel rule for the recommendation algorithm. When the active user i is a priority user, the recommendation

algorithmoverrides the receiving step, and the content is automatically receivedby all followers.We highlight the post opinion q is not consid-

ered in the receiving step, regardless of the rule adopted.

Finally, we define the rewiring rule as based on the difference between the opinions of the nodes i and j as

Prewire

�
bi;bj

�
=

8<
:

cos2
���bi � bj

��p
2

�
; if

��bi � bj

��> 1

0; otherwise:
(Equation 7)

Once again, this corresponds to Prewire from Equation 7 in the study by Ferraz de Arruda et al.35

Notice the connections are typically rewired when individuals strongly disagree, but the new connection is chosen uniformly at random,

which could mean a new disagreeing neighbor. That is, our model does not promote homophily based rewiring. It has been studied previ-

ously that homophily based connections contribute to the formation of echo chambers within social networks even when there are ideal

conditions for opinion heterogeneity.61 Given this observation, the random-based rewiring mechanism reveals how echo-chamber formation

occurs dynamically and regardless of the opinion held by the new target node.
iScience 27, 111098, November 15, 2024 5



Algorithm 1. Opinion dynamics algorithm.

1: Input: Network G = ðV;EÞ, array of initial opinions b, posting filter Pp, receiving filter PrðfÞ, number of iterations niter, attraction constant D, rewire flag r,

rewire filter Prewire, array indicating stubborn users stubborn, and array of priority users priority;

2: Output: Resulting network and opinion array.

3: for iteration )1 to niter do

4: i ) random number in the range ½1; jVj�; 8 Activating

5: q ) random number in the interval ½ � 1;1Þ;
6: posting ) random number in the interval [0,1); 8 Posting

7: if posting <Ppðb½i�;qÞ then
8: neighbors ) array of vi neighbors;

9: for j in neighbors do 8 Receiving

10: receiving ) random number in the interval [0,1);

11: if receiving <Prðb½i�;b½j�Þ or priority[i] == true then 8 Realigning

12: repulsing ) random number in the interval [0,1); 8 Repulsion

13: if repulsing < jq � b½j�j=2 then

14: if stubborn ½j� == false then

15: b½j� moves D away from q;

16: if bj > 1 then

17: b½j�)1;

18: end if

19: if b½j�< � 1 then

20: b½j�) � 1;

21: end if

22: end if

23: rewire ) random number in the interval [0,1); 8 Rewiring

24: if r and rewire <Prewireðb½i�;b½j�Þ then
25: The edge fvi; vjg is rewired to fvk;vjg, where k, ksi

26: and ksj, is a random number in the range ½1; jVj�;
27: end if

28: else 8 Attraction

29: if stubborn ½j� == false then

30: b½j� moves D toward q; 8 If jb½j� � qj<D, then b½j�)q

31: end if

32: end if

33: end if

34: end for

35: end if

36: end for
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When a user followed by stubborn users becomes active, the stubborn followers are still checked for rewiring even after skipping the re-

aligning step because the active user may have had their opinion changed from other iterations. More details regarding the implementation

can be seen in Algorithm 1.

The differences among the user types and their respective posting and receiving filters are summarized in Table 1. For convenience, in

addition to the user type configurations, we also refer to a user with an opinion of either 1 or �1 as extremist, and another with an opinion

of 0 as centrist.

In our experiments, we set up a fraction of users with one of the three special behaviors (described in Table 1) and then measure opinion

polarization in the remaining users, which are normal users. Therefore, for convenience, we define bb as the distribution opinion of normal

users only. Analogously, the corresponding bbNN is the distribution of average neighbor opinions of normal users only, but considering all

neighbors.

Ourmodel could be tested with any other combination of the posting, receiving, and rewiring functions. Furthermore, other combinations

of functions may also effectively represent the desired setup. However, here we chose this configuration set because it was previously

studied in the study by Ferraz de Arruda et al.35 and was found to be effective in modeling X. Valensise et al.36 also studied the mechanisms

of de Arruda et al.35 in comparison with data from actual social networks. They found that Arruda et al. performs best when representing

X data.
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Table 1. Summary of the characteristics of each type of user

Behavior Posting filter Receiving filter Can realign

Normal Pcon
p (Equation 4) Pr (Equation 6) Yes

Priority Pcon
p (Equation 4) No filter Yes

Priority Advocate Pali
p (Equation 5) No filter Yes

Stubborn Pali
p (Equation 5) Pr (Equation 6) No

Ideologue Pali
p (Equation 5) No filter No

The proposed user behaviors are defined by the posting and receiving filters and the ability to change opinions. The ‘‘Can realign’’ column refers to users who can

change opinions. Normal users are also called non-priority users.
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Base case

Before testing themodifications of the opinionmodel, we specify a base case to compare the changes in dynamics. This base case consists of

a synthetic model configuration that approximates the bimodality coefficient measured on real social networks (see in the study by Ferraz de

Arruda et al. 35). To do this, we set all agents as normal users and run the dynamics for a range of f values. We used an Erd}os-Rényi62 (ER)

model of size n = 104 and average in-degree z = 8 (more details are shown in Section STAR Methods). The opinions of the agents are initial-

ized with randomly uniform numbers between �1 and 1.

Figure 2 illustrates the bimodalities BC and BChom as a function of f. The results regarding BC are different from those found in the pre-

vious study,35 indicating t,hat the directionality of the network plays an important role in the behavior of the dynamics.

The highest value of BCðbÞ was found for f = 0:785, where CBCðbÞD = 0:58 . Moreover, this BC value (0.58) aligns closely with the values

observed in empirical cases related to U.S. politics, specifically datasets on abortion, gun control, and Obamacare analyzed in the study by

Ferraz de Arruda et al.35 These datasets reported BC values ranging from 0.60 to 0.67. Therefore, we defined f = 0:785 as our base case. This

base case represents a simplified polarized scenario in which the homogeneous behavior of users acts as a control for our experiments when

we introduce heterogeneous behavior in fractions of users. A visual example of the initial network configuration is shown in Figure 3A. Further-

more, the base case is shown in Figure 3B.
Effect of priority users

We now systematically test what happens to the system as the dynamics are initialized with an increasing fraction of priority users. The initial

configuration is the base case. We analyze the outcomes yielded by two posting functions concerning priority behavior, denoted as Pcon
p and

Pali
p . It is important to clarify that the agents identified by Pcon

p represent priority users and agents identified by Pali
p represent priority advocate

users (defined in Table 1). We also test different network structures (e.g., networks with communities and scale-free degree distributions), but

the results are similar to those presented here. Thus, these results are not shown.

Figure 4 shows BChom for both tested cases. In both, increasing the number of priority users decreases BChom. Furthermore, this effect is

observed to be stronger when priority users do align posting (priority advocate users), suggesting that echo chamber formation can be further

reduced if priority users avoid conflicting content.

From the intuition gained from Figure 4 that the system moves away from echo chambers as the number of priority users doing aligned

posting increases, we now build another step into our model. Up to now, we have not considered stubborn users. In order to understand how

a fraction of priority users perturb the system with their influence, we observe what happens when these users are stubborn.
Figure 2. Echo chamber and polarization analysis by varying f

BC and BChom by varying f. The solid lines represent an average of 100 executions of the dynamics, and the shaded regions are the corresponding standard

deviations. Distributions with the bimodality index above the dashed line BC = 5=9 can be considered bimodal.
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Figure 3. Visualization of the network used

(A) shows a random network (ER), with n = 104 nodes and average in-degree z = 8. (B) illustrates the resulting network after running the dynamics. The

colors represent the user’s opinions. The results shown in this figure represent the base case. These networks were plotted using the software implemented

in Silva et al.63
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How extremists can take advantage of being prioritized

Here, we investigate how stubbornness and extreme opinions affect the system when set on priority users (i.e., extreme ideologues) with two

experiments. In the first, we set up a fraction of agents as ideologueswith extremeopinions in the base case initialization to test the hypothesis

that this type of user can benefit from being prioritized, in the sense of sharpening the measure of echo chamber formation. Then, we

compare this setup with a similar one, but considering also stubborn users with extreme opinions instead of ideologues. Contrary to the re-

sults shown in the previous section, in both cases, increasing the percentage of ideologue or stubborn users strengthens their echo chambers.

Furthermore, the ideologue case turns out to form stronger echo chambers for all values tested, showing that when ideologues are extrem-

ists, polarization, and division tend to increase faster. To understand whether the results are more related to the posting filter or the verified

and stubborn users, we test an alternative posting rule ðPcon
p Þ for ideological and stubborn users. The results are similar to those described

here. Therefore, these results are not shown.

To have a more realistic comparison, we measure BChom against the fractions of priority and ideologue users. In this plot, the fraction of

ideologues is always less than or equal to the percentage of priority users because all ideologues are also priority users. Figure 5 shows a

contour map of this comparison. In Figure 5A, we keep the example of the homogeneous random network used for the base case. As ex-

pected, as the number of priority users increases, BChom tends to decrease. But with some stubbornness, BChom increases, showing that a

few percent of stubbornness can make a difference.
Figure 4. Effects of priority users with different posting behaviors

The measure BChom is used to compare two cases of posting functions of the priority users. When there is no priority user, the parametrization recovers the case

shown in Figure 1A, meaning the system is parameterized at echo chamber formation. Priority users doing aligned posting drive the opinion distribution quickly

out of polarization as they increase, but not when they do conflicting posting for most of the range shown. The solid lines represent an average of over 100

executions of the dynamics, and the shaded regions are the corresponding standard deviations.
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Figure 5. Effect of priority and ideologue users on echo chamber straightening

Contour maps of BChomðbb; bbNNÞ by varying the percentages of ideologues (both stubborn and priority) and priority users. While both axes represent fractions of

the total number of users N, the ideologues are randomly selected among the priority users to become ideologues (hence the white space for when there are

more stubborn than priority users).(A) and (B) represent the dynamics executed on random homogeneous and heterogeneous networks, respectively. The plots

represent an average of 100 runs of the dynamics, and for all tests performed to plot these numbers, the standard deviation was less than 0.02.
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We also test another network structure, which consists of a network with a heterogeneous, scale-free (SF) degree distribution. The result

obtained with this structure is shown in Figure 5B. For SF, the effect of the ideologues is stronger for higher percentages of priority users than

for the homogeneous network. Without ideologues, the echo chambers are less well-defined. However, a smaller number of stubborn users

can change the outcome of the dynamics and divide the network.

It is worth noting that our rewiring mechanism implies that, over time, the in-degree distribution will gradually become closer to a

binomial (Poisson) distribution. Hence, using a synthetic network that starts with power-law distributed in-degree and Poisson-distributed

out-degree produces similar results to the one with Poisson distributions for both degrees, which is confirmed by further testing (see

Figure S2).

In the second experiment, we depart from the base case and investigate what happens when the system is parameterized to start at

consensus. This is achieved by replicating all conditions of the base case but with f = 1:473. This value is shown to be close to the minimum

bimodality coefficient in Figure 2.While theminimum coefficient was identified at p=2, that point is also near a f range of increased dispersion

of BC, which we opted to avoid. Subsequent tests with values close to our chosen one yield similar results.

This time, we gradually increase the fraction of stubborn extremist users whilemonitoring the BChom as an order parameter, which is shown

in Figure 6A. A small minority of such users are able to drive the system from consensus to polarization with echo chambers, similar to a social

norm change via critical mass.64 We then proceed with this analysis but consider ideologues instead of stubborn users (see Figure 6C). In this

case, the transition happens even faster (at a fraction about 20% smaller). While the transition looks smoother in the case these users are only

stubborn (Figure 6B) for our choice of the order parameter ðBChomÞ, it has a richer behavior when they are ideologues as observed in themass

emerging right before the second peak of the distributions (Figure 6D).

This result is also related to the effect caused by the committed minorities,65,66 which are groups of individuals strongly committed to a

particular opinion or behavior. Here, the group of stubborn users can be understood as a committedminority. In summary, we find that when

prioritization is available to every user, the committedminority can take advantage of it and change the systemwith an even smaller fraction of

users. In other words, when stubborn users become ideologues, they are more likely to divide the opinions in the network. Finally, it is worth

noting that at variance with some models involving committed minorities, our ‘‘committed minority’’ remains as such for the whole evolution

of the dynamics.

Opinion polarization can still happen with centrist users

Here, we analyze the scenario in which the users with special behavior are centrists. To do so, we set their opinions to zero. In particular, we

start again from the base case, whose f is parameterized to reach polarization, and set out to findwhether the centrist users are able to tip the

system away from polarization.

In this case, we opt tomeasure polarization with BC instead of BChom. It should be noticed that themeasure BChom was designed to accen-

tuate the bimodality present in both the overall opinion distribution b and the opinion alignment bNN by combining them into a single dis-

tribution. In the case either of these is not bimodal prior to the rotation, BChom does not reliably capture the simultaneous aspects of a polar-

ized and divided system (as discussed in background). On the other hand, the angle of 45� is chosen to punish cases in which the density map

is populated in the second and fourth quadrants (see Figure 1D). In this way, the resulting by from the rotation will likely return a value higher

than the threshold 5=9 (see, for instance, Figure 1E). Since bNN is not bimodal for all results shown in this section, we measure the following

results with BC.

To understand the effect of priority on ideologue centrists, we compare BC between two scenarios: (i) the dynamics are initialized with an

increasing fraction of stubborn users, and (ii) the dynamics are initialized with an increasing fraction of ideologue users. This result is shown in

Figure 7). It shows that centrist stubborn users without priority aremostly not able to overcome the polarized setting. On the other hand, when

they are set with priority (hence becoming ideologues), the system rapidly shifts toward consensus.
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Figure 6. Echo chamber formation accelerated by extremist ideologues

The system undergoes a transition from consensus to polarization with echo chambers captured by the measure BChom as the fraction of extremist users

increases. In (A), the extremist users are stubborn, and in (C), they are ideologues. In those panels, values of s and i are associated with the two peaks of the

distribution of BChomðbb; bbNNÞ values obtained from 500 simulations. These peaks are obtained by dividing the 500 values around the threshold 5= 9. The

transparency of points corresponds to how many simulations fall into each side. The purple dashed line is drawn for sc = 0:024 in (A) and ic = 0:019 in (C),

where the threshold of bimodality divides the distribution of BChom into two sides with approximately equivalent mass. That is, at ic and sc, echo chambers

are likely to be formed or not with similar odds. In (B) and (D), we show samples of those distributions for three values of s and three values of i, respectively,

including sc and ic. The dark dashed vertical line marks the 5=9 threshold. For more information about the transition, see Figure S4.
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When the fraction of stubborn users is close to 0.008, the opinion distribution bb tends to be unimodal, but for slightly higher values, it

changes to be bimodal (see Figure 7B). Furthermore, for higher values of the fraction of stubborn users, bb is significantly bimodal (see Fig-

ure 7C). In the case of ideologues, as the fraction of stubborn users increases, BCðbbÞdecreases until the scenario of consensus, butmaintains a

diverse range of opinions. In other words, the opinion distributions shown in Figures 7C and 7D have an average close to zero but with a

considerably high dispersion.

In all cases, there are no echo chambers because of a mechanistic implication of the rewiring rule in our model. That is, centrist stubborn

users have a probability 0 of losing followers (see Equation 7) andmay only gain themover time. After a sufficient number of iterations, most of

the normal users are not connected to each other but only to the centrist stubborn users, which is akin to a hub-to-spoke core-periphery struc-

ture.67 This effect is visible in panels (b) to (e) of Figure 7, as the fraction s raises from 0.02 to 0.20.

In all scenarios examined, whether stubborn users are centrists or extremists, andwhether they are ideologues or not, they tend to bemore

connected to others in the network. Seemingly, the stubborn users form a core structure that accumulates links within or around, but not

outside of it, in a ‘‘hub-and-spoke’’ fashion.67 Figure S3 shows that as the number of stubborn users increases, there is a tendency for users

to be more connected to them. Figure S3A shows the case where the stubborn users are extremists. With and without being ideologues, the

fraction of connections to stubborn users tends to be the same. For 50% of stubborn users, about one out of five connections are in the pe-

riphery, not involving stubborn users. In the case of centrists, Figure S3B, this effect is even clearer. At around 20% of stubborn users, the pro-

portion of edges in the periphery vanishes, meaning they either connect normal users to stubborn ones or two stubborn users. However, for
10 iScience 27, 111098, November 15, 2024
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Figure 7. Impact of centrists on network polarization

(A) shows the opinion polarization measured by BCðbbÞ as the fraction of users u with special behavior (either stubborn or ideologue) increases. The solid lines

represent an average of over 100 executions of the dynamics, and the shaded regions are the corresponding standard deviations. All the users in the fraction u of

the total are centrists. (B–E) show the bb3bbNN for a single run of the dynamics, for different values of u.(B) and (C) display examples obtained from normal users,

and (D) and (E) for priority users. Even though both configurations start from a polarized point ðBCðbbÞ > 5 =9Þ, stubborn centrists are not able to sustain a

depolarization of the system, as opposed to centrist ideologues.
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fractions of stubborn users lower than 0.15, the scenario with non-priority tends to retain stubborn usersmore connected than in the case with

priority users. In both cases, the regular and stubborn users tend to be connected to the stubborn, which leads to the formation of a more

connected core, creating the core-periphery structure in the network. We run these tests using ER networks with the same parameters as the

previous tests.

DISCUSSION

In this paper, we have conducted a comprehensive mechanistic investigation of the impact of a policy change in social media on opinion

dynamics. Motivated by X, which recently changed its policy regarding verified users, we proposed a model to simulate the impact of priority

users (i.e., users whose content reaches more followers). As a complementary contribution, we also proposed a unified measure for polari-

zation and echo chamber formation, the homophilic bimodality coefficient. Using this framework, we were able to test several scenarios,

including cases where stubborn users take advantage of priority. Our model does not account for homophily based rewiring because homo-

phily based links are known to contribute to echo chamber formation. Given this observation, by using a random-based rewiring mechanism

(previously investigated in the study by Ferraz de Arruda et al35), we show the formation of echo chambers can also be explained via mech-

anisms that rely on platform activity rather than a static user-to-user comparison.

In the first experiment, we tested how the inclusion of priority users could change polarization and echo chamber formation. We showed

that when priority users with normal behavior post conflicting content, the system remains polarizedwith echo chambers for much longer than

when the same proportion of priority users post aligned content. In both cases, however, prioritizing users helps to depolarize and reduce

echo chambers. This result illustrates that priority users can help reduce echo chambers, but their behavior also plays an important role. More-

over, in both cases, the proportion of priority users that couldmitigate the echo chambers is too high for a real social network. In the best case,

almost 20% of users should have priority to vanish the echo chambers.

Next, we set out to understand what happens when the dynamics admit ideologue and stubborn extremists. Starting from a polarized

setting, we saw that for a fixed fraction of priority users, increasing the number of those who are ideologues amplifies the measurement

of echo chambers. Then, we verified that even when the system is not supposed to polarize, a small fraction of stubborn extremists

are able to induce polarization and cause echo chambers to form. Importantly, such a transition is accelerated when the extremists

become ideologues. This is strikingly similar to the change of social norms through reaching a critical mass threshold found in

the literature64 and constitutes a cautionary tale for unintended emergent effects of policy changes in complex systems with intricate

dynamics.

We analyzed the influence of centrist users and found that echo chambers disappear for a small percentage of centrist ideologues. How-

ever, when a similar situation involves a fraction of stubborn users instead of ideologues, the remaining users becomehighly polarized. In both

cases, the changes in opinion polarization do not imply the formation of echo chambers.

In addition to the effects of priority users on polarization and echo chamber formation, ourmodel also sheds light on the role of ideologues

in shaping network dynamics. Regardless of whether users exhibit centrist or extremist behavior, we observe a remarkable phenomenon:

when the number of ideologues in the network becomes sufficiently large, the majority of nodes tend to be connected to these ideologues.
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In other words, a significant portion of the messages exchanged in the network are either sent to or received from these influential users. The

latter feature has already been reported for collective human dynamics spurred by X, as in the case of social movements such as the 15M in

Spain.68 Our findings confirm that ideologues and priority behavior play a crucial role in shaping the flow of information and opinions within

the social network. Their ability to reach a wide audience allows them to have a significant impact on the formation and reinforcement of echo

chambers. When social network algorithms prioritize visibility over content control, the users may be able to reach others to reinforce their

opinions in groups, potentially entrenching echo chamber structures.

Furthermore, our investigation suggests that the influence of these users is not limited to scenarios in which they are committed to extreme

opinions. Even centrist ideologues, who may appear as a moderating force on the surface, can have a significant impact on the opinion dy-

namics when in enough numbers. This implies that addressing the issue of echo chambers and polarization requires a nuanced understanding

of the influence exerted by all types of users, regardless of their position on the ideological spectrum.

When put in perspective, the two user behavior mechanisms we investigated, priority users and stubborn users, can be associated with a

myriad of diverse behaviors encountered in empirical settings. Prioritizing a user amplifies their influence by means of amplifying their reach.

In turn, the platform’s minority of stubborn users can disturb the system in macroscopic terms. While the stubbornness characteristic can

happen in principle by a cause unknown to the platform (for instance, from user self-organization or an externality), prioritization is something

wemodeled andworked through as a platform’s policy. This implies that any policy that boosts user influence should bemonitored closely by

platforms to ensure the gain of influence is not used maliciously.

In conclusion, our model shows that both priority users and ideologues play critical roles in shaping the dynamics of polarization and echo

chamber formation in social media. We acknowledge that all models simplify the explanation of how social networks and opinions behave.

However, our findings highlight the need for careful consideration of platformpolicies that affect the visibility of certain users and the extent of

their influence. Therefore, all stakeholders should carefully analyze the possible consequences before changing the policies of social media.

Because small changes to the platforms can result in unexpected results, stakeholders should also monitor them on an ongoing basis to un-

derstand whether extremists are taking advantage of them and change their policies as needed. Regulatory bodies should examine whether

to step in when mass media communication changes rapidly, possibly leading to unintended consequences that could weaken democracies

and society. By understanding and quantifying the impact of these factors, effective strategies can be developed to mitigate division and

promote healthier and more balanced information consumption.

In this study, we considered a mechanistic model to represent the changes in the social network. However, due to the lack of data from X,

we were not able to validate our model by comparing it with real data. Similar to previous studies69–71, in future work, we intend to consider

data to parameterize our model and test it to simulate different scenarios and social media platforms.
Limitations of the study

Themain limitation of this type of study lies in the inherent simplifications of themodel, which does not fully capture the complexity of the real

world. In addition, the lack of access to empirical data on the priority accounts limits the validation of the model results against real-world

observations. We, however, believe that the reliability of the model is supported by its consistency with the results of previous studies. Be-

sides, a potential methodological limitation concerns the interpretation of BChom. In cases where the social network is polarized but lacks clear

structural divisions, BChom may yield high values that do not reflect true echo chambers. Consequently, BChom may not provide meaningful

results in such a scenario.
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62. Erd}os, P., and Rényi, A. (1960). On the
evolution of random graphs. Pub. Math.
Institute Hungarian Acad. Sci. 5, 17–61.

63. Silva, F.N., Amancio, D.R., Bardosova, M.,
Costa, L.d.F., and Oliveira, O.N., Jr. (2016).
Using network science and text analytics to
produce surveys in a scientific topic.
J. Informetrics 10, 487–502. https://doi.org/
10.1016/j.joi.2016.03.008.

64. Centola, D., Becker, J., Brackbill, D., and
Baronchelli, A. (2018). Experimental evidence
for tipping points in social convention.
Science 360, 1116–1119. https://doi.org/10.
1126/science.aas8827.

65. Galam, S., and Jacobs, F. (2007). The role of
inflexible minorities in the breaking of
democratic opinion dynamics. Phys. Stat.
Mech. Appl. 381, 366–376.

66. Xie, J., Sreenivasan, S., Korniss, G., Zhang,W.,
Lim, C., and Szymanski, B.K. (2011). Social
consensus through the influence of
committed minorities. Physical Review E—
Statistical, Nonlinear, and. Soft Matter Phys.
84, 011130.

67. Gallagher, R.J., Young, J.-G., andWelles, B.F.
(2021). A clarified typology of core-periphery
structure in networks. Sci. Adv. 7, eabc9800.
https://doi.org/10.1126/sciadv.abc9800.

68. Borge-Holthoefer, J., Rivero, A., Garcı́a, I.,
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METHOD DETAILS

In this section, we present more details about the configuration of the opinion model used and how we analyze the results

obtained. We started by setting up the base case (shown in Figure 1A). We set all the social network users with conflicting post contents

(Pcon
p from Equation 4) and varied f of Pr (Equation 6) between 0 and p (shown in Figure 2). The base case was determined by the highest

values of BC (Equation 1) and BChom (Equation 3), with f = 0:785, which was chosen as it represents the scenario of maximum polarization

and echo chamber formation.

The parameter f in Pr controls the starting point of the cosine-squared function, allowing us to explore the model at different levels of

polarization and consensus. Each realization of the model has 108 iterations to ensure the system reaches a nearly stable state, as were all

of the following simulations.

The base case test was run on an Erd}os-Rényi62 network with n = 104 nodes and an edge inclusion probability of p = 1:63 10� 3, resulting

in an undirected network with an average degree of 16. The choice of p was based on the desire to create a network with a moderate average

degree, whichwould provide a balance between network connectivity and computational efficiency. Next, to convert this network to directed,

we randomly chose the edge direction with equal probability for each possibility. In this way, the resulting network is directed, with an average

in-degree and out-degree close to 8. The use of directed networks is crucial for our opinion dynamics model, as it allows for the implemen-

tation of the information flow from one user to another through the followership relation.

Furthermore, to create the networks of Figure 5B, we use a configuration model72 whose degree sequence is inverse-sampled from a po-

wer law exponent of l = 2:43 and a minimum degree of three, meaning the network has an average degree of about 8. In this case, both the

degree distributions of the in- and out-edges follow this power law distribution.

Departing from the base case, we tested the other hypotheses described in this paper. This allows for a comprehensive comparison be-

tween each tested configuration and the results of the base case. In order to guarantee that the results obtained are not due to statistical

fluctuations, we ran the dynamics 100 times for all results, except for the case of the results presented in Figure 7, which were run 500 times.

This extensive simulation approach ensures the statistical robustness and reliability of our findings, enabling us to draw meaningful conclu-

sions from the data.

As a complementary result, shown in Figure 7, we tested a different scenario. Specifically, we considered f = 1:473, a parameter value that

leads to a scenario characterized by consensus and no echo chamber formation. In this parametrization, both BC and BChom approach their

minimum values with low standard deviations, indicating convergence to a stable state. This scenario played a crucial role in our investigation

as it allowed us to examine the proportion of extremist ideologues required to induce polarization and form echo chambers. By exploring the

impact of different proportions of extremist ideologues in a low-polarization setting, we can understand the conditions under which our

model can lead to significant shifts in the overall opinion distribution and the formation of echo chambers.
QUANTIFICATION AND STATISTICAL ANALYSIS

There are no quantification or statistical analyses to include in this study.
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