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Abstract: 

Due to international fragmentation, production increasingly occurs in GSC. The common belief 

is that this leads to more specialization, which implies more concentration of imports and 

exports over time. In this paper, we empirically test this hypothesis by analysing the 

geographical and sectoral concentration of GSC over the period 1995- 2011. We adapt the 

traditional Herfindahl’s concentration indexes to a multiregional input-output framework. 

Taking the information on intersectoral and interregional linkages into full account gives the 

concentration indexes of GSC. The indexes are at different aggregation levels, which enables 

us to examine both geographical and sectoral concentration patterns. After that, we analyse the 

effect a country’s geographical and sectoral concentration on its GDP per capita. Our findings 

are: an increase of geographical and sectoral concentration of GSC from 1995 to 2011; a 

growing role in global production chains played by China and other Asian countries; less 

concentration for EU countries; a significant positive effect of geographical concentration on 

GDP per capita and a significant negative effect of sectoral concentration.  

Keywords: global supply chains, global multiregional input-output table, geographical 
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Introduction 

The contemporary economy has increasingly become global and fragmented. The 

fragmentation meant that the production process of a certain good was split into ever smaller 

pieces. The consequence was that goods were now produced stepwise in supply chains or value 

chains (when focusing on the value that was added in each step). Globalization was defined by 

Giddens (1990, p.64) as “intensification of worldwide social relations which link distant 
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localities in such way that local happenings are shaped by events occurring many miles away 

and vice versa”. As Sturgeon & Gereffi., 2012 claims, current globalization “underscores the 

growing interdependence between developed and developing countries” and “[…] there is a 

useful focus on how the chain of activities is organized across firms and country boundaries 

[…]”. This meant an increasing intensification of worldwide economic relations, linking distant 

regions through international trade. The progressive decline in transport and communication 

costs and fewer trade barriers allowed enterprises to obtain intermediate products from different 

parts of the world. The consequence of globalization was that the steps in the supply chains 

could easily cross borders. So, fragmentation led to more complex supply chains and 

globalization led to supply chains becoming global. Hence, global supply chains.  

Two aspects are crucial about GSC. First, its global nature and, second, the specialization 

in parts of the production process. The first aspect received a lot of attention in the literature on 

trade, input-output, international economics, and international business. Whereas the 

underlying reasoning was at the firm level, the empirics took place at the level of sectors (or 

industries) in a global environment. The second aspect received much less attention in this area 

of the literature but was dealt with in the literature on business organizations (Zhao & Zou., 

2004; Casalin et al., 2017). Although the underlying reasoning was again in terms of firms, in 

this paper we empirically focus on specialization at the level of sectors in a global framework.i 

These two aspects led to different (but complementary) processes of diversification and 

concentration of the chain simultaneously.  

GSC (and international fragmentation) have been much discussed in recent years. Some 

papers examined internationalization of production and the consequences of an increasing role 

of exports for income generation (Baldwin, 2011; Fally, 2011; Inomata, 2016; Jouanjean et al., 

2017). Other papers (Zhang & Minghui., 2012; Escaith & Inomata., 2013; Petri et al., 2014) 

focused on the “geometry” behind supply chains and the implication for the economic upgrading 

of East Asia economies. Different studies have investigated the position of countries in GSC and 

the implication for economic growth (Zi, 2020). Also, various other effects of supply chains have 

been analysed, for example on worldwide employment (Lakhani et al., 2013; García-Alaminos et 

al., 2020), on natural resources (Bolea et al., 2019), and on gender issues (Barrientos, 2019). The 

supply chain perspective has become more important with the emergence of Asian economies 

and their increasing presence in international trade in the last thirty years (Suder et al., 2015; 

Inomata, 2014). For many economies, the ability to effectively participate in GSC is imperative 

for their development (Barrientos et al. 2010).  
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The business organization literature has paid attention to the characteristic of outsourcing 

of parts of production processes and of niche specialization. In this context, this literature found 

that usually, within an industry, only one firm (or a small number of firms) achieves a large 

share of the market. This is also known as the “winner takes the most” (Choi and Lee, 2018; 

Autor et al., 2020). There are many reasons why this happened, such as the creation of new 

competitive platforms or the increasing competition in international markets. In this way, the 

superstar model, led to increased concentration of production in certain country-sectors, as 

Autor et al., 2017 shows for the US from 1982 to 2012. As a result, both the number of sellers 

on the supply side and the number of buyers on the demand side reduced. In this context, firms 

and sectors became more dependent on a few others. Besides, the studies on concentration 

focused on the tendency of certain sectors to locate primarily in specific geographic regions or 

countries, taking advantage of economic agglomeration (Porter, 2000; Parr et al., 2002; 

Shearmur & Polèse, 2005; Szanyi et al., 2010). This is the case, for instance, for the high-tech 

sectors in the US, Japan, Taiwan, and South Korea (Ernst & Guerrieri, 1998; Sturgeon et al., 

2008).  

In sum, the literature suggests different forces towards diversification and concentration in 

the context of globalization trends. It is thus a matter of empirics to check which ones have 

been more powerful in the last decades.  In this paper, we measure concentration of GSC, for 

which we use global multi-regional input-output (MRIO) tables. To the best of our knowledge, 

this measurement has never been done before. Global MRIO tables summarize all linkages 

between the countries and/or sectors involved in production and various sets of tables have 

become publicly available in the last ten years (Tukker and Dietzenbacher, 2013). The research 

questions we want to answer are the following. Have GSC become geographically and 

sectorally more concentrated or diversified over time? What are the implications of the 

developments in the concentration of GSC for economic growth?  

Indeed, this last question has not an easy answer, as both diversification and concentration 

have advantages and disadvantages (Shearmur & Polèse, 2005). On the one hand, concentration 

has positive effects on the efficiency in production processes. On the other hand, however, 

increased concentration makes firms and sectors more dependent on a few others, which makes 

them more vulnerable and creates a potential risk to production (Cavinato, 2004; Tang, 2006; 

Blome & Schoenherr, 2011; Thun & Hoenig, 2011; Wiengarten et al., 2016). For example, the 

difficulty of switching to contingency suppliers in face of some disruptive event was painfully 

highlighted by the tsunami in Japan in 2011, impacting both high-tech sectors and car 
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producers. Similar problems were caused by tropical storms and flooding in China, Thailand, 

South Korea and Taiwan (Wagner and Bode, 2006). In this context, literature has pointed out 

that more diversification favours resilience in the long term (Christopherson et al., 2010; 

Brakman et al., 2015; Groot et al., 2011; Martin et al., 2016). Positive effects have also been 

reported for diversification of exports. For instance, Saviotti & Frenken, 2008; Drucker, 2011; 

Lei & Zhang, 2014; and Freire, 2017, among others, claim that more sectoral diversity leads to 

more economic growth. Indeed, diversity seems to induce cycle stability, as Martin et al. (2016) 

claim. 

In our analysis, we will take the viewpoint of the buyer of inputs (which may be 

domestically produced or imported) and the viewpoint of the seller of products (for domestic 

or foreign markets). In both cases, the starting point will be a very general version of 

Herfindahl’s concentration index, adapted to the global MRIO framework. Further refinements 

of the indexes are used to study geographical and sectoral concentration of GSC. We calculate 

the indexes for different levels of aggregation, to check for the robustness of the findings.  

We will carry out two types of calculations. First, we look at the direct imports of a country. 

So, the question is to what extent the imports of, for example, Canada are highly concentrated 

in a few origin countries (like the US) or very diversified over a large set of supplying countries? 

Similarly, are Canadian imports concentrated in a few products (delivered by a few supplying 

sectors abroad) or are they spread over a broad range of imported products? Second, we look at 

the imports that are embodied in the global supply chain of a country (e.g. Canada). That is, we 

look at how much US imports, and German imports, and Japanese imports, etcetera, are 

embodied in the final products produced by Canada. A similar question is raised with respect 

to embodied imports by sector. This second type of calculation reflects the concentration of 

GSC.     

The rest of the paper is structured as follows. In Section 2, we introduce the methodology 

used in this paper and explain how global MRIO tables can be used to calculate different 

concentration indexes depending on the aggregation. In Section 3, we apply this methodology 

to study annual changes in GSC between 1995 to 2011. For our calculations, we use the 2013 

Release of the World Input-Output Database (WIOD) (Dietzenbacher et al., 2013; Timmer et 

al., 2012, 2015).ii An econometric analysis is carried out to analyse the relationship between the 

changes observed in GSC and economic growth. Section 4 closes the paper with a summary of 

our main conclusions.  
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Methodology 

Our main objective is to study the sectoral and geographical concentration of GSC. We 

would like to check and quantify whether globalization has made world production increasingly 

dependent on an ever-smaller number of countries and/or sectors. The alternative is that GSC 

have become more diversified. Concentration will be measured by Herfindahl indexes for GSC 

that we develop in the last Subsection. These indexes are multisectoral and multiregional 

adaptations of the set of Herfindahl indexes that we develop in the second Subsection to 

measure concentration of imports and exports. We start with introducing the type of data we 

use (i.e. global MRIO tables) and with a brief introduction to the Herfindahl index. 

Global MRIO tables and Herfindahl indexes 

Our starting-point is the global MRIO table in Table 1 with 𝑛 countries and 𝑚 sectors in 

each country.iii The 𝑚 × 𝑚 matrix 𝐙𝑟𝑠 gives the intermediate deliveries from country 𝑟 to 

country 𝑠. Its typical element 𝑧𝑖𝑗
𝑟𝑠 gives the value of goods and services shipped from sector 𝑖 

in country 𝑟 for intermediate use by sector 𝑗 in country 𝑠. The value of goods and services 

shipped from sector 𝑖 in country 𝑟 to country 𝑠 for final use (household consumption, private 

investments, and government expenditures) is given by 𝑓𝑖
𝑟𝑠, the typical element of the vector 

𝐟𝑟𝑠. The value of the output by sector 𝑖 in country 𝑟 is given by 𝑥𝑖
𝑟, the typical element of the 

vector 𝐱𝑟. The accounting identity is 

𝑥𝑖
𝑟 = ∑ ∑ 𝑧𝑖𝑗

𝑟𝑠
𝑠𝑗 + ∑ 𝑓𝑖

𝑟𝑠
𝑠      (1)  

Insert Table 1 

For the general definition of the Herfindahl index, consider a set of p shares. The shares 

are denoted by 𝜎𝑖 (𝑖 = 1, … , 𝑝) with ∑ 𝜎𝑖𝑖 = 1. The standard Herfindahl concentration index 

(Kelly., 1981; Michelini & Pickford., 1985; Rhoades, 1993) is then given by  

𝐻 = ∑ (100 𝜎𝑖)2
𝑖  (2) 

This index has a maximum value equal to 10000, which is achieved when one (and only 

one) share is 1 and all other shares are zero. When all shares have the same value (i.e. 𝜎𝑖 =

1/𝑝), H reaches the minimum value, 10000/𝑝 . In our MRIO framework, we will analyse both 

the geographical (country) and the sectoral concentration of imports and exports.  
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Because we consider concentration at different levels of aggregation (country-sectors, 

countries, sectors, global), we will use a readjusted Herfindhal index (HR) to compare our 

results. The values for the HR range from 0 to 10000, irrespective of the number (p) of shares. 

For any p > 1, HR is defined as follows  

𝐻𝑅 =
∑ (100 𝜎𝑖)2

𝑖 −(10000/𝑝)

10000−(10000/𝑝)
10000 =

10000 𝑝

 𝑝−1
[∑ (𝜎𝑖)2

𝑖 − (1/𝑝)]  (3) 

where 𝑝/(𝑝 − 1) is a normalization factor. If all shares are 1/𝑝 then 𝐻𝑅 = 0, which is the 

minimum. If one and only one share is one and all other shares are zero, then 𝐻𝑅 = 10000. 

For this HR index, the definition for a ‘market’ to be concentrated is based on the rules of 

the US Department of Justice. If the Herfindahl index is below 1500 the market is considered 

to display low concentration, if it is between 1500 and 2500 it is moderately concentrated, and 

if it is over 2500 it is highly concentrated.iv  

Herfindahl indexes for direct imports and exports 

Because we focus on trade, we set 𝑧𝑖𝑗
𝑟𝑟 = 0, for all r.  Let us consider the imports first. 

The question is, how are the imports concentrated in (or spread out over) the countries of origin? 

The immediate follow-up question is: what imports? We will look at four different aggregation 

levels: the imports of product i by sector j in country s; all imports by sector j in country s; all 

imports by country s; all imports.   

 At the most detailed level of aggregation, we define the import shares as 

ℎ𝑖𝑗
𝑟𝑠(𝑟) =

𝑧𝑖𝑗
𝑟𝑠

∑ 𝑧𝑖𝑗
𝑟𝑠

𝑟
  (4) 

which considers the imports of product i by sector j in country s and gives the share of 

these imports that is delivered by country r. The letter r between parentheses indicates that we 

are interested in the concentration of imports in the countries of origin.v Herfindahl index is 

given by 

𝐻𝑖𝑗
⋅𝑠(𝑟) =

10000 𝑛

 𝑛−1
[∑ (ℎ𝑖𝑗

𝑟𝑠(𝑟))2
𝑟 − (1/𝑛)] (5) 

At the next level, the question remains the same (i.e. the concentration of imports in the 

countries of origin) but we are looking at aggregated imports. That is, all imports by sector j in 

country s (i.e. ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑟 ). The share of these imports coming from country r is given byvi 
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 ℎ⋅𝑗
𝑟𝑠(𝑟) =

∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖

∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑟
   (6) 

The country-sector specific Herfindahl index for ℎ⋅𝑗
𝑟𝑠(𝑟) is given by 

𝐻⋅𝑗
⋅𝑠(𝑟) =

10000 𝑛

 𝑛−1
[∑ (ℎ⋅𝑗

𝑟𝑠(𝑟))2
𝑟 − (1/𝑛)] (7) 

and indicates the geographical concentration (by origin) of imports of intermediate inputs by 

sector j in country s.  

To obtain a Herfindahl index that describes the geographical concentration (by origin) of 

imports by country s, we have  

ℎ⋅ ⋅
𝑟𝑠(𝑟) =

∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑗

∑ ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑟𝑖𝑗
 and 𝐻⋅ ⋅

⋅𝑠(𝑟) =
10000 𝑛

 𝑛−1
[∑ (ℎ⋅ ⋅

𝑟𝑠(𝑟))
2

𝑟 − (1/𝑛)] (8) 

Finally, we can also estimate the geographical concentration (by origin) of imports in the 

world market. In this case the shares and Herfindahl index are given by 

ℎ.  .
𝑟.(𝑟) =

∑ ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑗𝑖𝑠

∑ ∑ ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑟𝑗𝑖𝑠
 

 and 
 

𝐻.  .
.  .(𝑟) =

10000 𝑛

 𝑛−1
[∑ (ℎ.  .

𝑟.(𝑟))2
𝑟 − (1/𝑛)]  (9) 

In the same way, we can derive four Herfindahl indexes for the geographical concentration 

of exports over the destination countries. This is done by simply swapping the indexes r and s 

in the summations. 

Moreover, Herfindahl indexes of sectoral concentration of exports (or imports) are 

obtained by swapping r with j (or with i) in the summations. For example, the four types of 

shares that reflect the concentration of exports over the sectors of destination are given by 

ℎ𝑖𝑗
𝑟𝑠(𝑗) =

𝑧𝑖𝑗
𝑟𝑠

∑ 𝑧𝑖𝑗
𝑟𝑠

𝑗
, ℎ⋅𝑗

𝑟𝑠(𝑗) =
∑ 𝑧𝑖𝑗

𝑟𝑠
𝑖

∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑗
, ℎ∙𝑗

∙𝑠(𝑗) =
∑ ∑ 𝑧𝑖𝑗

𝑟𝑠
𝑖𝑟

∑ ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑟𝑗
, ℎ∙𝑗

∙∙ (𝑗) =
∑ ∑ ∑ 𝑧𝑖𝑗

𝑟𝑠
𝑖𝑟𝑠

∑ ∑ ∑ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖𝑟𝑠𝑗
   

The corresponding Herfindahl indexes yield 

𝐻𝑖∙
𝑟𝑠(𝑗) =

10000 𝑚

 𝑚−1
[∑ (ℎ𝑖𝑗

𝑟𝑠(𝑗))2
𝑗 − (1/𝑚)], 𝐻∙∙

𝑟𝑠(𝑗) =
10000 𝑚

 𝑚−1
[∑ (ℎ⋅𝑗

𝑟𝑠(𝑗))2
𝑗 − (1/𝑚)]   
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𝐻∙∙
⋅𝑠(𝑗) =

10000 𝑚

 𝑚−1
[∑ (ℎ∙𝑗

.𝑠(𝑗))2
𝑗 − (1/𝑚)], 𝐻∙∙

∙∙(𝑗) =
10000 𝑚

 𝑚−1
[∑ (ℎ∙ 𝑗

∙∙ (𝑗))
2

𝑗 − (1/𝑚)]   

with m the number of sectors in each country. It should be mentioned that the “chain of four 

Herfindahl indexes” depends on the ordering that has been used. As we have four parameters, 

r, s, i and j, we have 4! = 4×3×2×1=24 different chains, each providing a different kind of 

information.  

So far, we have focused on the shares and Herfindahl indexes for the imports and exports 

of intermediate deliveries. Similar expressions are given in Annex A for trade in final products 

and for all trade (i.e. intermediate deliveries and final products).  

 Herfindahl indexes for global supply chains 

Input coefficients are defined as 𝑎𝑖𝑗
𝑟𝑠 = 𝑧𝑖𝑗

𝑟𝑠/𝑥𝑗
𝑠 and give the input of product i from country 

r necessary for the production of one unit (i.e. one million US dollars in the WIOD tables) in 

sector j of country s. The accounting equation (1) thus becomes 𝑥𝑖
𝑟 = ∑ ∑ 𝑎𝑖𝑗

𝑟𝑠𝑥𝑗
𝑠

𝑠𝑗 + ∑ 𝑓𝑖
𝑟𝑠

𝑠 . In 

matrix notation we have  

 𝐱 = 𝐀𝐱 + 𝐲   (10)  

with  

𝐀 = [
𝐀11 ⋯ 𝐀1𝑛

⋮ ⋱ ⋯
𝐀𝑛1 ⋯ 𝐀𝑛𝑛

], 𝐱 = (
𝐱1

⋮
𝐱𝑛

), 𝐲 = (
𝐲1

⋮
𝐲𝑛

) = (
∑ 𝐟1𝑠

𝑠

⋮
∑ 𝐟𝑛𝑠

𝑠

) 

The solution of the IO model in (10) is given by 𝐱 = (𝐈 − 𝐀)−1𝐲, where (𝐈 − 𝐀)−1 is the 

Leontief inverse. Next we define 𝐐 = (𝐈 − 𝐀)−1�̂�. Its typical element 𝑞𝑖𝑗
𝑟𝑠 gives the production 

of sector i in country r that is embodied in the final products sold by sector j in country s. In 

other words, this is the production of sector i in country r that is involved in the global supply 

chain of sector j in country s. In the same way as we did for the direct imports and exports of 

intermediate deliveries in the matrix Z, we now consider the embodied imports and exports. 

That is, the foreign production that is embodied (through the supply chain) in certain final 

products sold by the home country and the home production that is embodied in the final 

products sold by foreign countries. The embodied imports are given in the columns of the matrix 

Q and the exports in the rows. The columns of matrix Q reflect the global supply chain 

dependence of sector j in country s on production in sector i in country r. The rows of matrix 
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Q reflect the contribution of sector i in country r to the global supply chain of sector j in country 

s. 

Under these embodied flows approach, we can now ask to what extent imports and exports 

are concentrated in the global chains. Taking 𝑞𝑖𝑗
𝑟𝑟 = 0 for all i, j and r, in order to focus on 

foreign contributions to GSC (the imports perspective) or contributions to foreign GSC (the 

exports perspective). For example, the contributions of country r to the global supply chain of 

sector j in country s, can be measured as a share of all foreign contributions to the global supply 

chain of sector j in country s (i.e. the import perspective) or as a share of the contributions to 

all GSC in country s (i.e. the export perspective). These shares are, respectively, given by 

𝑡⋅𝑗
𝑟𝑠(𝑟) =

∑ 𝑞𝑖𝑗
𝑟𝑠

𝑖

∑ ∑ 𝑞𝑖𝑗
𝑟𝑠

𝑖𝑟
, 𝑡⋅𝑗

𝑟𝑠(𝑗) =
∑ 𝑞𝑖𝑗

𝑟𝑠
𝑖

∑ ∑ 𝑞𝑖𝑗
𝑟𝑠

𝑖𝑗
 

and the corresponding Herfindahl are  

𝑇∙𝑗
∙𝑠(𝑟) =

10000 𝑛

 𝑛−1
[∑ (𝑡⋅𝑗

𝑟𝑠(𝑟))2
𝑟 − (1/𝑛)], 𝑇∙∙

𝑟𝑠(𝑗) =
10000 𝑚

 𝑚−1
[∑ (𝑡⋅𝑗

𝑟𝑠(𝑗))2
𝑗 − (1/𝑚)]  

Results 

Results at the global level   

As indicated in the previous section, the multi-country and multi-sector nature of the global 

MRIO table allows us to obtain concentration indexes at several levels of aggregation. In this 

paper, we focus only on concentration at the global level and at the level of countries and 

sectors. More detailed results are available upon request. 

First, we consider overall trade in the world by calculating Herfindahl concentration 

indexes for global imports and exports, both at the country and sector level and for matrices Z 

and Q. The index 𝐻∙∙
∙∙(𝑟) gives – for all direct imports – the concentration in origin countries 

and 𝐻∙∙
∙∙(𝑖) gives the concentration in origin sectors. The concentration of all exports in 

destination countries is given by 𝐻∙∙
∙∙(𝑠) and concentration in destination sectors by 𝐻∙∙

∙∙(𝑗). 

Indexes 𝑇∙∙
∙∙(∗) are used to reflect the concentration of countries’ embodiment in foreign GSC 

(the import perspective, ⁎ = r) or the concentration of foreign embodiment in countries’ GSC 

(the export perspective, ⁎ = s). A larger concentration index for matrix Q than for Z indicates 

that GSC (which produce the final products that we consume) depend on fewer country-sectors 



10 

  

than the trade statistics suggest. In other words, if indexes obtained from Q are in general larger 

than those obtained from Z we have a sort of indirect dependence of countries which conditions 

their production chains even if it is not perceived in their direct purchases.  

Figures 1 and 2 present the annual results for the eight indexes at the global level from 

1995 to 2011. Several observations hold. First, all indexes are below 1500, indicating low levels 

of concentration. However, we also observe small yet significant increases over time in this 

period for almost all Herfindahl indexes. These increases are more significant for the T-indexes 

(between 5% and 9%) than for the H-indexes (between 1% and 7%). This implies that fewer 

countries play a larger role when looking at global imports (or global embodied imports) and 

exports. Second, we find larger increases in the period 2003-2011. For instance, for the 

concentration in origin and destination countries we have 𝑇∙∙
∙∙(𝑟) increased 9% and 𝑇∙∙

∙∙(𝑠) 

increased 11%. These results reflect the important and increasing role of intermediate inputs 

from China after its accession to the WTO. We also did the same analysis for the case without 

China.vii The tendency of 𝑇∙∙
∙∙(𝑟) (concentration of the origins) then becomes negative, which 

reflects the important role of China. It suggests the coexistence of increasing multilateral trade 

primarily caused by a growing global dependence on China. We find this result for different 

levels of aggregation. Third, also the sectoral destinations of the direct and the embodied trade 

became more concentrated. For example, for the exports 𝐻∙∙
∙∙(𝑗) increased 9% and 𝑇∙∙

∙∙(𝑗) 

increased 11%.  In contrast to what happened for geographical concentration, the sectoral 

results barely change when China is eliminated from the sampleviii.  

This means that the number of relevant players involved in world trade is decreasing and 

that the existing players—and China in particular—are increasing their participation. The same 

applies to sectors, a larger part of world trade by less industries. In other words, there is a trend 

to concentrate imports and exports within a smaller group of countries and sectors. Looking at 

the detailed results, however, it seems that there is geographical diversification, but with an 

increasing and strong dependence on China. For instance, Chinese imports represented around 

3% in 1995 and 14% in 2011, and the same pattern was observed for exports.  This is true for 

both the direct links (measured through import and exports in Z) and for the involvement in 

GSC (measured through embodiment in Q).  Also, there is a general trend towards more sectoral 

concentration of GSC. Together this implies more sectoral specialization and a large and 

increasing geographical dependence on China.  If we run the unit root test for the time series,ix 

we get a p-value of 0.31 for 𝑇∙∙
∙∙(𝑟), 0.95 for 𝑇∙∙

∙∙(𝑠), 0.67 for 𝐻∙∙
∙∙(𝑖), and 0.64 for 𝐻∙∙

∙∙(𝑗). This 
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means that we cannot reject the hypothesis of a unit root, indicating that the series are not 

stationary. This corroborates the other findings so far. 

Insert Figures 1 and 2 

It needs to be emphasized that caution is appropriate. This is because the database covers only 

40 countries plus a Rest of World (RoW). Although the RoW is relatively small in terms of 

total GDP, it contains a large number of countries and thus many potential trading partners. To 

check the sensitivity of our results to this aggregation of many countries into a single RoW we 

calculated the Herfindahl indexes without the RoW. x The results are between 300 and 550 

lower than the results in Figures 1 and 2. This means that RoW is big player in terms of trade 

and therefore increases concentration. This holds in particular for the concentration of 

destination countries. The increasing trends over time are also found when RoW is left out of 

the analysis.xi  

Results at the level of countries and sectors  

In this section, we look at the results for the import concentration for a given country or 

sector.  Similar results are found for export concentration and are not included here. Detailed 

results for export concentration are available upon request. 

Import concentration for a given country  

The top part of Table 2 gives for each country s and for the years 1995 and 2011 the index 

𝐻∙∙
∙ 𝑠(𝑟) for the geographical concentration of direct imports (taken from Z). It measures how 

the intermediate inputs of country s are spread over the origin countries. Similarly, index 𝑇∙∙
∙ 𝑠(𝑟) 

gives the concentration in the origin countries of foreign production that is embodied in the 

final products made in country s (using Q). Because we want to compare the two types of 

Herfindahl indexes, we restrict the analysis to intermediate deliveries (and do not consider the 

indexes developed in Annex B for trade in final products and for all trade). 

Insert Table 2 

The eight largest values in each row are coloured dark grey. They indicate the countries in 

which the production process is least dispersed internationally in the sense that their dependence 

is most concentrated. Following the guidelines of the US Department of Justice, countries with 

a Herfindahl index larger than 2500 are highly concentrated. The only two countries to which 
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this applies are Canada and Mexico (and India in 2011). On average, concentration is fairly 

low. Observe that concentration measured through direct imports (i.e. 𝐻∙∙
∙ 𝑠(𝑟)) is in most cases 

slightly larger than when measured through embodied imports (i.e. 𝑇∙∙
∙ 𝑠(𝑟)). It frequently occurs 

that a country imports relatively much from one country but when the entire supply chain is 

considered this dependence on one or a few countries is less outspoken. The increases between 

1995 and 2011 are given in Table 2 by the rows DIFH = 𝐻∙∙
∙ 𝑠(𝑟, 2011) − 𝐻∙∙

∙ 𝑠(𝑟, 1995) and 

DIFT = 𝑇∙∙
∙ 𝑠(𝑟, 2011) − 𝑇∙∙

∙ 𝑠(𝑟, 1995). The eight largest increases are coloured dark grey and 

five of them are found in Asian countries (Indonesia, India, Japan, Taiwan, and Korea). Again, 

we check the statistical significance of these changes using a unit root test. For the series of the 

different countries the p-values are between 0.61 and 0.98 indicating that structural change over 

time has occurred.  

In contrast, the lowest values (light grey) are mainly observed for European countries such 

as Germany, Finland, Hungary and Sweden. This sketches the EU as a well-functioning 

common market where countries are thoroughly integrated. The eight largest decreases are 

coloured light grey. Several of them are found in East European economies like Bulgaria, 

Estonia, Romania, and Slovakia. Note that these East European countries gained access to the 

EU in 2004 or 2007. Whereas their imports were moderately concentrated in 1995, the import 

pattern diversified considerably after their accession to the EU. 2011 is also a sign on trade 

diversity as consequence of their effective participation in the EU markets.     

Two remarkable countries are Canada and Mexico. They had the largest concentration 

values (for both 𝐻∙∙
∙ 𝑠(𝑟) and 𝑇∙∙

∙ 𝑠(𝑟)) in 1995 and showed the largest decreases between 1995 

and 2011. The results reflect the development of the NAFTA agreement between the USA, 

Mexico, and Canada. Mexico and Canada were very dependent for their imports on the US in 

1995. Although they have increased their trade with the US, they have extended their direct and 

embodied links with other countries. This implies that they have become less dependent on the 

US. 

The average geographical concentration decreased between 1995 and 2011. At first sight, 

this may seem to contradict the increased Herfindahl indexes at the national level (i.e. 𝐻∙∙
∙∙(𝑟) 

and 𝑇∙∙
∙∙(𝑟)). If the average country has an import pattern that becomes more diversified, is it 

possible that global imports become more concentrated? The answer is yes, which can be 

illustrated as follows. Suppose that each country buys its imports in one other country (implying 

maximum concentration in each and every country). At the same time, suppose also that each 
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importing country buys its inputs from a different exporter. The suppliers of global imports (i.e. 

the exporters) are very diversified. Next take the case where each country buys a lot of inputs 

in China. The average concentration will then decrease (almost all countries are buying from 

two countries now) but the exporter shares in global imports may become more concentrated 

(with a larger weight for China). This is supported by the results which are obtained when China 

is eliminated from the analysis. In that case, we see decreasing concentration, both at global 

and country level. This especially holds for Asian countries, although they still report values 

close to or even above 1500.xii 

As we mentioned before, the results are to some extent determined by the aggregate nature 

of the Rest of World. If we leave RoW aside, the Herfindahl indexes are lower but the main 

conclusions remain the same. For instance, because Canada and Mexico remain very dependent 

on the US their indexes barely change. The largest drops in concentration are found for West 

European countries which depend more on RoW than other countries. We also note that the 

sensitivity of the results to modifications in the dataset is larger at the global level than it is at 

the country level.  

The bottom part of Table 2 presents the results for the sectoral concentration 𝐻∙∙
∙ 𝑠(𝑖) and 

𝑇∙∙
∙ 𝑠(𝑖). 𝐻∙∙

∙ 𝑠(𝑖) gives the concentration of direct imports by country s in the sectors of origin. 

For example, the production processes in Ireland rely on just a very few foreign inputs 

(chemicals, wholesale trade, agriculture, and food processing) which yields a large 

concentration. 𝑇∙∙
∙ 𝑠(𝑖) considers the embodiment of foreign production in the GSC of country s 

and how this foreign production is concentrated in the origin sectors.  

Table 2 shows that the average concentration is low, substantially lower than the 

geographical concentration. The results in Table 2 also indicate that the values of the Herfindahl 

index are considerably larger in the case of 𝐻∙∙
∙ 𝑠(𝑖) (with direct relations) than in the case of 

𝑇∙∙
∙ 𝑠(𝑖) when the whole global supply chain is considered. Taking the averages over the 

countries, 𝐻∙∙
∙ 𝑠(𝑖) is 590 and 𝑇∙∙

∙ 𝑠(𝑖) is 298 in 1995 (and 757 and 405, respectively, in 2011). 

This means that, from a sectoral viewpoint, the total (i.e. direct plus indirect) foreign 

dependence through GSC is less concentrated than suggested by the direct imports. This occurs 

when production depends strongly on a single input. For example, restaurants in country A 

depend on food products from country B. Directly, A does not import agricultural products 

from B. Indirectly, however, this is very likely because the food products in B are probably 

made with agricultural produce from the same country.  
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In contrast to the average geographical concentration, which slightly decreased between 

1995 and 2011, the average sectoral concentration increased. In this regard, the results reveal a 

trend towards an increasing specialization. The sectors ‘Transport Equipment’ and ‘Electrical 

and Optical Equipment’ are important drivers of the increasing concentration, especially in the 

case of Germany and China. In these countries, both sectors get more weight in the supply 

chains and show a large concentration in the period under consideration.   

Import concentration for a given sector  

This subsection considers the geographical and sectoral structure of imports for a given 

sector. The idea is to look at the average production process of a certain sector (where the 

average is taken over the countries) and check whether it has become more or less concentrated 

in terms of imported inputs. That is, we consider the concentration of the foreign supply of a 

given sector or the concentration of the foreign supply of a given supply chain. For the 

quantification, we use the following geographical and sectoral Herfindahl indexes: 𝐻∙𝑗
∙∙ (𝑟), 

𝑇∙𝑗
∙∙(𝑟), 𝐻∙𝑗

∙∙ (𝑖), and 𝑇∙𝑗
∙∙(𝑖). For example, 𝐻∙𝑗

∙∙ (𝑟) examines the imports of the average, say, food 

processing sector (j) and asks how concentrated the supplying countries are. 𝐻∙𝑗
∙∙ (𝑖) does the 

same but looks at the concentration of supplying sectors. The T-indexes do not examine the 

imports of the food processing sector but the foreign contribution to the average food processing 

global supply chain. The results for these indexes are shown in Table 3 for 1995 and 2011. 

Insert Table 3 

  As can be seen, the world geographical concentration is slightly larger for direct imports 

(using 𝐻∙𝑗
∙∙ (𝑟)) than for embodied foreign production (using 𝑇∙𝑗

∙∙(𝑟)). Both concentrations have 

somewhat increased between 1995 and 2011. The geographical Herfindahl indexes are below 

1000, indicating low concentration, in all but two sectors. Two of the exceptions are the energy 

related sectors of ‘Coke, Refined petroleum and nuclear fuel’ and ‘Electricity, gas and water 

supply’. Typically, these sectors depend strongly on oil and gas, which is found only in a few 

regions of the world. For the changes over time, remarkable sectors with substantial increases 

in their concentration of imports are ‘Textiles and Textile products’, and ‘Manufacturing Nec 

and Recycling’. On average, textile sectors all over the world import primarily (and 

approximately 50% of their total imports) from the Rest of the World (RoW). The same holds 

for the other manufacturing sectors, with their imports from India.  
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The situation of sectoral concentration differs markedly from that of geographical 

concentration. The Herfindahl indexes for sectoral concentration are on average three times 

larger in the case of direct relations (using 𝐻∙𝑗
∙∙ (𝑖)) than in case of embodied relations (using 

𝑇∙𝑗
∙∙(𝑖)). This points at strong direct import dependencies of some sectors (as is the case for the 

manufacturing sectors) which become less intense when we consider the whole supply chain. 

The reason is that the input (on which a certain sector j crucially depends) is produced with 

intermediate goods from other sectors. And these intermediates are also produced with inputs, 

and so forth. A clear example is ‘Electrical and Optical Equipment’. The direct imports often 

are components which mainly come from the sector itself, but these components are made with 

many other intermediate inputs, for example coming from ‘Chemicals and Chemical Products’, 

‘Rubber and Plastics’, or ‘Transport Equipment’.   

We also observe a clear difference between the services sectors (with small Herfindahl 

indexes) and the manufacturing sectors (with large indexes). The exception for the services 

sectors is ‘Financial intermediation’, with large dependencies for the direct imports. This 

reflects its higher internationalization in comparison with the rest of services, whose demand is 

mainly domestic.   

The development of the sectoral concentration over time is similar to that for geographical 

concentration. On average, concentration has slightly increased. For most sectors the changes 

were minor, except for ‘Financial intermediation’ that further increased its concentration. In 

general terms, this sector has low input requirements and generates much value added (per unit 

of its output). The p-values for the unit root test are in each sector larger than 0.6, which is in 

line with the finding of an increase over time. 

Complementary insights can be obtained by examining GSC from the viewpoint of the 

seller. That is, looking at the geographical and sectoral distribution of direct and embodied 

exports. This information is available in Annex B.  Briefly summarized, we see a trend towards 

a geographical concentration of direct and embodied exports, reflecting a regional 

specialization of GSC. We find more diversification of exports in European countries (when 

compared with the world average), which is even stronger for East European countries. Looking 

at sectors, significant differences are found. That is, much concentration for the primary sectors 

(‘Agriculture, Hunting, Forestry and Fishing’ and ‘Mining and Quarrying’) and some 

manufacturing sectors (such as ‘Electrical and Optical Equipment’, ‘Transport Equipment’, 
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‘Textiles and Textile Products’). On the other hand, services sectors exhibit low concentration, 

implying a greater variety of export destinations.xiii 

Concentration in the supply chains and economic growth 

In the previous sections we have developed—in a multiregional input-output framework—

different indexes to measure the geographical and sectoral concentration of GSC. At the most 

aggregated level, these metrics consider the import dependence of the average country or the 

average sector, and they consider both direct imports and embodied imports. At the next level, 

the indexes consider the concentration of the import dependence of a particular country or of a 

particular sector. In this section, we focus on the question whether geographical or sectoral 

concentration of a country’s GSC affects this country’s development level.  

We regress GDP per capita (GDPpc) in country s in year t on the geographical Herfindahl 

index 𝑇∙∙
∙ 𝑠(𝑟) in year t and on the sectoral Herfindahl index 𝑇∙∙

∙ 𝑠(𝑖) in year t. We have 

information for 16 years (1995-2011) and 38 countries.xiv We apply a panel data fixed effects 

approach and adopt the robust estimation to control for autocorrelation and heteroscedasticity. 

In order to control for the size of a country and its ability to take advantage of the cost-efficiency 

relationship between concentration and income (Kitsos & Bishop, 2018) we add control 

variables. These are: the share of high skilled workers (expressed as the percentage of people 

employed in tertiary education); the capital stock (expressed in millions of dollars); value added 

generated in high technology sectors (calculated as the sum of value added of ‘Electrical and 

Optical Equipment’, ‘Transport Equipment’ and ‘Chemicals and Chemical Products’); and 

population size. Data for high skilled workers, capital stock and population size are obtained 

from Eurostat, while value added in high-tech sectors is calculated from WIOD input-output 

tables. These variables can be considered as proxies for technological development, economic 

structure, and size of the country. Some other papers considering these or similar variables are 

Lee, 2014; Capello et al., 2015 or Kitsos & Bishop, 2018.  The results are presented in Table 4.  

Insert table 4 

Columns (1)-(4) present the results for geographical concentration. Column (1) shows a 

positive and statistically significant coefficient for the geographical concentration. This 

suggests that more concentrated supply chains in a country are associated with a higher level 

of GDP per capita. From a cost-efficiency (and therefore income) perspective it is better to 

import from a select group of countries than to be risk-averse and spread the imports over a 



17 

  

large group of countries. This is in accordance with one part of economic literature that explores 

the benefits of a concentration of supply in fewer suppliers, despite the possible risks (Hartman 

et al., 2017; Piatanesi & Arauzo-Carod, 2019).  

Previous analyses showed that the concentration of supply chains accelerated from 2003 

onwards, which is also confirmed by the Chow test. In the model in column (2) we control for 

that and introduce a slope dummy. That is, we use as an interaction variable the product of the 

Herfindahl index at time t and the value of time dummy DT in year t (which is 1 for the period 

2003-2011 and 0 otherwise). The effect of the geographical concentration on GDP per capita 

becomes negative for 1995-2002 but strongly positive for 2003-2011. This confirms a change 

in the trend from 2003, intensifying the effect of the geographical concentration on per capita 

GDP.  

Following the results in the previous subsection on regional aspects of GSC, we also 

control for the effect of belonging to the European Union. The model in column (3) thus 

includes an interaction variable based on EU dummy (DEU = 1 if a country is part of Europe 

and 0 otherwise). The net effect of Herfindahl concentration within this region is positive and 

significant. Being a European country thus intensifies the positive effect of concentration on 

GDP per capita (when compared to other countries). This can be associated with scale 

economies and their behaviour as a cluster, partially explained by their trade agreements (Goisis 

et al., 2009). In model (4) introduces a dummy for Asian countries (DA = 1 for Asian countries 

and 0 otherwise). This dummy is not significant which means that belonging to Asia makes no 

difference in terms of the effect of geographical concentration on the GDP per capita of a 

country.  

Columns (5)-(8) test the relationship between the sectoral concentration in the exports of a 

country and its per capita GDP. Model (5) shows a negative and significant effect of the 

Herfindahl sectoral index. More sectoral diversity of the exports (or less sectoral concentration) 

has a positive impact on GDP per capita. This result is in line with previous literature which 

conclude that sectoral diversity of exports (for example, Saviotti & Frenken, 2008; Lei & 

Zhang, 2014; and Freire, 2017) is an important factor to explain economic growth. This result 

is also in line with our own findings in the previous subsection. A high concentration was found 

in particular for the manufacturing sectors and low concentration for the services sectors. At 

the same time, services sectors generate more value added per dollar of output than 

manufacturing sectors. Note that, although manufacture sectors use more labor, services 
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incorporate more high-skill workers.  So, countries with large services sectors and small 

manufacturing sectors will show on the one hand a relatively low concentration and on the other 

hand relatively much GDP per capita (i.e. when compared to countries with small services 

sectors and large manufacturing sectors).  

As before, we control for time and place. Model (6) includes the time dummy DT (for 

2003-2011). The combined effect of concentration of GDP per capita is still negative but the 

effect is much smaller in size for 2003-2011 than for 1995-2002. In other words, in the recent 

period the positive effect of import diversity on income is mitigated. In model (7), the EU 

dummy is significant and very negative. The combined effect shows that EU countries in the 

period 2003-2011 increased their GDP per capita with more sectoral diversity (less 

concentration) in their exports. However, a different scenario appears for Asian countries in 

model (8). The dummy variable is in this case also significant and the effect of GDP per capita 

is positive. The results suggest that sectoral concentration of exports benefits the economy of 

Asian countries through the entire period.   

As a robustness analysis, we carry out three additional exercises (the results of which are given 

in Annex C). First, if we leave out China, concentration in Asian countries becomes non-

significant. This points at the important role of this country. What is more, the sign for European 

concentration changes, becoming positive now. It might be indicating that, without considering 

China, the European trend towards more concentration is positive. 

Second, we reproduce the calculus for WIOD 2016. This led us capture the effects of the 

crisis of 2008.However, the first year considered is 2000, thus, we are not able to capture the 

2003 break. Despite that, we obtain the similar results with the same general trends over time.  

These results are complementary, observing two moments of time in which the 

concentration trend increases. Moreover, the explicative capacity of the model is lower when 

using WIOD 2016. However, if we just consider the period 2000-2009, the R squared becomes 

much more similar.  This is telling that the correlation found between per capita GDP and 

concentration is more important during growth periods, while during years of crisis this 

relationship becomes weaker. This result would be in line with recent trends of back-shoring or 

reshoring as response to global crisis and the associated uncertainty, as well as the increasing 

adoption of decisions based on criteria such as shorter supply chains, confidence, closeness, etc 

(Kinkel., 2014; Bettiol et al., 2017; Merino et al., 2021).  
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Third, we replicate our analysis using the concentration measure proposed by Van der 

Linden (1999), which is based on the well-known Location Quotient (Isard, 1960) and widely 

used in the input-output framework (Zhao & Choi., 2015; Jahn., 2017; Aghamohammadi et al., 

2021). For most coefficients, we obtain similar results in terms of sign and significance. 

 In summary, our results suggest a significant relationship between concentration and the 

income level of countries. More geographical concentration and less sectoral concentration of 

imports favour economic growth. However, differences are found across years and countries. 

From 2003 onwards, concentration had a more positive dimension or less negative effect. EU 

membership has a positive effect on the impact of geographical concentration but a strong 

negative effect on the impact of sectoral concentration. In this context, we can conclude that 

more diversity does not always foster economic growth, as most of the economic literature 

seems to claim. Instead, the relationships are more complex, depending on several factors.  

Conclusions 

Supply chain concentration recently received renewed scholarly attention. Business studies 

reported an increase in the concentration of foreign supplies over the last decade, mainly in 

high-tech production. Typically, however, these studies focused on individual firms or 

products, not on sectors or entire countries. Economics studies related to global value chains 

suggested an increase in the international fragmentation of production. However, these studies 

(at the level of sectors and countries) did not consider concentration. Building on these two 

literatures, we hypothesized that trade and global supply chain participation have become more 

concentrated over time. This is because international fragmentation has led to more 

specialization in tasks and in niches of the production process. We developed Herfindahl 

indexes to measure geographical and sectoral concentration within a global multiregional input-

output (MRIO) framework.  

At the global level, we asked how concentrated the imports are with respect to the countries 

and the sectors of origin. We also asked how concentrated the exports are with respect to the 

countries and sectors of destination. The same four questions were answered for the 

embodiment in GSC. That is, instead of looking at the imports/exports we looked at the 

embodiment of foreign production in the average country’s GSC. We found that all 

concentration indexes at the global level are low and that all increased between 1995 and 2011. 

At the same time, the increases were relatively small, which suggests that there is a more 

nuanced picture with differences across countries and sectors. 
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At the country and the sector level, our results were more varied. Asian countries showed 

a high geographical concentration in 1995 which increased further in until 2011 (in particular 

for Indonesia, India and Japan). In contrast, most European Union countries had small 

geographical concentration indexes, which even slightly decreased. Our results suggest patterns 

that are similar within regional blocks but different across blocks. This is the case for the Asian 

economies, which tended to further concentrate their purchases, and for the EU, which tended 

to further diversify them. For the sectoral concentration of the imports, we found high levels 

for China and other Asian countries. China bought its imports from a small number of sectors, 

which was largely due to its strong dependence on processing imports. In contrast, the European 

Union countries again showed low sectoral concentration, mainly because of intensive intra-

EU trade. 

Our analysis of the geographical import concentration of sectors showed low levels for the 

Herfindahl indexes. Exceptions were ‘Coke, refined petroleum and nuclear fuel’ and 

‘Electricity, gas and water supply’. Both sectors depend largely on the input of oil and gas, 

which many countries have to import from a small number of suppliers. Another finding was 

that the sectoral concentration was higher for the direct imports (H-indexes) than for the 

embodied imports (T-indexes). Sectors generally import from a few other sectors but their final 

products, however, require and embody inputs from a wide range of sectors. Also, the changes 

in concentration between 1995 and 2011 were extremely small and we observed (in particular 

for the sectoral concentration) a distinction between the services sectors (with low 

concentration) and the manufacturing sectors (with high concentration). 

Finally, we have tested the impact of concentration on economic performance of countries. 

Broadly speaking, geographical concentration had a positive effect on the economy and sectoral 

concentration a negative (or, in other words, sectoral diversity was beneficial). In the period 

2003-2011, the positive effect of geographical concentration increased whilst the negative 

effect of sectoral concentration reduced in size. Looking at geographical areas, being a part of 

Europe reinforced the results obtained for the whole sample. That is, belonging to EU increased 

the positive effect of geographical concentration and the negative effect of sectoral 

concentration. The case of Asia was different from Europe, with a positive effect of sectoral 

concentration on GDP per capita and an insignificant effect of geographical concentration.  

Diversification has usually been linked to a higher economic growth. However, our results 

suggest that in the last globalization wave, the impacts of concentration on economic growth 
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have been heterogeneous over time and over countries. This suggests that there are different 

ways to take advantage of trade configurations and the composition of GSC. The heterogeneity 

of relations and patterns over time raise new questions and—in order to foster economic 

growth—may require adapting international policies, depending on the development stage of 

the countries. This creates many opportunities and challenges for policy makers.     
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Figures  

 

Figure 1. Sectoral and geographical concentration of direct global trade between 1995 and 

2011 (Herfindahl indexes 𝐻∙∙
∙∙(𝑟), 𝐻∙∙

∙∙(𝑖), 𝐻∙∙
∙∙(𝑠), and 𝐻∙∙

∙∙(𝑗)) 
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Figure 2. Sectoral and geographical concentration of global supply chain participation 

between 1995 and 2011 (Herfindahl indexes 𝑇∙∙
∙∙(𝑟), 𝑇∙∙

∙∙(𝑖), 𝑇∙∙
∙∙(𝑠), and 𝑇∙∙

∙∙(𝑗)) 

 

 

 
i Specialization of countries in certain sectors, using multiregional input-output tables (albeit not global) and 

based on extensions of the Balassa index, has received some attention in the literature. See, for example, 

Oosterhaven (1995), Van der Linden (1999), and Hoen (2002). In the same vein did Van der Linden (1999) 

look at the sectors in which outputs or exports were concentrated, which is a different question than the one 

we will address in this paper. 
ii The global MRIO tables in the World Input-Output Database provide information for 40 countries plus the 

Rest of the World (as if it were a single country) and 35 sectors. The data are publicly available and can be 

downloaded for free from http://www.wiod.org.   
iii Bold-faced lower-case letters are used to indicate vectors, bold-faced capital letters indicate matrices, italic 

lower-case letters indicate scalars (including elements of a vector or matrix). Subscripts indicate sectors and 

superscripts indicate countries. Vectors are columns by definition, row vectors are obtained by transposition, 

denoted by a prime (e.g. 𝐱′). Diagonal matrices are denoted by a circumflex (e.g. �̂�). 
iv The specific values of the index depend on the characteristics of the database and, in particular, on the 

number of sectors. Our analysis, however, focuses on the trends over time of the indexes, using the same 

database and sector classification across the whole period. 
v Alternatively, one might be interested in the concentration of the import bundle that goes from country r to 

sector j in country s. In this case, the shares ℎ𝑖𝑗
𝑟𝑠(𝑖) = 𝑧𝑖𝑗

𝑟𝑠/ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑖  would have been appropriate. It is also 

possible to look at the export shares and the concentration of countries or sectors of destination. The 

appropriate shares would be ℎ𝑖𝑗
𝑟𝑠(𝑠) = 𝑧𝑖𝑗

𝑟𝑠/ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑠  and ℎ𝑖𝑗
𝑟𝑠(𝑗) = 𝑧𝑖𝑗

𝑟𝑠/ ∑ 𝑧𝑖𝑗
𝑟𝑠

𝑗 , respectively. 
vi The link between the import shares ℎ𝑖𝑗

𝑟𝑠(𝑟) and ℎ⋅𝑗
𝑟𝑠(𝑟) is that we can write ℎ⋅𝑗

𝑟𝑠(𝑟) = ∑ 𝑤𝑖𝑗
⋅𝑠(𝑖)ℎ𝑖𝑗

𝑟𝑠(𝑟)𝑖 . The 

weights 𝑤𝑖𝑗
⋅𝑠(𝑖) = ∑ 𝑧𝑖𝑗

𝑟𝑠
𝑟 / ∑ ∑ 𝑧𝑖𝑗

𝑟𝑠
𝑟𝑖  depend on i and reflect the relevance of imports of intermediate product 

i (from any country r) by sector j in country s.   
vii Detailed results of the analysis without China are available upon request. 
viii In our analysis, we eliminated China from the matrices Z and Q and calculated the indices without this 

country. The analysis may be slightly biased in the case of Q because this matrix still partially captures the 
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role of China. An alternative would have been to apply the Hypothetical Extraction Method. This method, 

however, as pointed out by Dietzenbacher et al. (2019), has other disadvantages, and cannot be applied 

straightforwardly to world input-output tables, requiring making additional choices to redistribute the imports 

from China.  
ix The null hypothesis is that the time series has a unit root, the alternative hypothesis is that the series is 

stationary. 
x The analysis without RoW has done as in the case without China.  
xi In another set of calculations, we took also the domestic deliveries into account and we found that the 

geographical trends were negative. It should be noted, however, that the domestic parts represent around 80% 

of the indexes. A negative trend therefore reflects more and increasing openness of trade during the period 

under consideration.  
xii Again, if the domestic inputs are included in the Herfindahl indexes, the indexes are higher, particularly for 

countries with a large share of domestic inputs. The average trend of decreasing concentration is, however, 

also found in this case.  
xiii Contrary to our observations for geographical concentration, the results for sectoral concentration do not 

differ between the global and the country level. This confirms, in general terms, the competitive character of 

intermediate imports. The input requirements are determined by the production function and for sectoral 

concentration the source country is not important.  
 
xiv We eliminate RoW, Cyprus, and Taiwan from the dataset due to a lack of appropriate data for GDPpc.  


