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Abstract

Nowadays, speaker verification systems begin to perform very well under nor-

mal speech conditions due to the plethora of neutrally-phonated speech data

available, which are used to train such systems. Nevertheless, the use of vo-

cal effort modes other than normal severely degrades performance because of

vocal effort mismatch. In this paper, in which we consider whispered, normal

and shouted speech production modes, we first study how vocal effort mismatch

negatively affects speaker verification performance. Then, in order to mitigate

this issue, we describe a series of techniques for score calibration and speaker

embedding compensation relying on logistic regression-based vocal effort mode

detection. To test the validity of all of these methodologies, speaker verification

experiments using a modern x-vector-based speaker verification system are car-

ried out. Experimental results show that we can achieve, when combining score

calibration and embedding compensation relying upon vocal effort mode detec-

tion, up to 19% and 52% equal error rate (EER) relative improvements under

the shouted-normal and whispered-normal scenarios, respectively, in compari-

son with a system applying neither calibration nor compensation. Compared to

our previous work [1], we obtain a 7.3% relative improvement in terms of EER

when adding score calibration in shouted-normal All vs. All condition.
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1. Introduction

Speaker verification systems are becoming very popular and highly used in

everyday life applications due to their improved performance and the reduced

amount of speech required to enroll/verify users [2, 3, 4]. In part, this is due

to the increased availability of high computational power and large amounts5

of speech data that have made the use of deep learning techniques possible

[5, 6, 7, 8]. However, despite the fact that the accuracy of this technology is

considerably high, there are many scenarios in which deep models can present

problems such as when used in situations where speech is not neutrally phonated.

Human speech can have different modes of production depending on physical10

and emotional conditions. The vocal apparatus can be seen as a musical instru-

ment that every person plays when she/he is speaking with many tinges. For

this reason, speaker verification systems do not work as well when facing frag-

ments with different vocal effort modes than when facing two neutrally-phonated

speech fragments. Fundamentally, five different vocal effort modes are consid-15

ered: whispered, soft, neutral or normal, loud and shouted speech with different

characteristics that can adversely affect the performance of speaker verification

systems [9].

A little number of works has studied how vocal effort affects automatic

speech recognition, e.g., [10, 11]. For example, the authors of [11] conclude that20

when whispered speech is considered, a 50% decrease in performance can be ex-

pected. Besides, in [12], a study on shouted versus normal speech in the context

of speaker verification is carried out. While the accuracy of the system with nor-

mal speech is 94.7%, that decreases to 44.7% when shouted speech is employed.

Similarly, in [13], a drop in performance from 100% to only 8.7% in speaker iden-25

tification is reported, so a shouted speech detection and compensation method
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is proposed. For the same task, the authors of [14] apply both mixture prob-

abilistic linear discriminant analysis (mix-PLDA) and trial-based calibration

with condition PLDA similarity (TBC-CPLDA) to improve system robustness

with 18% and 33% relative improvement in discrimination and calibration per-30

formance, respectively, on the SRI-FRTIV (Five-way Recorded Toastmaster In-

trinsic Variation) corpus. In this same vein, [15] demonstrated very recently

that speech produced under the Lombard effect can degrade speaker verifica-

tion performance significantly in comparison with neutrally-phonated speech

typically present in “clean” acoustic conditions. It was found that the extent35

of the degradation depends on the noise type, with large crowd noise having

the biggest impact —i.e., 7.5% absolute increase of equal error rate (EER)—.

A quality measure function-based calibration approach, incorporating the noise

level as an additional term in linear score calibration, was found to outperform

conventional calibration across all noise types. Besides, Sarria-Paja and Falk [5]40

proposed in 2017 three innovative types of speech features to take into account

complementary characteristics of whispered and normal speech. By training

three different speaker verification systems with their proposed speech features,

they obtained EER improvements of 66% and 63% for normal and whispered

speech, respectively, over a baseline using traditional Mel-frequency cepstral co-45

efficients (MFCCs). Then, in [16], Vestman et al. studied whispered speech,

introducing a new modeling technique that involves a long-term speech analysis

based on a joint utilization of frequency domain linear prediction and time-

varying linear prediction (FDLP-TVLP). For the experiments, they used the

CHAINS (CHAracterizing INdividual Speakers) corpus [17] to test whispered-50

normal mismatch conditions and demonstrated that FDLP-TVLP features im-

prove speaker recognition EER by 7–10% over standard MFCC features. An-

other method to solve the vocal effort mismatch between normal and whispered

speech in speaker verification [6] proposes fusing modulation spectral features

with bottleneck features at a feature- and a score-level, obtaining a 68-70% im-55

provement with respect to an i-vector-based baseline system. Another approach

[7] proposes a feature mapping between whispered MFCC features and normal
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MFCC features by maximizing cosine similarity between neutral and whisper i-

vectors, getting a 24% relative improvement. Finally, formant and formant-gap

features achieved, over other speech features like MFCCs, an absolute 3.79%60

EER improvement when dealing with whispered-normal mismatch conditions

in the context of an i-vector/PLDA speaker verification system [8].

Closely related to the vocal effort question, the emotional state of a speaker

also conditions the way speech is produced. Therefore, intra-speaker variabil-

ity as a result of different emotions (e.g., happiness and anger) can challenge65

speaker verification systems [18] in a similar way as vocal effort mismatch does.

For example, the authors of [19] show how the performance of an i-vector-

based speaker verification system trained with normal speech data is nega-

tively affected by speech produced under different emotions. While existing

emotion-invariant speaker verification approaches may be applied to deal with70

the vocal effort mismatch problem raised in this work, they either are not suit-

able for modern neural network-based speaker verification [20] or have some

drawbacks [21, 22]. With respect to these drawbacks, [22] involves training

speaker-dependent Gaussian mixture models (GMMs), whereas we think that

a speaker-independent methodology is desirable. Furthermore, [21] proposes an75

emotion-invariant speaker embedding extractor that requires enough emotional

speech data to be trained. However, vocal effort speech data scarcity prevents

us from considering such an approach, so other smart techniques are devised in

the present paper.

In this work, we study whispered, normal and shouted modes in order to80

better characterize them and show why deep models do not work as well when

speaker verification systems face phonation modes other than normal speech.

Before carrying out any compensation, we present a simple shouted-normal and

whispered-normal detector to classify speech segments into those three different

categories. After that, we introduce a score calibration method that improves85

the performance when applied to the verification of speech segments produced in

different vocal effort conditions. Finally, we propose compensation techniques,

in the speaker embedding (i.e., x-vector in this work) domain, to reduce the vocal
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effort mismatch between embeddings, regardless of the mode of production.

Compared to our previous work [1], we obtain a 7.3% relative improvement90

in terms of EER when adding score calibration in shouted-normal All vs. All

condition.

The remainder of this paper is organized as follows: a brief study of whis-

pered, normal and shouted speech is presented in Section 2. In Section 3, the

experimental framework is explained. Then, a simple shouted and whispered95

speech detection method is described in Section 4. Section 5 illustrates the score

calibration method, while Section 6 is dedicated to the compensation techniques

proposed in this work. Experimental results are presented in Section 7. Finally,

Section 8 concludes this work.

2. On Vocal Effort Modes: Normal, Whispered and Shouted100

In this section, we briefly review some of the most prominent characteristics

of the different vocal effort modes considered in our study: normal, whispered

and shouted. This review will be illustrated by Figure 1, which shows the log-

magnitude spectra of a same phrase (in Spanish) uttered by a male speaker in

normal, whispered and shouted modes.105

Among all the possible vocal effort modes, whispered speech production is

the lowest one in terms of energy [9], and it is mainly characterized by an

aperiodic weak excitation [13] due to almost non-existing vocal cord vibration

[23]. Thus, this is, in turn, the vocal mode with the lowest sound energy level [9].

While the normal speech production mode can be considered to lie somewhere110

in the middle, at the other end of the range we can find the shouted vocal effort

mode. The latter is characterized by both a fast variation of the period of the

vocal cords and a notable voice excitation [13]. As a result, the shouted vocal

mode is the one with the highest sound energy level [9]. Such a sound energy

level increase along the whispered-normal-shouted speech production modes can115

be observed at a glance in Figure 1.

Other acoustic features such as, e.g., spectral tilt, pitch and formant fre-
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quencies are also affected by the speech production mode due to its particular

vocal tract resonance configuration [24]. In [9], Zhang and Hansen conclude

that the spectral tilt decreases for both whispered and shouted modes with120

respect to normal vocal effort. While this might be attributed to a relatively

greater contribution of the consonants to the total whispered speech energy, in

the shouted speech case this could be as a result of the glottal pulse with more

regular shapes [9].

Figure 1: Log-magnitude spectra of a same phrase (in Spanish) uttered (by a male speaker),

from top to bottom, in normal, whispered and shouted modes. Estimates of pitch and the

first four formants obtained by Praat [25] are overlaid on these spectra.

Considering the fundamental frequency (F0) variation, it is well-known that125
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Pitch/Formant Normal Whispered Shouted

Pitch (F0) 121 ± 13 — 187 ± 15

1st formant (F1) 477 ± 210 1,608 ± 242 1,275 ± 336

2nd formant (F2) 2,002 ± 405 2,526 ± 181 2,375 ± 308

3rd formant (F3) 3,449 ± 234 3,804 ± 276 3,595 ± 306

4th formant (F4) 4,800 ± 175 4,388 ± 292 4,552 ± 331

Table 1: Vocal mode-dependent fundamental frequency (F0) and formant frequency values

(from F1 to F4), in Hz, obtained as the median of the time sequences of fundamental fre-

quency and formant frequency estimates displayed in Figure 1. Fundamental frequency and

formant frequency values are presented along with their corresponding median absolute devi-

ation values.

it tends to increase with higher vocal effort [26, 27] because of the increased

subglottal pressure [28] and other factors [24]. Fundamental frequency estimates

obtained by using Praat [25] are overlaid on the spectral representations in

Figure 1. For the sake of comparison, Table 1 shows vocal mode-dependent F0

values, in Hz, obtained as the median of the time sequences of F0 estimates130

displayed in Figure 1. Fundamental frequency values in Table 1 are presented

along with their corresponding median absolute deviation values. At this point,

it should be noted that we use the sample median instead of the sample mean

due to the further robustness of the former for the estimation of the central value

of a probability distribution. Whereas the F0 estimate for whispered speech is135

not provided due to the absence of vocal folds vibration in this vocal mode, we

can see, according to Table 1, that F0 is clearly greater for shouted than for

normal speech, as expected.

Regarding formant structure, it was found that (mainly) the first and second

formant frequencies (F1 and F2) and all formant bandwidths tend to increase in140

whispered with respect to normal speech [29, 30]. Similarly, in [27], Elliott states

that the first formant frequency (F1) increases in shouted speech compared to

normal speech while the second and third formant frequencies (F2 and F3) do

not change much. As for the F0 case, formant frequency estimates also obtained
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using Praat are overlaid on the spectrograms in Figure 1. Again, for the sake145

of comparison, Table 1 also shows vocal mode-dependent formant frequency

values —along with their corresponding median absolute deviation values—,

in Hz, estimated as the median of the time sequences of formant frequency

estimates depicted in Figure 1. As it can be seen, the aforementioned formant

structure alterations across vocal effort modes are very much endorsed by the150

illustrative example of Figure 1.

Let us also observe that different emotions provoke changes in terms of speech

production. For example, and as it comes to no surprise, speech produced under

stress conditions (e.g., in life-threatening scenarios) and angry speech show some

similarities with shouted speech. Particularly, all these types of speech exhibit155

increased F0 and intensity with respect to neutral speech [31, 32, 33] due to

higher vocal effort. However, while angry speech also involves an increase of

the first formant frequency as for shouted speech, the latter does not show a

relevant increase of the second formant frequency as angry speech does [34].

To sum up, whispered, normal and shouted speech can be primarily differ-160

entiated in terms of sound energy level, which is directly correlated with speech

fundamental frequency [26, 27]. Furthermore, whispered and shouted speech

exhibits increased first formant frequencies with respect to normal speech, and

whispered speech shows a higher second formant frequency than the other two

modes. Since speaker representations for speaker verification are derived from165

the speech signal, they are also impacted by the vocal effort mode, which might

lead to poor speaker verification performance in case of vocal effort mode mis-

match. This question is discussed in the remainder of the paper.

3. Experimental Setup

In this section, we describe the experimental setup. First, in Subsection170

3.1, we explain the speaker verification system used to obtain the baseline ex-

periment in this work. Second, in Subsection 3.2, we analyze the effects of

vocal effort in the embedding domain. Then, we divide the experiments into
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normal-shouted and normal-whispered speech due to the different characteris-

tics of the datasets that are described in Subsection 3.3. Finally, we explain the175

whole experimental framework in Subsection 3.4, which includes the different

modules that are considered to improve the performance of the baseline speaker

verification system when vocal effort mismatch is present.

3.1. Baseline Speaker Verification System

In this subsection, we explain the characteristics of the speaker verification180

system used to perform the baseline experiments carried out with the datasets

described in Subsection 3.3. In Figure 2, we can see the block diagram of this

speaker verification system.

The feature extractor module receives the input signal and returns 30-dimensional

MFCC [35] vectors. In particular, the speech signal is framed employing a 25185

ms analysis window with a 10 ms shift. Furthermore, this module uses a voice

activity detector to discard non-speech frames.

The time-delay neural network (TDNN) module is fed with MFCC features

computed from a single-speaker utterance to output a 512-dimensional speaker

embedding (x-vector) that represents the speaker present in the input utterance.190

The reason behind using a TDNN [36] for speaker embedding extraction lies in

the popularity of this architecture for the speaker verification task [37, 38].

Success of TDNNs comes from their ability to effectively modeling long-range

dependencies in time sequences like speech signals [36, 37, 38].

In Table 2 [37], we describe the TDNN configuration for an input segment195

with T frames. The first five layers work on speech frames with a temporal

context centered at frame t. The statistics pooling layer aggregates all the T

frame-level outputs from the fifth layer and computes its mean and standard

deviation. The statistics are 1,500-dimensional vectors, calculated once for each

input segment. This process aggregates information across the time dimension200

in such a manner that the subsequent layers work on the whole segment (layer

context of {0} and total context of T ). The mean and standard deviation are

concatenated and passed through segment-level layers followed by an output
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Layer Layer context Total context Input×output

frame1 [t-2, t+2] 5 120×512

frame2 {t-2, t, t+2} 9 1,536×512

frame3 {t-3, t, t+3} 15 1,536×512

frame4 {t} 15 512×512

frame5 {t} 15 512×1,500

stats pooling [0, T ) T 1,500T×3,000

segment6 {0} T 3,000×512

segment7 {0} T 512×512

softmax {0} T 512×N

Table 2: Architecture of the time-delay neural network (TDNN) used in this work for speaker

embedding (x-vector) extraction [37].

softmax layer. All the non-linearities are rectified linear units (ReLUs) [37].

Once the TDNN has been trained, x-vectors are extracted from the affine com-205

ponent of layer “segment6”. At runtime, this architecture has a total of 4.2

million parameters [37].

Finally, the PLDA back-end module is used to obtain scores for each ver-

ification trial by comparing two different embeddings. Before PLDA scoring,

x-vectors are centered, whitened, reduced in terms of dimensionality by means210

of linear discriminant analysis (LDA) and length-normalized. Let us notice that,

after application of LDA, the number of components of the vectors employed

by PLDA is 150.

In our experimental setup, the primary metric to evaluate the performance

of the systems is equal error rate (EER). In a detection system, EER is the215

value in which false acceptance rate (FAR) and false rejection rate (FRR) are

equal. FAR is the proportion of unauthorized users misclassified by the system,

and FRR is the fraction of genuine users misclassified as unauthorized users by

the system.

Our baseline speaker verification system is implemented according to the220

10



x-vector-based Kaldi [39] recipe using augmented versions of the VoxCeleb1 [40]

and VoxCeleb2 [41] datasets1, and, for the sake of reproducibility, freely available

models are downloaded2. The EER obtained using this baseline system is 3.1%

[39].

Audio
input Feature

Extractor
TDNN

Network

MFCC
features

x-vector
embedding PLDA 

Back-end

Score

Figure 2: Block diagram of the speaker verification system used for experimental purposes in

this paper.

3.2. Vocal Effort Mode Impact on X-Vectors225

The characteristics of vocal effort modes described in Section 2 also affect the

embeddings extracted using the models trained with normal speech. To show

the effects in the embedding domain, we use t-SNE (t-distributed Stochastic

Neighbor Embedding) [42], which allows us to visualize, in a two-dimensional

space, 512-component embeddings. We can see in Figure 3a four different em-230

bedding clusters that tend to be grouped by gender and vocal effort condition, in

this case, normal and shouted speech. In the speaker verification task, the same

speaker with different vocal effort condition will not be correctly verified due to

this mismatch not appropriately compensated by the embedding extractor.

In Figure 3b, the same behavior shown in Figure 3a can be appreciated but235

considering whispered speech this time. There are four different clusters that

again tend to be grouped by gender and vocal effort condition corresponding to

whispered and normal speech, male and female speakers. Similarly, this effect

degrades the performance of the speaker verification system, i.e., when different

vocal effort conditions are involved. In summary, this fact justifies the need for240

techniques able to mitigate the adverse effects of vocal effort mismatch on the

performance of speaker verification systems.

1https://github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb
2https://kaldi-asr.org/models/m7
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(a) Shouted and normal speech. (b) Whispered and normal speech.

Figure 3: Speaker embedding representations obtained by means of t-SNE [42].

3.3. Shouted and Whispered Speech Test Datasets

In this subsection, we explain the databases used for experimental purposes.

In this work, we have experimented with two databases: normal-shouted and245

normal-whispered. Notice that, apart from the fact that these two databases are

independent, the main reason we do not consider the shouted-whispered con-

dition is because the goal of applying embedding compensation (from shouted

to normal and whispered to normal) is to improve the performance of speaker

verification systems trained using normal speech only. Besides, due to data250

scarcity, shouted and whispered speech detection, score calibration and em-

bedding compensation experiments are carried out using leave-one-speaker-out

cross-validation. All the utterances in the corpora are processed to extract x-

vectors according to what outlined in Subsection 3.1 and further detailed in

[37].255

The shouted speech corpus used to perform the shouted versus normal speech

experiments is the one presented in [13]. It consists of 11 male and 11 female

speakers. Each of them recorded 24 sentences speaking with neutral phonation

and the same 24 sentences shouting. The sentences were recorded in an anechoic

chamber using a high-quality microphone. Channel effects and environment260
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variations were completely excluded. The sentences were spoken in Finnish,

half in imperative and half in indicative mode. The average duration of each

utterance is 3 seconds. Four different conditions are considered for experimental

evaluation:

• All vs. All (A-A): All the shouted and normal speech utterances are265

verified against all the rest, which yields a total of 557,040 verification

trials.

• Normal vs. Normal (N-N): Normal speech utterances are verified

against the rest of neutrally-phonated utterances, which yields a total of

139,128 verification trials.270

• Shouted vs. Shouted (S-S): Shouted speech utterances are verified

against the rest of shouted utterances, which yields 139,128 verification

trials.

• Normal vs. Shouted (N-S): Normal speech utterances are verified

against shouted speech utterances, which yields a total of 278,784 verifi-275

cation trials.

For whispered speech, the CHAINS corpus [17], specifically developed to

facilitate the task of speaker recognition, was used. This dataset is composed

of recordings from 36 speakers, using distinct and well-defined speech registers:

neutral speech, synchronized with a co-speaker, synchronized and repetitively,280

whispered and at a rapid pace. Speakers use 17 different dialects of English, and

28 of the announcers (14 women and 14 men) come from the East of Ireland.

The remaining 8 (4 women and 4 men) are from the United States or the United

Kingdom. For each speaker, we have 37 whispered speech recordings plus other

37 neutral speech recordings. Four of the 37 recordings are fragments of fables285

and, therefore, have a long duration, i.e., between 30 seconds and 1 minute.

The rest of them are short sentences, i.e., between 2 and 5 seconds. For our

experiments, audios between 30 seconds and 1 minute have been removed. We
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use the same different conditions as the ones described above for the shouted-

normal scenario:290

• All vs. All (A-A): All the whispered and normal speech utterances are

verified against all the rest, which yields a total of 2,821,498 verification

trials.

• Normal vs. Normal (N-N): Normal speech utterances are verified

against the rest of neutrally-phonated utterances, which yields a total of295

705,078 verification trials.

• Whispered vs. Whispered (W-W): Whispered speech utterances are

verified against the rest of whispered speech utterances, which yields a

total of 705,078 verification trials.

• Normal vs. Whispered (N-W): Normal speech utterances are verified300

against whispered speech utterances, which yields a total of 1,411,342

verification trials.

For both databases, shouted-normal and whispered-normal, trials are gen-

erated automatically in order to compare each utterance in the dataset with

the rest. Afterwards, we divide the list of all possible pairs into several sub-305

lists to obtain the trials for all the different conditions explained before. These

different trial lists are used to perform all speaker verification experiments. Fi-

nally, the verification scores, from which experimental results are calculated,

are (computationally) obtained by comparing pairs of embeddings by means of

PLDA.310

3.4. Experimental Framework

In this subsection, we explain the complete experimental framework used to

perform the experiments. We have added to the baseline TDNN-PLDA speaker

verification system three different modules: vocal effort detection, embedding

compensation and score calibration. In Figure 4, we can see the system diagram315

with the aforementioned three modules.
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We trained the speaker verification system, TDNN and PLDA model, us-

ing augmented versions of VoxCeleb1 [40] and VoxCeleb2 [41]. We use this

system to obtain the baseline results in the vocal effort conditions with the

datasets explained in Subsection 3.3. Later on, we use the shouted-normal and320

whispered-normal (CHAINS) databases to apply the proposed vocal effort de-

tection, embedding compensation and score calibration algorithms to improve

baseline results. In Table 3, we describe the main characteristics of the databases

used in this work.

Firstly, a vocal effort detector module is trained to classify the vocal effort325

of the embeddings extracted by the TDNN module. Two different detectors

are trained depending on the database: one for normal-shouted and another

for normal-whispered. The detectors, which are based on logistic regression, are

trained and evaluated following a leave-one-speaker-out strategy by embeddings

from the two datasets.330

Then, the embedding compensation module is used to mitigate the vocal

effort mismatch between embeddings. Experiments are divided into normal-

shouted and normal-whispered embedding compensation, applied only to shouted

and whispered embeddings (i.e., normal embeddings are not compensated). Ex-

periments are also carried out by following a leave-one-speaker-out strategy.335

Finally, the score calibration module is used to improve the system results

at a score-level using the information about the vocal effort of the two embed-

dings that are compared. We separated the score calibration into two different

experiments, normal-shouted and normal-whispered, training different logistic

regression models with scores from different vocal effort conditions (see Section340

5 for further details). Similarly as before, a leave-one-speaker-out strategy is

used here to train and evaluate score calibration.

4. Vocal Effort Mode Detection

For a twofold reason, speaker verification systems are commonly trained

using neutrally-phonated speech only: 1) this is the expected mode of use, and345

15



Database Purpose Language No. of Speakers No. of Utterances

VoxCeleb1 Training English 1,251 100,000

VoxCeleb2 Training English 1,251 1,000,000

Normal-Shouted Testing Finnish 22 1,056

Normal-Whispered Testing English 36 2,376

Table 3: Main characteristics of the datasets used in our experiments.

Audio
input Feature

Extractor
TDNN

Network

MFCC
features

Vocal Effort
Detection

Neutral
embedding

Embedding Compensation 
(RATZ, SPLICE, MEMLIN) 

x-vector
embedding

Score
Calibration

Calibrated
score

PLDA 
Back-end

Non-neutral
embedding

Vocal effort information

Score

Compensated
embedding

Figure 4: Block diagram of the speaker verification system used for experimental purposes

in this paper including vocal effort detection, embedding compensation and score calibration

modules.

2), as a result, much more data are available to train them. Hence, it makes

sense to normalize the embeddings in terms of vocal effort in order to achieve a

certain degree of robustness against vocal mode.

Let z = (z1, ..., zD)
>

be a generic D-dimensional speaker embedding —recall

that, in this paper, D = 512 (see Subsection 3.1)—. Furthermore, let z{n}, z{w}

and z{s} represent speaker embeddings extracted from different utterances with

the same phonetic content and by the same speaker in normal, whispered and

shouted vocal modes, respectively. In this work, we are interested in functions

fnw : RD → RD and fns : RD → RD that map whispered and shouted speech

embeddings, respectively, to equivalent normal speech embeddings, namely,

z{n} = fnw
(
z{w})

= fns
(
z{s}

)
.

(1)

Evidently, applying these mapping functions to normal speech embeddings
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z{n} might yield distorted versions of them, z̃{nw} = fnw
(
z{n}

)
and z̃{ns} =350

fns
(
z{n}

)
, potentially harming the speaker verification system performance. To

circumvent this issue, we perform vocal effort mode detection before applying

this compensation. In this way, embeddings classified as neutral are not modified

before scoring.

For vocal effort mode detection, we use logistic regression, since it is a low

complexity and very effective approach for this purpose, as we showed in our

previous work [1]. In particular, we train two independent logistic regression

models for vocal mode classification: one to differentiate between normal and

whispered speech embeddings, and another one to discriminate between normal

and shouted embeddings. For the former case, let Hw and Hn be the hypotheses

that z is a whispered and a normal speech embedding, respectively. Therefore,

P (Hw|z) =
1

1 + exp {− (βw,0 + βw,1z1 + · · ·+ βw,DzD)}
(2)

is the probability that the embedding z was extracted from whispered speech.355

Notice that, on the contrary, the probability that z was extracted from a

neutrally-phonated utterance is P (Hn|z) = 1 − P (Hw|z). In (2), the set of

parameters {βw,j ; j = 0, ..., D} is estimated from a set of whispered and normal

speech training embeddings, which is derived from the speech data presented

in Section 3. Particularly, estimation is carried out by minimizing binary cross-360

entropy with `2 regularization making use of the large-scale bound-constrained

optimization algorithm L-BFGS-B [43]. Once the logistic regression model is

trained, a new input embedding z is considered to be a whispered speech embed-

ding if P (Hw|z) > 0.5 or normal otherwise. Notice that a parallel elaboration

can be straightforwardly done for the logistic regression model discriminating365

between normal and shouted speech.

5. Score Calibration

It is also of interest to understand how different vocal effort modes impact

the scores provided by speaker verification systems trained with normal speech
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Figure 5: Score distributions from whispered (W) and normal (N) speech comparisons (top

row), and from shouted (S) and normal (N) speech comparisons (bottom row). Left (right)

column depicts uncalibrated (calibrated) score distributions. Calibrated scores were obtained

by taking advantage of oracle vocal effort mode information. Equal error rate thresholds

are indicated by magenta vertical lines. No vocal effort mode normalization was applied to

x-vectors prior to PLDA scoring.
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data. Towards this goal, Figures 5a and 5c show score distributions obtained370

from whispered (W) and normal (N) speech embeddings, as well as from shouted

(S) and normal speech embeddings, respectively. It is worth noting that no vocal

effort mode normalization was applied to the embeddings before scoring. Ideally,

we would expect to observe two main, non-overlapping masses of probability,

that is, one for target scores and another for nontarget scores. However, this is375

not what actually happens.

In Figure 5a, i.e., when dealing with both whispered and normal speech,

we can see a desirable behavior when performing N-N and W-W target scor-

ing, and N-N and N-W nontarget scoring, since the two latter distributions

highly overlap and are separated from the two former overlapping distribu-380

tions. Nevertheless, the N-W target score distribution lies somewhere between

the aforementioned target and nontarget masses of probability due to the vo-

cal tract mismatch between whispered and normal modes. Similarly, the W-W

nontarget score distribution also lies between the two main target and nontarget

masses of probability. In this case, this could be due to the fact that vocal tract385

characteristics across speakers experience a certain degree of standardization

under the whispered mode. An equivalent behavior can be observed in Figure

5c for the case of dealing with both shouted and normal speech.

In summary, Figures 5a and 5c reveal the adverse impact of vocal effort mode

mismatch on target and nontarget score discrimination, taking into account390

that, commonly, speaker verification systems use a single score threshold to

decide whether or not a speech utterance corresponds to a claimed speaker.

Thus, we propose to exploit the information given by the logistic regression-

based vocal effort mode detector presented in Section 4. While, using such

information, one possibility consists of the definition of one score threshold per395

vocal effort condition —i.e., N-N, W-W, N-W, S-S and N-S—, inspired by [44],

we perform logistic regression-based score calibration. Particularly, we train

one logistic regression model per comparison condition. In order to do that, we

train and evaluate the score calibration method with the leave-one-speaker-out

technique, using all the scores except the ones that correspond to the speaker400

19



under evaluation to train the logistic regression models. Thanks to the vocal

effort information, five different logistic regression models (N-N, W-W, N-W,

S-S and N-S) are trained. In the evaluation phase, we obtain the calibrated

scores using the corresponding logistic regression model according to the vocal

effort condition of the involved utterances.405

Figures 5b and 5d show the calibrated score distributions corresponding to

Figures 5a and 5c, respectively. It is worth noting that these calibrated scores

were obtained by taking advantage of oracle vocal effort mode information.

While there is certainly a significant overlap between the target and nontarget

masses of probability in Figures 5b and 5d, it can also be seen how the impact410

of the different comparison conditions has been compensated to a large extent.

As a result, a more effective single score threshold can be set, improving the

performance of the system from 23.54% EER in Figure 5a to 11.45% EER in

Figure 5b, as well as from 24.76% EER in Figure 5c to 21.32% EER in Figure

5d.415

In Section 7, we show that this score calibration methodology can be applied

either standalone or in combination with the vocal effort mode compensation

techniques of Section 6 for improved speaker verification performance.

6. Vocal Effort Compensation

In this section, vocal effort compensation methods based on [45], [46] and420

[47] are presented, where these techniques were originally proposed to mitigate

the mismatch between noisy and clean speech features for automatic speech

recognition purposes. In particular, these techniques, which are based on mini-

mum mean square error (MMSE) estimation, are Multivariate Gaussian-based

Cepstral Normalization (RATZ) [45], Stereo-based Piece-wise LInear Compen-425

sation for Environments (SPLICE) [46] and Multi-Environment Model-based

LInear Normalization (MEMLIN) [47]. To employ these methods, it is first

necessary to train different GMMs from MFCC features and learn a set of bias

vectors to compensate the noisy MFCCs. In [1], these methods were used to
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compensate speaker embeddings in order to mitigate the vocal effort mismatch430

between normal and shouted speech.

From now on and for the sake of clarity, let x be the normal speech embed-

ding corresponding to y, which represents a speaker embedding extracted from

non-neutrally-phonated speech —i.e., from either shouted or whispered speech

in this particular work—. In addition, x̂ is an estimate of x.435

6.1. RATZ

In RATZ [45], the normal speech embedding space is modeled by means of

a GMM as follows:

p(x) =
∑
sx

p(x|sx)P (sx), (3)

where P (sx) is the prior probability of the multivariate Gaussian sx with mean

vector µsx and covariance matrix Σsx ,

p(x|sx) = N
(
x
∣∣µsx ,Σsx

)
. (4)

Taking into consideration Eqs. (3) and (4), the RATZ estimator, fRATZ(y, sx),

provides an estimate of x as follows [45]:

x̂ = fRATZ(y, sx) ≈ y −
∑
sx

rsx · p(sx|y), (5)

where rsx is a bias term that only depends on the normal speech Gaussian sx

and is obtained in a previous training step with a set of paired embeddings from

both domains,
{
xTr
i ,y

Tr
i

}
, according to

rsx =

∑
i p
(
sx
∣∣xTr

i

) (
yTr
i − xTr

i

)∑
i p
(
sx
∣∣xTr

i

) . (6)

6.2. SPLICE

The SPLICE method [46] is parallel to RATZ except for the former making

use of non-neutral vocal effort mode embeddings to train a GMM

p(y) =
∑
sy

p(y|sy)P (sy), (7)
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where, similarly, P (sy) is the prior probability of the multivariate Gaussian sy

with mean vector µsy and covariance matrix Σsy ,

p(y|sy) = N
(
y
∣∣∣µsy ,Σsy

)
. (8)

Then, by considering Eqs. (7) and (8), the SPLICE estimator, fSPLICE(y, sy),

can be defined as follows in order to obtain an estimate of x [46]:

x̂ = fSPLICE(y, sy) ≈ y−
∑
sy

rsy · p(sy|y), (9)

where rsy is a bias term obtained in a training stage again using a set of paired

embeddings from both domains,
{
xTr
i ,y

Tr
i

}
, according to

rsy =

∑
i p
(
sy
∣∣yTr

i

) (
yTr
i − xTr

i

)∑
i p
(
sy
∣∣yTr

i

) . (10)

6.3. MEMLIN

MEMLIN [47] can be understood as a combination of RATZ and SPLICE,

modeling both neutral and non-neutral speech domains by training two differ-

ent GMMs in order to compensate the speaker embeddings derived from non-

neutrally-phonated speech. Therefore, taking into account modeling of Eqs. (3)

and (7), the MEMLIN estimator, fMEMLIN(y, sx, sy), can be expressed as [47]

x̂ = fMEMLIN(y, sx, sy)

=

∫ ∑
sy

∑
sx

x · p(x, sx, sy|y) · p(sx, sy|y)dx

≈ y −
∑
sy

∑
sx

rsxsy · p(sy|y) · p(sx|y, sy),

(11)

where, similarly as before, rsxsy is a bias term to be calculated in a training stage

using a set of paired embeddings from both domains,
{
xTr
i ,y

Tr
i

}
, in accordance

with

rsxsy =

∑
i p
(
sy,y

Tr
i

)
p
(
sx,x

Tr
i

) (
yTr
i − xTr

i

)∑
i p
(
sy,yTr

i

)
p
(
sx,xTr

i

) . (12)

In Figure 6a, we show normal and shouted speech x-vectors projected onto a

two-dimensional space using t-SNE when MEMLIN is applied to shouted speech440
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(a) Shouted and normal speech. (b) Whispered and normal speech.

Figure 6: Speaker embedding representations obtained by means of t-SNE [42] when MEMLIN

is employed for shouted and whispered speech embedding compensation.

embeddings. Unlike in Figure 3a, now, we can observe that both male and

female speaker embeddings are grouped around their respective gender clusters

regardless of the vocal effort condition. With this embedding compensation

technique, it is possible to obtain embeddings from speech with different vocal

effort modes in a same cluster, thereby improving the performance of the speaker445

verification system.

Furthermore, Figure 6b depicts normal and whispered speech embeddings

projected onto a two-dimensional space, again using t-SNE, when also applying

MEMLIN compensation to whispered speech x-vectors. We can see, in contrast

to Figure 3b, how now, for each gender, whispered speech embeddings tend to450

overlay normal speech embeddings.

7. Results

In what follows, we present and discuss the results achieved with the pro-

posed methods to detect and compensate the vocal effort mode of speaker em-

beddings, as well as to calibrate speaker verification scores.455
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Vocal Effort Accuracy (%) Vocal Effort Error (%) Neutral Error (%)

Shouted 98.11 1.17 2.65

Whispered 99.88 0.00 0.11

Table 4: Shouted and whispered speech detection accuracy and error results, in percentages

(%), when using logistic regression-based vocal effort detection.

7.1. Detection Results

The vocal effort detector is based on the algorithm explained in Section 4.

For this task, two different detectors, namely, one for shouted speech and an-

other one for whispered speech, have been trained and tested. The reason for

having two different detectors is that the datasets used to perform the experi-460

ments have different languages, speakers and recording conditions. Recall that,

as mentioned in Subsection 3.3, due to data scarcity, we have made use of the

leave-one-speaker-out strategy to train and test both vocal effort detectors.

According to the results shown in Table 4, the proposed shouted speech

detector obtains 98.11% accuracy with 1.17% error for shouted utterances and465

2.65% error for neutrally-phonated utterances. On the other hand, the whis-

pered speech detector also obtains very good results with 99.88% accuracy, and

0.11% and 0% error when detecting normal and whispered speech, respectively.

Despite the simplicity of this detection technique, it has demonstrated that

is able to obtain very accurate results in both databases, detecting shouted470

and whispered speech in a very appropriate way. For this reason, this is a key

point to be applied before the embedding compensation and score calibration

techniques.

7.2. Score Calibration Results

In this subsection, the results from applying the score calibration method475

described in Section 5 are presented. Different models depending on each test

database were trained and evaluated. Due to the lack of data, we again used a

leave-one-speaker-out strategy.
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In Table 5, we can see EER results without applying embedding compensa-

tion as well as using both oracle and logistic regression-based vocal effort mode480

detection for shouted and whispered speech. All of the reported results in this

table belong to the All vs. All condition (see Section 3). In the first row, we

compare the baseline condition with the results obtained by applying score cal-

ibration from oracle detection of shouted speech. Here, we observe a 13.89%

relative improvement in terms of EER in comparison with the baseline.485

In the second row, we can see the results using the proposed vocal effort

mode detection method for shouted speech. These results, as expected due to

the good performance of our logistic regression-based vocal effort detector, are

very similar to those obtained when applying oracle shouted speech detection.

Particularly, we achieve an 11.99% relative improvement in terms of EER with490

respect to the baseline when considering score calibration.

In the third row, we show the result obtained with score calibration for

whispered speech and oracle vocal effort mode detection along with the baseline

result, which is achieved without score calibration. It can be seen that, only

using score calibration, we obtain a remarkable 51.35% relative improvement in495

terms of EER in comparison with the baseline.

Finally, the last row of Table 5 presents the results of the same experiment

but using the proposed whispered speech detector. As it comes to no surprise,

we can observe almost the same numbers due to the fact that the whispered

speech detector is able to provide very good results (see Table 4).500

7.3. Embedding Compensation Results

In this subsection, we show the results for the shouted-normal and whispered-

normal speech datasets comparing the baseline with the application of all the

methods described in Section 6 for mitigating vocal effort mismatch by means

of embedding compensation. Different experiments with the embedding com-505

pensation methods (i.e., RATZ, SPLICE and MEMLIN) have been carried out.

We trained the GMMs used by these techniques making use of 2, 4, 8 and 16

components obtaining the best performance with 8 components. For the sake of
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Vocal Effort Detection Method Baseline Score Calibration

Shouted Oracle 24.76 21.32

Shouted Logistic regression 24.76 21.79

Whispered Oracle 23.54 11.45

Whispered Logistic regression 23.54 11.46

Table 5: Shouted-normal and whispered-normal speaker verification EER results, in percent-

ages (%) and when using oracle and logistic regression-based vocal effort mode detection,

from either applying (Score Calibration) or not (Baseline) score calibration. Notice that no

embedding compensation is considered at this point.

Condition Baseline RATZ SPLICE MEMLIN

A-A 24.76 22.16 21.24 21.09

N-N 12.93 12.93 12.93 12.93

S-S 16.37 15.00 13.60 13.73

N-S 27.73 28.06 26.95 26.60

Table 6: Shouted-normal speaker verification EER results, in percentages (%) and when

using oracle shouted speech detection, from either applying or not (Baseline) embedding

compensation. Four different evaluation conditions are tested: A-A, N-N, S-S and N-S (see

Section 3). Notice that no score calibration is considered at this point.

clarity, we decided not to include here all the results but only the most relevant

ones (i.e., those achieved by using 8-component GMMs). Furthermore, score510

calibration is not taken into account at this point. On the contrary, the combi-

nation of embedding compensation techniques with score calibration —applying

oracle and logistic regression-based vocal effort detection— is left to the next

subsection.

Table 6 shows embedding compensation experiments on the shouted-normal515

speech dataset that is arranged into four groups: All vs. All (A-A), Normal

vs. Normal (N-N), Shouted vs. Shouted (S-S), and Normal vs. Shouted (N-S).

In addition, different columns represent the baseline, and RATZ-, SPLICE-

and MEMLIN-based embedding compensation. It is possible to appreciate
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Condition Baseline RATZ SPLICE MEMLIN

A-A 24.76 22.26 21.34 21.62

N-N 12.93 13.14 13.20 12.93

S-S 16.37 15.15 13.76 14.03

N-S 27.73 28.17 27.00 26.43

Table 7: Shouted-normal speaker verification EER results, in percentages (%) and when using

logistic regression-based shouted speech detection, from either applying or not (Baseline)

embedding compensation. Four different evaluation conditions are tested: A-A, N-N, S-S and

N-S (see Section 3). Notice that no score calibration is considered at this point.

that, under vocal effort mismatch conditions, EER increases substantially —520

the worst baseline scenario being N-S with an EER relative increase of around

114% with respect to N-N—. When embedding compensation techniques are

used for shouted speech, better results are obtained. For example, MEMLIN

achieves the largest EER relative improvements with respect to the baseline un-

der the A-A and N-S conditions, i.e., 14.82% and 4.07%, respectively. Moreover,525

for the S-S condition, SPLICE achieves the largest EER relative improvement

in comparison with the baseline: 16.92%.

In Table 7, we show results from experiments equivalent to the ones above,

where the only difference is that, now, logistic regression-based shouted speech

detection as in Section 4 is employed instead of oracle shouted speech detection.530

As expected, due to the reported performance of our vocal effort mode detector,

we can observe very similar results to those reported in Table 6.

Next, we present the results obtained applying the same embedding compen-

sation techniques but in the context of whispered-normal vocal effort by means

of the CHAINS database [17].535

In Table 8, we present the results obtained applying the embedding compen-

sation techniques RATZ, SPLICE and MEMLIN, by considering oracle whis-

pered speech detection, in the following four different evaluation conditions: All

vs. All (A-A), Normal vs. Normal (N-N), Whispered vs. Whispered (W-W),
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Condition Baseline RATZ SPLICE MEMLIN

A-A 23.54 13.39 13.23 13.26

N-N 2.15 2.15 2.15 2.15

W-W 7.31 7.12 6.88 6.73

N-W 17.90 17.92 17.80 17.84

Table 8: Whispered-normal speaker verification EER results, in percentages (%) and when

using oracle whispered speech detection, from either applying or not (Baseline) embedding

compensation. Four different evaluation conditions are tested: A-A, N-N, W-W and N-W (see

Section 3). Notice that no score calibration is considered at this point.

Condition Baseline RATZ SPLICE MEMLIN

A-A 23.54 13.39 13.58 13.27

N-N 2.15 2.15 2.15 2.17

W-W 7.31 7.12 7.60 6.73

N-W 17.90 17.92 18.18 17.85

Table 9: Whispered-normal speaker verification EER results, in percentages (%) and when

using logistic regression-based whispered speech detection, from either applying or not (Base-

line) embedding compensation. Four different evaluation conditions are tested: A-A, N-N,

W-W and N-W (see Section 3). Notice that no score calibration is considered at this point.

and Normal vs. Whispered (N-W). We can observe that SPLICE provides the540

largest EER relative improvements with respect to the baseline under the A-A

and N-W conditions, namely, 43.79% and 0.55%, respectively. Similarly, MEM-

LIN achieves a 7.93% EER relative improvement in the W-W scenario when

compared to the baseline.

Table 9 presents experiments similar to the ones above, where the difference545

is that the proposed logistic regression-based vocal effort mode detector is used

instead of oracle whispered speech detection. As we concluded for the shouted-

normal scenario, due to the good results obtained by our logistic regression-

based vocal effort detector, results in Table 9 are almost the same as those

reported in Table 8.550
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Vocal Effort Detection Method Baseline RATZ SPLICE MEMLIN

Shouted Oracle 24.76 21.15 20.20 19.96

Shouted Logistic regression 24.76 21.27 20.36 20.04

Whispered Oracle 23.54 11.35 11.59 11.23

Whispered Logistic regression 23.54 11.35 11.59 11.23

Table 10: Shouted-normal and whispered-normal speaker verification EER results, in per-

centages (%), when combining vocal effort mode detection (either oracle or based on logistic

regression), embedding compensation and score calibration.

7.4. Embedding Compensation plus Score Calibration Results

In this subsection, we present the results obtained when we apply vocal

effort mode detection (either oracle or based on logistic regression), embedding

compensation and score calibration. It must be noted that all of the reported

results in this subsection belong to the All vs. All condition.555

As we can see from Table 10, combining the three methodologies described

in this paper (i.e., vocal effort mode detection, embedding compensation and

score calibration) provides the best results when dealing with either shouted

or whispered speech in addition to neutrally-phonated speech. Endorsing the

trend already seen in previous EER result tables, MEMLIN achieves the best560

performance among the different embedding compensation techniques tested.

This can be attributed to the fact that MEMLIN, unlike RATZ and SPLICE,

models both the neutral and non-neutral speech domains. Particularly, in the

shouted-normal scenario, MEMLIN with score calibration achieves EER relative

improvements of 19.38% and 19.06% with respect to the baseline when consider-565

ing oracle and logistic regression-based vocal effort detection, respectively. For

the whispered-normal condition, such EER relative improvements are 52.29%

in both cases. Finally, let us notice that, compared to our previous work [1],

we achieve a 7.3% relative improvement in terms of EER when adding score

calibration to MEMLIN embedding compensation making use of our logistic570

regression-based vocal effort detector in the shouted-normal scenario.
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8. Conclusions

In this work, we have studied the main differences between whispered, nor-

mal and shouted speech and how they affect to the performance of a speaker

verification system that is trained with neutrally-phonated speech data. Due575

to the lack of data to train deep learning models with shouted and whispered

speech data, we have developed different techniques to detect the vocal effort

mode, perform score calibration and embedding compensation to mitigate vocal

effort mismatch. Notable speaker verification performance improvements have

been achieved in terms of EER from the combination of all of these techniques580

under vocal effort mismatch conditions, as we have experimentally shown.

According to the results, vocal effort-dependent calibration is crucial to im-

prove the performance of the systems in situations where non-neutral speech is

considered. In fact, compared to our previous work [1], we obtain a 7.3% relative

improvement in terms of EER when adding score calibration in shouted-normal585

All vs. All condition. On the other hand, the best compensation technique

to achieve the goals in this work is MEMLIN, showing similar improvements

compared to SPLICE. The reason for that is mainly due to the fact that MEM-

LIN makes use of a greater number of parameters and therefore it presents

greater modeling capabilities. MEMLIN is able to provide more accurate trans-590

formations by modeling both domains —i.e., normal and shouted/whispered

speech—, while RATZ or SPLICE only model one of these spaces, normal or

shouted/whispered speech. Depending on how we look at it, the relative sim-

plicity of the compensation techniques studied in this work can be a strength

or a weakness. In other words, while the modeling capabilities of these com-595

pensation techniques are very limited under a data rich scenario, they fit our

vocal effort speech data scarcity conditions better than modern deep learning

solutions that are typically data hungry. In fact, this data limitation can also

be the explanation to the results in which SPLICE outperforms MEMLIN, since

the former is simpler than the latter.600

As future work, we will experiment with different models by exploring train-
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ing data augmentation methodologies using different techniques in order to cre-

ate speech samples under different vocal effort conditions for speaker verifica-

tion system training purposes. In this way, we expect to substantially improve

speaker verification performance without the need for embedding compensation605

and score calibration techniques.
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