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“Formalizaciéon y desarrollo de un workflow de inferencia
filogenética basado en SaaS”
Resumen

Este trabajo aborda la formalizacién y desarrollo de un sistema de flujo de trabajo de inferencia filogenética
empleando el paradigma de Software como Servicio (SaaS). Dicho sistema se ha configurado y desplegado
sobre un entorno distribuido.

En primer lugar se ha llevado a cabo un estudio sobre entornos similares planteados en la literatura de
divulgacion cientifica. Este estudio contiene una descripcion de la situacién reciente de sistemas similares
al planteado que se estan desarrollando en la actualidad.

Finalizado el estudio previo, se ha llevado a cabo el analisis y posterior adaptacién de un sistema de
inferencia filogenética existente. El analisis previo recoge la composicion y el funcionamiento del flujo de
trabajo con el objetivo de conocer el tratamiento de la entrada y la salida del sistema. No obstante, no se
plantea la necesidad de conocer los detalles del procesamiento que implementa cada componente en
concreto.

A continuacién, se ha realizado un analisis para identificar y definir los usuarios finales, ademas de
documentar y modelar los requisitos que debia satisfacer el sistema. Este andlisis se ha realizado
empleando técnicas de Ingenieria del Software y en especial aquellas relacionadas con la Ingenieria de
Requisitos.

Una vez documentados y modelados los requisitos funcionales y no funcionales del sistema se ha realizado
el disefio de la arquitectura interna de cada uno de los componentes que constituyen el sistema. Finalizada
la fase de disefio, se ha implementado cada componente individual del sistema definiendo una interfaz de
entrada que permite exponer sus funcionalidades como un servicio Web. Cada componente interactia con
el sistema previo como una caja negra, ejecutando los procesos ordenadamente y capturando la salida.

Seguidamente, se ha desarrollado un sistema que implementa un flujo de trabajo completo para la
inferencia filogenética de un arbol evolutivo sobre un conjunto de secuencias de ADN mitocondrial humano
y se ha expuesto dicho sistema como un servicio Web independiente, integrando todos los componentes
previos. Este sistema contiene la légica de negocio relacionada con la forma de constituir el flujo de trabajo
completo para distintos tipos de secuencias biolégicas.

Ambos sistemas han sido desplegados en la nube como alternativa para evaluar posibles beneficios en
cuanto a escalabilidad, disposicién dindmica de recursos, alta disponibilidad de los servicios y reduccion de
costes econdmicos. También se ha empleado un sistema de almacenamiento de informacién externo en la
nube para almacenar tanto las soluciones parciales como los resultados finales durante un periodo de
tiempo, permitiendo al usuario el acceso a dichos resultados a través de Internet. Por ultimo, se ha
realizado un sistema de toma de decisiones mediante ficheros de log. Asi se ha planteado un modelo de
mejora sencillo basado en el entrenamiento de arboles de decision.
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1. Introduccion

Este capitulo contiene una introducciéon con el contexto y los objetivos principales del proyecto, la
metodologia empleada vy, por Ultimo, se detalla la estructura del documento.

1.1. Contexto del proyecto

La filogenética es la ciencia encargada del estudio y clasificacién de la relacién evolutiva entre organismos.
En la actualidad los sistemas de inferencia filogenética tienen gran interés, ya que permiten no sélo hacer
estudios evolutivos del individuo sobre poblaciones sino también tratar cuestiones mas especificas como la
deteccién de enfermedades raras a partir de secuencias de ADN mitocondrial humano. Concretamente, la
deteccion de enfermedades se basa en la ubicacion de secuencias de ADN en el arbol inferido.
Recientemente se estd abordando este tipo de analisis tan costosos computacionales aprovechando el
avance de las tecnologias en cuanto al aumento de prestaciones [1].

Como punto de partida, se dispone de un sistema de inferencia filogenética previo desarrollado por el
investigador Jorge Alvarez durante la realizacién de sus estudios de master. Este sistema denominado
PhyloFlow [2] permite el estudio de modelos evolutivos en alineamientos de secuencias de ADN
mitocondrial. El sistema PhyloFlow [2] emplea métodos de seleccion de modelos evolutivos y de
construccion de superarboles. Este sistema se perfila en la Figura 1, y se detallarda mas adelante en la
seccion 4.1.1. del documento (pag. 8).
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Figura 1. Sistema de inferencia filogenética mediante flujos de trabajo

El sistema PhyloFlow [2] estd desarrollado mediante flujos de trabajo que permiten una vision
conceptualmente sencilla del disefo del sistema. El flujo de trabajo esta formado por cuatro componentes
que permiten la descarga, procesamiento bioldgico y evaluacidén de secuencias ademds de la generacién de
superarboles. Cada componente del flujo de trabajo es independiente del resto, y la ejecucién de un flujo
completo de trabajo implica la ejecucién ordenada de todos los componentes que forman parte del
sistema.

Ademas este sistema emplea la herramienta HTCondor [3] basada también en flujos de trabajo que permite
la distribucién de los trabajos en distintas maquinas. Sin embargo esta solucidn tiene asociados una serie
de problemas. En primer lugar, es un sistema acoplado en el que cada uno de los componentes depende un
planificador de tareas desarrollado con la herramienta DAGMan [4] que establece las dependencias entre
cada uno de los trabajos. En segundo lugar, el sistema no esta distribuido y, por tanto, Unicamente se
puede ejecutar en una maquina computacionalmente potente que albergue la instalacidon del sistema.
Ademads es un sistema que no es accesible remotamente y requiere la instalacién del mismo para su
utilizacion. Otro problema encontrado se debe a que la interfaz de entrada de cada uno de los
componentes del flujo de trabajo no esta suficientemente documentada.



Este trabajo aborda un anadlisis pormenorizado de las caracteristicas detalladas del sistema PhyloFlow [2],
sin profundizar en aspectos metodoldgicos y procedurales del procesamiento bioldgico realizado por el
sistema para realizar el andlisis filogenético. El objetivo del trabajo es desarrollar un sistema empleando el
paradigma Saa$S para obtener una solucién que permite desplegar el sistema en un entorno distribuido
reduciendo el acoplamiento y dando acceso al sistema de forma remota a través de un servicio Web. El
entorno distribuido sobre el cual se ha desplegado el sistema es una plataforma de computacién escalable
en la nube que permite el aprovisionamiento de recursos dindmicamente.

1.2. Objetivos

El objetivo principal del proyecto ha sido el andlisis y desarrollo de una coleccidn de servicios basados en
tecnologias Web para la inferencia de arboles filogenéticos con la informacion biolégica bajo el paradigma
de Software como Servicio (Saa$S). Los objetivos concretos plantean la busqueda de entornos similares en la
literatura cientifica, el analisis del sistema previo y los requisitos de una solucién Saas$, el modelado bajo el
paradigma considerado y finalmente la implementacién y evaluacién de un prototipo del sistema mediante
un flujo de trabajo.

Desde el primer momento se tomd la decisién de emplear un modelo basado en Saa$S para la publicacién
de dichos servicios y emplear dicho modelo para conseguir una solucién escalable que permite su
aplicacién en un entorno distribuido.

El proyecto contempla también el desarrollo y despliegue del sistema en un entorno distribuido.
Concretamente, se optd por emplear una plataforma de computacidn elastica en la nube que permita
aumentar y disminuir los recursos dindmicamente para adaptarse a las exigencias computacionales.

Ademas se ha llevado a cabo la validacién del sistema a partir de una bateria de pruebas automaticas
desarrolladas durante el proyecto. Uno de los objetivos principales era validar el correcto funcionamiento
del sistema en un entorno distribuido y evaluar las prestaciones del mismo para determinar el equilibrio
entre el coste temporal y el coste econdmico.

Por ultimo se ha desarrollado un sistema de ayuda a la toma de decisiones en base a los ficheros de log
obtenidos durante la validacion y evaluacién del sistema. De este modo se ha planteado un modelo de
mejora sencillo basado en aprendizaje que facilita la elaboracién de estrategias sobre el tipo de
plataformas computacionales en las cuales desplegar el sistema.

1.3. Metodologia

La metodologia utilizada establece una organizacidon en fases del proyecto y sus correspondientes hitos
facilitando su seguimiento, identificacién de carencias y retroalimentacién del desarrollo, segin un modelo
de ciclo de desarrollo en cascada. Se ha seguido un flujo de trabajo basado en las fases principales que se
consideran en Ingenieria del Software haciendo especial hincapié en aquellas relacionadas con la Ingenieria
de Requisitos. Esto ha proporcionado como resultado un andlisis profundo de las dependencias,
caracteristicas, necesidades y limitaciones de la solucion.



1.4. Estructura de la memoria
La memoria estd estructurada en nueves capitulos que corresponden esencialmente a las fases principales
del proyecto ademads de la gestidn del proyecto y la bibliografia del trabajo.

El segundo capitulo (pag. 4) contiene un glosario con la definicién de aquellos conceptos mds importantes
relacionados con el trabajo.

El tercer capitulo (pag. 5) se corresponde al estado del arte. Este capitulo contiene la informacién mas
relevante encontrada en la literatura cientifica con planteamientos de entornos similares al desarrollado.

El capitulo de analisis (pag. 8) contiene la informacion recogida del analisis del sistema previo. Esta seccién
contiene una breve descripcidn del sistema que permite comprender suficientemente su funcionamiento y
la documentacién que forma parte del andlisis del sistema que ha sido desarrollado. Finalmente, contiene
la descripcién de los usuarios finales del sistema, asi como la documentacién y modelado en casos de uso
de los requisitos funcionales y no funcionales del sistema.

En el capitulo de disefio de la solucidon (pag. 15) se describe el paradigma SaaS y se documenta el disefio de
la solucién propuesta. La solucién propuesta contiene la descripcidn, relaciones entre elementos y los
diagramas de la arquitectura disefiada.

El sexto capitulo (pag.22) contiene los aspectos mas interesantes de la implementacién del sistema vy las
decisiones de implementacidon que se han tomado para el desarrollo del proyecto.

El capitulo de despliegue y evaluacion (pag. 27) explica la configuracién y despliegue del sistema en un
entorno distribuido, la nube comercial de Amazon Web Services (AWS). Ademas se documenta el proceso
de validacién del sistema y la evaluacién del sistema y los resultados obtenidos.

En el octavo capitulo (pag. 31) contiene la documentacién relacionada con la gestidn y planificacion del
proyecto. Se explica la metodologia utilizada y se muestra la planificacién del proyecto a través de un
diagrama de Gantt. Finalmente se exponen las conclusiones finales del proyecto.

Por ultimo, se encuentran las secciones de bibliografia (pag. 35) y de anexos (pag. 37).



2. Glosario

En este apartado de la memoria se encuentra la definicion de aquellos conceptos de ambos que se han
considerado imprescindibles para la compresidn del proyecto.

= ADN: icido desoxirribonucleico. Es una macro molécula que forma parte de todas las células, y es usada
para su crecimiento y funcionamiento. En ella se encuentra toda la informacidn genética y es, por tanto,
el componente responsable de transmision hereditaria.

= ADN mitocondrial humano (ADNmt). en algunas células existen unos orgdnulos denominados
mitocondrias. En estos organulos se produce la oxidacién de las moléculas de glucosa sus funciones
internas. Este tipo de ADN es independiente del ADN celular.

= API (Application Programming Interface): especifica como un componente software debe interactuar
con otro sistema. Define una serie de funciones y procedimientos que pueden ser invocados.

= Arbol filogenético: estructura arborescente que refleja la relacién evolutiva entre distintos organismos,
almacenados en sus hojas.

= AWS (Amazon Web Services): conjunto de servicios Web ofrecidos por la compaiiia Amazon para
emplear en la nube.

= (Cloud computing: o computacién en la nube es un paradigma de computacién distribuida en red en el
que un programa o aplicacién en un servidor o servidores conectados. Estos servidores fisicos se
encuentran virtualizados, por tanto, se pueden configurar y dividir en varios servidores virtuales
independientes.

= Filogenética: es la ciencia encargada del estudio y clasificacién de la relaciéon evolutiva entre
organismos.

= GenBank: es una base de datos de secuencias de acceso abierto. Esta base de datos ha sido creada y
mantenida por el National Center of Biotechnology Information (NCBI). GenBank recibe secuencias
producidas en laboratorios de todo el mundo de mas de 100.000 organismos distintos.

= Modelo evolutivo: modelo matematico que pretende ajustar la relacién entre distintos organismos a la
evolucion real. Se sustenta en una serie de pardmetros como la frecuencia de cada nucledtido o
aminodcido de la secuencia y la tasa de mutaciones, entre otras.

= REST (Representational State Transfer): es un patrén de disefio o estilo de arquitectura para el
desarrollo de sistemas basados en servicios Web.

= Saas$ (Software as a Service): es un modelo de software en el que el software esta alojado en la nube de
los proveedores del software o proveedor de servicios de aplicaciones.

= SOAP (Simple Object Access Protocol): es un protocolo que define un conjunto de reglas para el
intercambio y procesamiento de mensajes estructurados en servicios Web.

= URI (Uniform Resource Identifier): identificador uniforme vy universal de un recurso que permite
localizar y acceder al recurso.



3. Estado del arte

El objetivo principal del proyecto ZARAMIT era el de desarrollar un sistema capaz de inferir filogenias a
partir de secuencias de ADN mitocondrial humano [1]. Estds, a su vez seran usadas para llevar a cabo
estudios evolutivos y detectar mutaciones potencialmente dafinas.

Las mitocondrias son orgdnulos que se encuentran en la mayoria de las células eucariotas y son los
responsables de la generacién de la mayor parte de la energia quimica de la célula. Estas poseen un
genoma independiente heredado y en segundo lugar, existen moléculas de ADN en un entorno reactivo,
donde las tasas de mutacidon son un orden de magnitud superior al de las de ADN nuclear. Por tanto, su
resolucion permite distinguir individuos separados estrechamente relacionados. Por otra parte, las
mutaciones mitocondriales son una de las principales causas de enfermedades genéticas “raras”. El
objetivo de ZARAMIT era fusionar ambos enfoques.

El enfoque descrito anteriormente ha sido explotado en el trabajo de investigaciéon “Andlisis filogenético
molecular: Diseno e implementacidn de algoritmos escalables y fiables y verificacion automatica de
propiedades de una filogenia” [2]. Como resultado de dicho trabajo se desarrollé el sistema de inferencia
filogenéticas mediante flujos de trabajos denominado PhyloFlow [2].

Un sistema de flujo de trabajo cientifico es una forma especial de gestién de un sistema disefiado
especialmente para crear y ejecutar una serie de etapas computacionales o de manipulacion de datos en
aplicaciones cientificas. Un ejemplo de sistema de flujo de trabajo cientifico son los sistemas de tipo
bioinformatico que estan centrados en un dominio especifico de la ciencia.

Anduril [5] es un entorno de flujos de trabajo de cédigo abierto basado en componentes para el analisis de
datos cientificos [6]. Anduril [5], desarrollado en el Laboratorio de Sistemas Computacionales de Biologia
de la Universidad de Helsinki, fue disefiado para permitir el andlisis de datos de manera sistematica, flexible
y eficiente en el campo de la investigacidn biomédica. El sistema de flujo de trabajo actual proporciona
componentes para distintos tipos de analisis como la secuenciacién, expresion de genes, SNP (Single
Nucleotide Polymorphism), andlisis de imagenes de células, etc.

En Anduril [5], las etapas de procesamiento estan implementadas utilizando componentes, los cuales son
ejecutables, reutilizables y se puede escribir en cualquier lenguaje de programacidn. Los componentes
estan conectados entre si en el flujo de trabajo o en una red de componentes. Asi, el motor de Anduril [5]
se encarga de ejecutarlos y se comunican a través de ficheros. El nicleo del motor Anduril [5] esta
implementado en Java [7], sin embargo los componentes estdn implementados en una gran variedad de
lenguajes de programacion como Perl [8], Python [9] o Matlab [10].

Galaxy [11] es una plataforma abierta, basada en la Web para datos de investigaciones biomédicas. Esta
plataforma es un flujo de trabajo cientifico para la integracién y andlisis de datos que tiene como objetivo
hacer accesible a los investigadores que no tiene experiencia en el campo de la programacién. A pesar de
que fue desarrollado inicialmente para la investigacion en gendmica, actualmente es utilizado como un
sistema de gestion de flujos de trabajo en otras aplicaciones bioinformaticas. Galaxy [11] es también una
plataforma para la integracion de datos biomédicos. Soporta la subida de informacién desde el ordenador
del usuario a través de una URL y otros recursos online.

Los sistemas descritos anteriormente ofrecen una gran variedad de posibilidades para realizar calculos
relacionados con el analisis del genoma. Ambos sistemas son de cddigo abierto y estdn implementados con
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lenguajes de programacion modernos facilitando a los desarrolladores su reutilizacién. Sin embargo su
utilizacidon implica la instalacion del sistema en una maquina con altas prestaciones debido a que los
procesos de analisis del genoma son computacionalmente costosos.

Ninguno de ellos ofrece un servicio Web desde el que acceder a las funcionalidades de analisis que ofrecen
dificultando su integraciéon en sistemas externos. En este trabajo se va a abordar dicho problema
empleando una aproximacién bajo el paradigma SaaS$ y basada en la computacion distribuida en la nube,
gue permita al usuario final realizar un analisis filogenético sin requerir la instalacién de ningln sistema.

Debido a la abundancia de secuenciaciones del genoma humano disponibles, la necesidad de almacenar y
procesar esta gran cantidad de datos y facilitar el acceso a herramientas de analisis biomédico esta
suponiendo un reto complicado de alcanzar. A causa de la variabilidad del volumen de datos en los
resultados y las exigencias computacionales y de almacenamiento se esta optando por realizar métodos
mas fiables y dindmicos para realizar este tipo de andlisis.

En la actualidad se han propuesto plataformas de flujos de trabajo basados en la nube que permitan la
realizacion de este tipo de andlisis ofreciendo una ejecucidn fiable, escalable y totalmente automatizable
[12]. Para afrontar los problemas comentados anteriormente, se ha propuesto una plataforma que emplea
un flujo de trabajo bioinformatico basado en la nube para el andlisis a gran escala de datos denominados
NGS (Next Generation Sequencing). Esta plataforma integra Galaxy [11], Globus Provision [13], una
herramienta para desplegar clusters de computacion en la nube, y un conjunto de herramientas y médulos
para ofrecer una solucion a investigadores en el campo de la biomedicina.

En Galaxy [11], como en la mayoria de flujo de trabajos cientificos relacionados con el genoma, los recursos
necesarios pueden variar dradsticamente en tiempo de ejecucidon. A menudo es ineficiente en términos de la
utilizacidn de recursos y coste, establecer un limite maximo de recursos. La computacion en la nube ofrece
un modelo alternativo para adaptarse dinamicamente a la demanda de recursos de los flujos de trabajo.
Desplegar la plataforma en la nube ofrece una serie de beneficios como la configuracién de recursos en
funcién de la demanda, un modelo de pago basado en la utilizacién de recursos y el aumento de la
velocidad de procesamiento de datos.

La integracion de flujos de trabajos cientificos y la computacion en la nube permite disponer de forma
rapida de los recursos necesarios tanto a nivel computacional como a nivel de almacenamiento, dota a los
sistemas de escalabilidad y emplea un modelo de pago por recursos utilizados. Para afrontar la variabilidad
en el volumen de datos de los resultados y las exigencias computacionales y de almacenamiento han
empleado la herramienta HTCondor [3].

HTCondor [3] es una herramienta de computacidon de alto rendimiento sobre grandes colecciones de
recursos computacionales distribuidos. Mediante la integracién de Galaxy [11] con el planificador de
recursos de HTCondor [3], los trabajos especificos son ejecutados en paralelo usando nodos de
computacion distribuida. La estrategia propuesta dota de una escalabilidad automatica, lo que permite
incrementar la utilizacién de recursos y la velocidad de procesamiento significativamente, especialmente
en herramientas intensivas en calculo, como los analisis del ggnoma humano.

Debido a que la mayoria de los trabajos de las herramientas empleadas por Galaxy [11] son intensivos en
CPU y memoria, la capacidad computacional necesaria puede ser superior a la inicial en el despliegue del
sistema. Para incrementar las prestaciones del sistema bajo el punto de vista de la velocidad de cdlculo y el
coste econdmico, han optado por integrar Galaxy [11] con la herramienta HTCondor [3], de tal forma, que
ciertos trabajos se pueden ejecutar a través de HTCondor [3] en clusters remotos con unas prestaciones
superiores. La Figura 2 muestra la arquitectura del sistema.
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Figura 2. Arquitectura de un sistema de flujo de trabajo bioinformatico basado en la nube (Galaxy [12])

En conclusién, ya existen sistemas de flujos de trabajos cientificos desplegados en plataformas de
computacion en la nube similares al trabajo que se desea realizar como Galaxy [11]. Sin embargo, este
sistema no ofrece sus funcionalidades a través de un servicio Web impidiendo su integracién en sistemas
externos. La utilizacién de una plataforma de computacién en la nube permite aprovisionar recursos de
forma dindmica para adaptarse a las exigencias computacionales del sistema y la variabilidad del volumen

de datos en los resultados.
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4. Analisis

En este capitulo se ha documentado la fase de andlisis previo que se ha realizado durante el desarrollo del
proyecto. Este capitulo contiene tanto en andlisis del sistema existente como la captura, documentacién y
modelado de los requisitos funcionales y no funcionales del sistema.

4.1. Sistema previo

Se ha realizado una fase de analisis del sistema previo para capturar informaciéon del tratamiento que
realiza este, tanto de la entrada como de la salida de datos. Durante esta fase, la informacion
proporcionada por el investigador Jorge Alvarez ha resultado esencial debido a que me ha facilitado la
compresion de PhyloFlow [2].

4.1.1. Descripcion

En esta seccidn se describe el sistema previo y su composicién. El sistema esta formado por cuatro
componentes principales, cuya unién constituye el flujo de trabajo completo para la inferencia filogenética
de un arbol evolutivo sobre un conjunto de secuencias de ADN mitocondrial humano. La Figura 3 muestra
cada uno de los cuatros componentes y las relaciones que se establece entre cada uno de ellos.

Fetch Sequences Sequences Processing Sequences Evaluation Supertree Building

Gen Bank

[3 meEr madalo

Figura 3. Sistema de inferencia filogenética mediante flujos de trabajo

En la fase Fetch Sequences, las secuencias de ADN se almacenan en ficheros comprimidos. A continuacion,
en la fase Sequences Processing dichos ficheros de secuencias se procesan utilizando métodos biolégicos
qguedando divididos en subconjuntos mas pequenos. En la fase Sequences Evaluation se realiza la
evaluacion de modelos evolutivos para cada fichero obtenido en la fase previa. En esta fase se generan
estructuras arborescentes que al igual que las secuencias son almacenadas en ficheros. Finalmente la fase
de Supertree Building genera un superarbol basado en las soluciones obtenidas en la fase anterior.

El sistema PhyloFlow [2] estd compuesto por una serie de directorios donde se almacenan los resultados
de cada una de los componentes, y que a su vez sirven de entrada para el siguiente componente del flujo
de trabajo. Por tanto, es estd estructura de directorios la que permite la comunicacion de los resultados
entre cada uno de los componentes empleando identificadores de ficheros para seleccionar aquellos que
corresponden a los resultados parciales dentro del directorio.

El resultado producido por un componente puede ser la entrada para el siguiente componente del flujo de
trabajo, pero también puede ser una nueva entrada para el mismo componente. Este Ultimo caso permite
gue un componente pueda realizar mas de un procesamiento sobre una entrada. Por ejemplo, en el
segundo componente se podria realizar una primera fase de division por genes y a continuacion realizar
una fase de alineamiento.



El sistema actualmente emplea secuencias de ADN mitocondrial humano para realizar el andlisis
filogenético, sin embargo, también se dispone de secuencias sintéticas cuyo procesamiento es menos
intensivo en célculo y permiten validar el funcionamiento del sistema.

El primer componente es el encargado de obtener los tipos de secuencias solicitados por el cliente. Si el
tipo de secuencia solicitada es de ADN mitocondrial se encarga de acceder a la base de datos GenBank,
seleccionar el tipo de secuencia que corresponde con el ADN mitocondrial humano, descargar la base de
datos y almacenar la descargar en un fichero comprimido. Por el contrario, si el tipo de secuencia
seleccionado es de tipo sintético se encarga de copiar dichos datos de un repositorio local del sistema y los
almacena comprimidos.

El segundo componente se encarga de realizar el procesamiento biolégico sobre las secuencias de entrada
seleccionado por el usuario. Este procesamiento depende del tipo de secuencia de entrada. Actualmente
existen 4 tipos diferentes de procesamientos:

= Divisidn en 1D consiste en dividir el fichero de secuencia por filas o columnas.

= Division en 2D consiste en dividir el fichero de secuencia por filas y columnas obteniendo ixj
ficheros, donde i es el numero total de divisiones por filas y j el nimero total de divisiones por
columnas.

= Alineamiento.

=  PRD (Padded-Recursive-DCM3 Decomposition): divisidn en sets con superposicién.

La division por filas implica la division del fichero de secuencias en set o conjunto de secuencias (filas). La
divisién por columnas implica una reduccion en la longitud de las secuencias. Este componente emplea
técnicas de map-reduce para reducir los costes temporales en base a procesar conjunto de datos mas
pequeios.

El tercer componente se encarga de realizar una evaluacidn con modelos bioldgicos para cada fichero
obtenido en la fase previa, ademas opcionalmente se puede realizar un analisis estadistico. El
funcionamiento interno de este componente es el siguiente:

= Se evalian 88 modelos y se selecciona el mejor de todos ellos en base a la puntuacién del arbol
segln Maximum Likelihood [14].

= Analisis estadistico mediante la técnica de bootstrapping que consiste en alterar el orden de las
columnas mediante el intercambio de columnas cercanas. Se generan un nimero de r muestras
distintas entre si. Los bidlogos aconsejan usar un niumero r entre 100 y 1000, pero segun algunos
estudios a partir de 500 se obtiene un beneficio estadisticamente no significativo. Para cada
muestra generada se evalla el mejor modelo del paso anterior y se obtiene un arbol por muestra.

= Generacion de un Unico arbol consensuado a partir de los ficheros de salida para el mejor modelo
seleccionado aplicando conservacién de ramas.

El componente niumero cuatro también denominado Supertree Building se encarga de construir un Unico
arbol filogenético que aglutina todas las soluciones parciales obtenidas como resultados de la ejecucién de
los componentes anteriores en fases previas.

Por ultimo cabe destacar que los ficheros de secuencia tanto de entrada como de salida emplean el
formato FASTA. Mientras que las estructuras arborescentes generadas como soluciones parciales y
resultados finales se almacenan en formato NEWICK. Ambos formatos se describen en detalle en la seccidon
numero 1 de Anexo l. Analisis (pag. 37).



4.2. Analisis del sistema

Una vez realizado el estudio del sistema previo, se ha realizado un andlisis sobre el sistema. Este analisis
contiene la descripcién de los usuarios finales y los grupos de interés o stakeholders del sistema, la
documentacion de los requisitos funcionales y no funcionales que debe satisfacer el sistema y el modelado
de estos en casos de uso.

4.2.1. Usuarios finales
Los usuarios finales del sistema son aquellos usuarios que van a interactuar directamente con él. Por tanto,
se han descrito tres tipos de usuarios finales posibles:

= Usuario administrador: es aquel usuario que realiza de intermediario entre el sistema y el bidlogo
gue desea obtener los resultados para proceder a realizar un andlisis exhaustivo de los mismos.
Este tipo de usuario esta familiarizado con el dominio tecnolégico, pero por el contrario puede no
tener nociones del dominio de la aplicacion.

= Bidlogo: es aquel usuario que se encarga de proponer un experimento, determinando las
herramientas a usar en la ejecucién del flujo de trabajo para luego interpretar los resultados
obtenidos por el sistema en base a sus conocimientos sobre el dominio de la aplicacién.

= Otros sistemas externos o internos que integren componentes del flujo de trabajo.

4.2.2. Stakeholders

El grupo de interés o stakeholders son aquellas personas, sistemas o documentacién que estan
estrechamente relacionados con el sistema desarrollado pero puede que no sean los propios usuarios
finales del mismo. Los stakeholders pueden proporcionan informacion respecto del sistema a desarrollar o
interactuar directamente o indirectamente con él. Los stakeholders definidos para el sistema son:

= Usuario finales
= Sistema filogenético existente
= Documentacion del sistema previo
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4.2.3. Requisitos

En esta seccidn se han seleccionado aquellos requisitos funcionales y no funcionales que debe satisfacer el
sistema. La Tabla 1 contiene numerados los requisitos funcionales y la Tabla 2 contiene los requisitos no
funcionales del sistema.

Requisitos funcionales

RF-1 | El sistema debe ofrecer una colecciéon de servicios al usuario que permitan el analisis
del ADN mitocondrial humano.

RF-2 | El sistema debe ofrecer un servicio de descarga de secuencias de ADN mitocondrial
humano.

RF-3 | El sistema debe ofrecer un servicio de procesamiento de secuencias de ADN
mitocondrial humano.

RF-4 | El sistema debe ofrecer un servicio de evaluaciéon y construccion de soluciones
parciales.

RF-5 | El sistema debe ofrecer un servicio de consenso e integracién de soluciones
parciales.

RF-6 | El sistema debe ofrecer un servicio de construccién de un Unico arbol filogenético a
partir de soluciones parciales.

RF-7 | El sistema debe ofrecer un servicio que realice un flujo de trabajo completo que
integre el resto de servicios ofrecidos.

RF-8 | El sistema debe ser capaz de almacenar resultados intermedios.

RF-9 | El sistema debe ser capaz de notificar al usuario los resultados generados como
respuesta a su peticion.

RF-10 | El sistema debe capturar la salida de error del sistema de inferencia filogenética
existente.

Tabla 1. Requisitos funcionales del sistema

Requisitos no funcionales

RNF-1 | El sistema debe integrar el sistema de inferencia filogenética existente.

RNF-2 | El sistema debe ser capaz de interoperar con el sistema de inferencia filogenética
existente.

RNF-3 | El sistema debe almacenar en un sistema de almacenamiento externo los resultados
intermedios que permita el acceso a los mismos.

RNF-4 | El sistema debe emplear un protocolo de comunicacién asincrono debido al coste
computacional derivado del analisis del ADN mitocondrial.

RNF-4 | El sistema debe notificar a los usuarios empleando el protocolo SMTP para el envio
de correos electrénicos.

RNF-5 | El sistema serd disefiado desde el punto de vista Saas.

RNF-6 | El sistema debe definir y emplear un formato de intercambio estandar.

RNF-7 | El sistema debe ser robusto y realizar el tratamiento de excepciones pertinentes.

RNF-8 | El sistema debe ser portable y flexible.

Tabla 2. Requisitos no funcionales del sistema
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4.2.4. Casos de uso

Esta seccion contiene el modelado de los requisitos descritos anteriormente en casos de uso. Los casos de
uso dan una vision grafica de los pasos e interacciones entre los actores del sistema y el propio sistema
para lograr un objetivo. Los actores del sistema pueden ser personas humanos u otros sistemas externos.

Caso de uso: nivel 0

Los casos de uso de nivel cero sirven para mostrar las funcionalidades basicas del sistema y los pasos que se
han de seguir para obtener un objetivo concreto. La Figura 4 muestra el modelado en casos de uso de nivel
0 del sistema.

Phylogenetic Inference System

Map-reduce

AV .
<<include=>=

<<|pelude=>

] Evaluation <]

<<include=>

hmtDNA Workflow
. =<include>=
Bidlogo

Consensus =

<sincludas>
Superires &

Figura 4. Diagrama de Casos de uso nivel 0

Este modelo muestra cinco casos de uso independientes entre si que se corresponden a las principales
funcionalidades del sistema PhyloFlow [2]. El caso de uso Download DB permite al actor principal ofrecer
descargar secuencias de ADN mitocondrial humano de la base de datos de GenBank o recuperar bases de
datos de secuencias de ADN disponibles. El caso de uso denominado Map-reduce permite al actor principal
realizar un procesamiento bioldgico sobre secuencias de ADN.

El caso de uso denominado Evaluation permite al actor principal realizar una evaluacién de modelos
evolutivos sobre secuencias de ADN y construccidén de soluciones parciales. El caso de uso denominado
Consensus permite al actor principal realizar una fase de consenso e integracion de soluciones parciales.

El caso de uso denominado Supertree permite al actor principal la construccién de un superarbol
filogenético a partir de resultados parciales.

El caso de uso denominado hmtDNAWorfklow es el encargado de realizar un flujo de trabajo completo para
datos de secuencia de ADN mitocondrial humano, por tanto, ha de incluir al resto de casos de uso para
llevar a cabo el andlisis pertinente. El actor principal del sistema puede interactuar con los seis casos de
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usos, debido a que puede realizar un flujo de trabajo completo o realizar fases individuales e
independientes. La seccién numero 3 de Anexo l. Andlisis (pag. 38) contiene la descripcién formal de los

casos de uso.

Casos de uso: nivel 1
Los casos de uso de nivel uno sirven para mostrar las funcionalidades basicas del sistema y los

funcionalidades subyacentes que emplean. La Figura 5 muestra el modelado en casos de uso de nivel 1 del
sistema para los bidlogos. La seccién nimero 2 de Anexo l. Andlisis (pag. 38) contiene los casos de uso

centrados en el usuario administrador.
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Figura 5. Diagrama de Casos de uso nivel 1 para el usuario bidlogo
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* Por simplificar el diagrama se han omitido el resto de casos de uso de los subsistemas Fetch Sequences, Sequences Processing y
Sequecences Evaluation. Estos y sus relaciones son idénticos a las mostradas en el sistema que denominado Supertree Building.

A diferencia del diagrama de casos de uso de nivel cero, el diagrama de casos de uso de nivel uno esta
formado por cinco subsistemas. El subsistema denominado Workflow System es el encargado de establecer
el flujo de trabajo integrando el resto de subsistemas, los cudles equivalen a cada uno de los componentes
del sistema PhyloFlow [2]. El actor principal puede interactuar con cualquiera de ellos, por tanto, no sdlo
puede obtener el resultado final de un flujo de trabajo completo, sino que también puede obtener
soluciones parciales interactuando con cada componente de forma individual.

Cada uno de los componentes esta formado por uno o mas casos de uso que representan la funcionalidad
que desempefia dentro del flujo de trabajo, y tres casos de uso mas que representan funcionalidades
adicionales. El caso de uso denominado Business Logic Service representa el servicio que provee la

13



funcionalidad basica de la légica de negocio. El caso de uso Store Service representa el servicio que provee
funcionalidades relacionadas con el almacenamiento y descarga de soluciones parciales y finales. Por
ultimo, el caso de uso nombrado como Notification Service seria el encargado de proveer la funcionalidad
para notificar al actor los resultados obtenidos.

En el subsistema Workflow System, el caso de uso principal es el denominado hmtDNAWorkflow. Este caso
de uso emplea el denominado como Scheduler. Este ultimo representa la funcionalidad encargada de
planificar los trabajos del flujo y solicitarlos a cada componente concreto. Por tanto, incluye los casos de
uso que representas las funcionalidades bdasicas del resto de subsistemas. Por ultimo, el caso de uso
MailBox Service representa la funcionalidad asociada a la recepcion de los resultados notificados por el
resto de subsistemas.

Cada uno de los subsistemas se ofrece como un servicio independiente bajo la vision Saa$. Por tanto, cada
subsistema ofrece sus funcionalidades como un servicio a cada uno de los actores del diagrama. Esto
permite que los subsistemas se encuentren totalmente distribuidos reduciendo el acoplamiento entre los
mismos. El actor accederd a cada unos de los servicios ofrecidos a través de Internet. La seccién nimero 3
de Anexo |. Analisis (pag. 38) contiene la descripcion formal de los casos de uso.

4.2.5. Propuesta de solucion

La solucidn propuesta consiste en la division del sistema PhyloFlow [2] en cinco subsistemas
independientes y desacoplados. Cuatro de ellos representan los componentes individuales del flujo de
trabajo. El ultimo es el encargado de realizar el flujo de trabajo completo integrando los anteriores
ordenadamente.

Cada una de las funcionalidades de los subsistemas sera ofrecida como un servicio bajo el punto de vista
SaaS. En concreto, cada funcionalidad sera ofrecida como un servicio Web accesible a través de internet.
Esta solucion permite realizar un flujo completo de inferencia filogenética o realizar etapas individuales del
proceso que combinadas puedan dar lugar a nuevos flujos de trabajo. Como cada una de las
funcionalidades se ofrece como un servicio no sélo permite acceder al usuario final a ellas sino que
cualquier otro sistema externo puedan integrar dichas funcionalidades en su dominio de aplicacién. La
Figura 6 muestra graficamente la solucién propuesta.
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Figura 6. Distribucion de los subsistemas que contienen los casos de uso

Debido a que los componentes se encuentran totalmente distribuidos se puede permitir el despliegue del
sistema en un entorno distribuido. Esta solucidn permite que el sistema sea escalable y robusto, ya que la
caida de un servicio no afectaria al resto, a excepcién del que integra todos para realizar el flujo de trabajo
completo. Por tanto, todos los servicios ofrecen un punto de entrada al subsistema que representan.
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5. Diseno de la soluciéon

Este capitulo contiene la documentacidn generada durante la fase de disefio del sistema. Esta fase del
trabajo se ha realizado a partir de los objetivos que debe cubrir el sistema definidos en la fase de andlisis. El
disefo se ha realizado bajo el paradigma de Software como Servicio con lo que el soporte légico y los datos
se han de alojar en el servidor.

El objetivo principal ha sido realizar un disefio flexible que abstrajese mediante interfaces la
implementacidn concreta de cada uno de los servicios, y permitiendo que cada servicio interno pueda tener
una o mas implementaciones concretas del mismo. Por tanto, el mayor esfuerzo invertido durante el
diseio del sistema se ha destinado a realizar una solucidn lo mds abstracta posible que dotara al sistema de
flexibilidad y facilitara la reutilizacién de componentes.

5.1. Paradigma SaaS
El paradigma Software as a Service (SaaS) propone un modelo en el que el software es ofertado como
servicio al usuario final. El software estd albergado en un servidor y los usuarios acceden al software
empleando un navegador Web [15]. La Figura 7 muestra la arquitectura de un sistema bajo la visién Saas.
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Figura 7. Vista de alto nivel de un componente del sistema bajo el paradigma SaaS

La figura anterior muestra las tres capas principales que componen el disefio una solucion basada en SaasS.
La capa denominada Interface es aquella capa del sistema que atiende las peticiones de los clientes que
envian a través de la API ofrecida por la misma. La siguiente capa es la denominada Wrapper, debido a que
encapsula el acceso a la légica de negocio. Esta capa es la responsable de encapsular la comunicacidn entre
las peticiones entrantes y las reglas de negocio del sistema. La tercera y ultima capa denominada Business
Logic es la capa de negocio, es decir, aquella capa que contiene toda la ldgica y reglas de negocio del
sistema.

El Instituto Nacional de Estandares y Tecnologias (NIST) define la computacion en la nube a través de tres
modelo de servicios: Software como Servicio (SaaS), Plataforma como Servicio (PaaS) e Infraestructura
como Servicio (/aaS) [16].
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Con el modelo Saas, los proveedores ofrecen aplicaciones que estan desplegadas en una plataforma en la
nube. El software se ejecuta en los servidores de la nube contratados por la empresa proveedora del
servicio. Por tanto, si se detecta un error en el software solucionarlo en el servidor puede ser mas sencillo y
rapido, en lugar de distribuir y actualizarlo a todos los clientes [15]. Existen varios ejemplos de SaaS. Por
ejemplo, Google ofrece varias aplicaciones Web, como Gmail y Google Docs. Ambas aplicaciones son
ofrecidas como servicios online.

Los beneficios principales que aporta el modelo Saas$ al cliente final son reduccién de costes y tiempos. En
el modelo Saa$S al contrario que en modelos tradicionales, el cliente no necesita contratar hardware
especifico donde albergar el software contratado ya que este reside en los servidores de la empresa
proveedora, por tanto, permite desplegar las aplicaciones de forma rapida y sencilla sin la necesidad de
instalar ni configurar el software contratado [17]. Ademas el mantenimiento como las actualizaciones del
software sera gestionado por parte del proveedor de servicios. En general, el software desarrollado para
ser implementado como un servicio es mas eficiente y provee de mejor funcionalidad y flexibilidad [16].

El modelo SaaS especifica aplicaciones que normalmente son disefadas para operar en centros de datos
distribuidos. Tienen la ventaja de escalar tanto el servidor como el ancho de banda para proveer acceso a
mas usuarios, aumentar el rendimiento y el tratamiento de informacidon. No existe la necesidad de
redisefiar el software o de desplegarlo de nuevo. Esto significa que se tiene el mismo servicio
independientemente del nimero de usuarios y no se debe afadir mas hardware o sistemas, ya que el
proveedor de la nube proporcionara dindmicamente la escala que necesites [16].

Por tanto, los principales beneficios que aporta SaaS respecto a otros modelos son seguridad, escalabilidad,
flexibilidad, disponibilidad y reduccion de costes econdmicos y temporales. En el dominio de la aplicacion
se han tenido en cuenta los aspectos relacionados con la escalabilidad y flexibilidad para adaptarse al
numero de usuarios, aumentando o disminuyendo el nimero de recursos para ofrecer el servicio. También
esta solucién reduce costes temporales al usuario final, ya que no debe instalar ni configurar el sistema. El
sistema ya se encuentra desplegado y accesible en una plataforma de computacién en la nube.

Los centros de datos SaaS hoy en dia garantizan que son altamente disponibles, esto implica generalmente
que el proveedor tenga una cierta tolerancia a fallos o recuperacion de errores para garantizar la
disponibilidad en caso de producirse cualquier desastre. La eleccién de Amazon EC2 nos asegura la
disponibilidad del servicio aproximadamente el 99,9999% del tiempo.

5.2. Diseio de cada componente que constituye el flujo de trabajo

En primer lugar se ha llevado a cabo un disefio de alto nivel de como debia ser la estructura del sistema. Se
ha tomado la decisidn de realizar un diseiio por capas, de tal forma que las capas del sistema se encargan
de regir el comportamiento y dependencias del mismo. El sistema estd formado por tres capas
fundamentales, y cada una de ellas depende Unicamente de la capa inmediatamente inferior. Mediante la
arquitectura por capas se obtiene un disefio mas flexible y reusable, ya que los cambios internos de una
capa solo afectan a la propia capa, y el nimero de dependencias se disminuye.
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5.2.1. Presentacion primaria
La presentacion primaria de los componentes que constituyen el flujo de trabajo se corresponde a la Figura
7 mostrada anteriormente que se corresponde al disefio de arquitectura de un sistema basado en Saas.

El disefio de la solucidon estd formado por tres capas independientes. La capa denominada Interface es
aquella capa de cada uno de los componentes encargada de atender las peticiones entrantes a través de la
API ofrecida.

La siguiente capa es la denominada Wrapper, debido a que encapsula el acceso a la légica de negocio. Esta
capa es la responsable de encapsular la comunicacion entre las peticiones entrantes y las reglas de negocio
del sistema. En el contexto de implementacidn, serd la capa que encapsule toda la funcionalidad asociada al
lanzamiento de los scripts de cada una de los componentes del sistema inferencia filogenética y se
encargue del tratamiento de las salidas generadas, asi como de la monitorizacidn necesaria.

La tercera y ultima capa denominada Business Logic es la capa de negocio, es decir, aquella capa que
contiene toda la légica y reglas de negocio del sistema. En este dominio de aplicacién esta capa se
corresponde con el sistema PhyloFlow [2], debido a que él posee todas las funcionalidades necesarias para
la realizacién del analisis de filogenias de ADN mitocondrial humano.

Si se aumenta el nivel de detalle, se puede observar la aparicién de una capa middleware compuesta por
varios elementos que ofrecen distintos servicios a través de sus interfaces. Esta capa afiade un nivel mas de
indireccién entre la capa Wrapper y la capa que contiene la légica de negocio.

La capa Wrapper se comunica con cada uno de ellos dotando al sistema de una funcionalidad completa en
base a las funcionalidades ofrecidas por cada uno de los servicios. Por tanto, serd el elemento representado
como Business Logic Service el encargado de encapsular todas las llamas al sistema de inferencia
filogenética. La Figura 8 muestra el disefio del sistema a un nivel de abstraccion inferior.

API

| Business Logic l

Figura 8. Vista con las capas de disefio de un componente genérico del flujo de trabajo

5.2.2. Relaciones y sus propiedades

La capa Interface se encarga de ofrecer los métodos del servicio que se pueden invocar remotamente. Para
ello se define y publica una API que indica las reglas para la invocacidn del servicio. Cada vez que recibe una
peticidn, la atiende y procesa. Para ello emplea el servicio denominado como XMLService que se encarga de
validar la peticion, si es valida la capa invocara a la capa inferior. Dicha AP/ esta explicada y detallada en la
seccidon nimero 1 de Anexo Il. Disefio de la solucion (pag. 53).

La capa Wrapper o envoltorio es la que se encarga de encapsular el acceso a las reglas de negocio, y por
tanto se delega sobre esta capa la comunicacion con la capa de negocio y el acceso al resto de servicios que
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dotan al sistema de la funcionalidad completa localizados en la capa middleware. La comunicacidn entre
las capas Interface y Wrapper se rige en base a un lenguaje comun previamente definido, y contendra toda
la informacion necesaria para realizar cualquier operacién ofrecida por la l6gica de negocio.

Los servicios adicionales se encuentran en una capa adicional o middleware ubicada en un nivel inferior
respecto a la capa Wrapper. Esta capa de middleware contiene entre otros los servicios para acceder a la
capa de negocio, el almacenamiento de resultados y la notificacion de los resultados al cliente.

Un sistema disefiado por capas solo permite que existan dependencias entre los componentes de una
misma capa y entre capas adyacentes. Sin embargo, todos los componentes de la capa middleware
disefada son independientes entre si aumentado la flexibilidad del sistema en base a reducir
dependencias.

La Figura 9 muestra las relaciones entre los elementos de cada una de las capas descritas anteriormente.

[ Sistema de | [ Sistemade |

~ notificacion_ -almacenamieto /

Figura 9. Vista de componentes y conectores de un componente genérico del flujo de trabajo

La capa middleware intermedia esta compuesta por cuatro servicios:

= Business Logic Service: este servicio ofrece todas las operaciones relacionadas con la légica de
negocio interna.

= Store Service: este servicio ofrece operaciones relacionadas con la utilizacién de un sistema de
almacenamiento externo.

= Notification Service: este servicio ofrece operaciones relacionadas con la notificacion de
informacién a usuarios.

= Compression Service: este servicio ofrece operaciones relacionadas con la compresion y
descompresién de recursos.

El elemento Business Logic esta formado por todos los scripts y librerias que componen cada una de los
componentes del sistema de inferencia filogenética. Se encarga de realizar la descarga de secuencias de la
base de datos GenBank, el procesamiento de las secuencias, generacion de superarboles, etc. Todas las
salidas se almacenan comprimidas en su correspondiente directorio. La interfaz completa estd descrita en
la seccion niumero 2 de Anexo Il. Disefio de la solucién (pag. 61).
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5.3. Diseiio del componente que representa el flujo de trabajo

Una vez realizado el disefio de cada uno de los sistemas que representan cada una de los cuatro
componentes que constituyen el sistema PhyloFlow [2] se ha procedido a disefiar el sistema que debia
contener la légica del funcionamiento del flujo de trabajo. El disefio del sistema de alto nivel es idéntico al
del sistema para cada componente del flujo de trabajo y, por tanto, también esta dividid en tres capas que
dependen solamente de la capa inmediatamente inferior. La capa intermedia denominada anteriormente
como Wrapper en este contexto es denominada como Scheduler, ya que informa mejor de la funcionalidad
ofrecida por dicha capa.

5.3.1. Presentacion primaria
La Figura 7 mostrada anteriormente revela el disefio del sistema que representa el flujo de trabajo. El nivel
de interfaz se encargaria de publicar como servicio el flujo completo de un anlisis filogenético.

La capa intermedia la representaria el Scheduler o planificador de tareas que seria aquel componente
encargado de realizar las peticiones correspondientes a cada uno de los componentes del flujo de trabajo
en base a la informacion proporcionada por la légica de negocio.

En este caso, la capa Workflow representa las reglas de negocio, y por tanto, contiene la secuencia y orden
de cada componente asi como la operacidn y los parametros que se ha de realizar.

Si aumentamos el nivel de detalle del disefio del sistema en este caso no aparece una capa de middleware
que ofrezca unos servicios complementarios. Sin embargo, se puede observar como dentro de la capa
intermedia aparece un componente denominado MailBox, el cual se encargara de recuperar las respuestas
recibidas por parte de los componentes como respuesta a las peticiones realizadas por el componente
Scheduler. La Figura 10 muestra el disefio del sistema a un nivel de abstraccién inferior.

API

WorkflowService

Figura 10. Vista con las capas de disefo del componente flujo de trabajo

5.3.2. Relaciones y sus propiedades

La capa Interface se encarga de ofrecer los métodos del servicio que se pueden invocar remotamente. Para
ello se define y publica una API que indica las reglas para la invocacion del servicio. Cada vez que recibe una
peticion, la atiende y procesa. Dicha AP/ esta explicada y detallada en la seccién nimero 3 de Anexo Il.
Disefio de la solucidn (pag. 64).

La capa intermedia es la encargada de planificar las tareas del flujo de trabajo. Para ello, se comunica con la
capa inferior para obtener la siguiente tarea a realizar dentro del flujo de trabajo actual y realizar la
peticion al componente concreto que debe realizarla. Para enviar las peticiones de forma correcta emplea
el componente XMLService que se encarga de generar los mensajes en formato XML validos en base al
lenguaje de comunicacion definido.
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Por ultimo, realiza la peticion con el mensaje generado al componente concreto para que se encargue de
procesarlo y realizar la tarea deseada. El componente MailBox sera el encargado de comprobar si se ha
recibido una nueva notificacion que contenga los resultados solicitados. Si es asi, el componente Scheduler
recuperara los resultados y comenzara a preparar la siguiente tarea a realizar del flujo de trabajo.

La légica de negocio esta representada por el componente Workflow Service que ofrece una serie de
servicios para interactuar con el flujo de trabajo que permite a la capa superior obtener cudl es el la
siguiente tarea a realizar dentro del flujo de trabajo actual. La Figura 11 muestra las relaciones dentro del
sistema.

4‘ AP|

WorkflowService I

Sistema de
notificacion

Figura 11. Vista de componentes y conectores del componente flujo de trabajo

5.4. Arquitectura global del sistema

Se ha descrito el disefio y arquitectura de cada uno de los componentes por separado. A continuacion se
muestra la arquitectura global del sistema combinada con la vista de despliegue. Cada componente estd
albergado en una maquina independiente formando una sistema totalmente distribuido. El medio de
comunicacion entre cada uno de los componentes es el denominado como Message Broker. La Figura 12
muestra el despliegue y arquitectura global del sistema.

Sequumfas Fetch Sequences
Processing

Workflow System

Sequences
Evaluation

Figura 12. Vista de despliegue del sistema
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5.5. Interfaz publica de cada servicio

La interfaz publica de cada servicio debe definir unas reglas de entrada y unas reglas de salida que permita
a cualquier persona o sistema externo interactuar con él. Se ha definido un lenguaje comun para describir
tanto el estdndar de entrada como de salida. De este modo, todos los componentes emplean el mismo
estdndar para validar las peticiones de entrada el cual esta definido y descrito empleando un esquema en
lenguaje XML. Tanto el lenguaje comun como el esquema se muestran y explican en detalle en la seccién
numero 4 de Anexo ll. Disefio de la solucidn (pag. 66).

Esto permite que cualquier sistema externo pueda utilizar los servicios ofrecidos individualmente por cada
uno de los componentes para integrarlos en el contexto en el que interopere, asi como la integracion
completa empleando los resultados proporcionados por el flujo de trabajo completo.
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6. Implementacion

Una vez finalizadas las fases anteriores se ha procedido a realizar la implementacién del sistema. Se han
realizado sucesivas refactorizaciones del cddigo generado durante la fase de implementacion. Para la
gestion y control de versiones se ha empleado un repositorio privado de tipo Subversion.

Como se ha mencionado anteriormente, el sistema PhyloFlow [2] esta formado por cuatro componentes
qgue se han implementado de forma independiente e individual. Ademds se ha desarrollado otro sistema
externo que contiene la légica del flujo de trabajo. Todos los componentes ofrecen sus funcionalidades a
través de una interfaz publica, es decir, cada componente ofrece los servicios relacionados con su
funcionalidad especifica y el ultimo ofrece como servicio la ejecuciéon de un flujo de trabajo completo
integrando los anteriores.

6.1. Software y tecnologias empleadas

Se han empleado las ultimas versiones del sistema de analisis de filogenias denominado PhyloFlow [2]
proporcionado por el investigador Jorge Alvarez, asi como las librerias necesarias por dicho sistema. Este
sistema esta programado integramente con el lenguaje de programacion Python [9] y emplea actualmente
la version 2.7 de este. Ademas el sistema emplea dos librerias externas: la version 1.63 de Biopython [18] y
la versién 3.8.1 de DendroPy [19].

DendroPy [19] es una libreria de Python [9] para la computacion filogenética. Provee clases y funciones
para la simulacién, procesamiento y manipulacion de arboles filogenéticos y matrices de caracteres.
Biopython [18] es un conjunto libre de herramientas para la computacién biomédica desarrollado en
Python [9] por un equipo internacional de desarrolladores.

El sistema implementado esta programando integramente en Java 1.7 [7] y se ha empleado la herramienta
Maven [20] para facilitar la gestion, configuracion y creacién del proyecto. La herramienta Maven [20]
permite describir las dependencias del proyecto y automatizando la descarga de los mddulos.

Para el desarrollo de los servicios Web se ha empleado JAX-RS. La tecnologia JAX-RS o Java API for RESTful
Web Services es una API del lenguaje de programacién Java [7] que proporciona soporte en la creacion de
servicios Web de acuerdo con el estilo arquitectural Representational State Transfer (REST). JAX-RS emplea
anotaciones para simplificar el desarrollo y despliegue de los servicios Web. Desde Java EE 6 es una
caracteristica oficial | del lenguaje, por tanto, no es necesaria ninguna configuracién para comenzar a
usarla.

Para poder trabajar de forma mas cdmoda se ha utilizado uno de los laboratorios de investigacion del
Grupo de Ingenieria de Sistemas de Eventos Discretos (GISED), el L1.03B, en el que he dispuesto de un
espacio fisico y de una maquina (astazu) durante el periodo comprendido desde el inicio a la finalizacién del
trabajo. La utilizacidon de dicha mdaquina ha sido de gran utilidad en las fases tempranas del proyecto, ya
gue no disponia de ninguna maquina con un sistema operativo de tipo UNIX.

Para el desarrollo y despliegue del sistema en una plataforma en la nube se han empleado varios de los
servicios ofertados por la plataforma ofrecida por Amazon Web Services (AWS) de manera gratuita durante
un afo con ciertas restricciones de prestaciones y recursos. En concreto el proyecto emplea el servicio de
almacenamiento S3y el servicio EC2 de computacidn eldstica en la nube.
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Se optd por emplear una imagen de una maquina Ubuntu 14.04 proporcionada por defecto por el servicio
de Amazon sobre la cual instalar y configurar las tecnologias Web necesarias, el sistema previo y las
librerias de las que dependia. Una vez configurada se cred una instantanea de la misma, que permite
replicarla de forma transparente al usuario y sin la necesidad de realizar de nuevo todo el proceso de
instalacidn y configuracion.

6.2. Implementacion de cada componente del flujo de trabajo

La implementacidon completa de cada componente del flujo de trabajo se ha dividido en servicios. Una vez
implementado cada componente o servicio se ha realizado la integracidn de los mismos. Primero se han
implementado las capas inferiores del disefio y por ultimo las capas superiores. La Figura 13 muestra la
vista de componentes del sistema implementado.

|
L

API REST (JAX-RS)

Mail Notification Service | | PhyloFlow Service | | AmazonS3 Store Service | | ZIP Compression Service
PhyloFlow Process. Il

«

COJAVA o L] Y Jjavax.util.zip

javax.mail ‘ ‘ javalang | | COM. amazZonaws |

xml -t
I SDK|Amazon | javax.xml

<] REST Web Service

Gmail
Amazon S3

Figura 13. Vista de implementacién de un componente genérico del flujo de trabajo.

6.2.1. Implementacion de la capa de negocio

En primer lugar, se ha desarrollando un prototipo capaz de lanzar procesos encargados de la ejecucion de
los distintos scripts en Python [9] que representan cada uno de los componentes del sistema PhyloFlow [2]
desde la maquina virtual de Java [7]. A partir de este prototipo y tras sucesivas refactorizaciones se ha
obtenido el servicio que se encarga de interoperar de forma transparente con el sistema PhyloFlow [2].

Este servicio se encarga de generar comandos cuya ejecucién en el sistema PhyloFlow [2] equivale a la
funcionalidad solicitada y permite acceder a todas las funcionalidades ofrecidas por dicho sistema. De este
modo, este servicio es reutilizado por los cuatro sistemas que representan cada uno de los componentes
del flujo de trabajo.

Este servicio sigue el patrén Facade abstrayendo las interacciones necesarias con el sistema de andlisis de
filogenias a través de una interfaz simple y reveladora con los servicios de la capa de negocio. El servicio
cuenta con una plantilla de comandos, cada uno de ellos representa una funcionalidad concreta del sistema
PhyloFlow [2]. El servicio se ha de encargar de rellenar el comando para cada funcionalidad solicitada con
los pardmetros de entrada, creando una lista con todos los comandos que se deben ejecutar para
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completar la ejecucion. Una vez que se dispone de dichos comandos el sistema lanza un proceso por cada
uno de ellos empleando el shell de la maquina.

Los procesos o trabajos se lanzan en paralelo hasta alcanzar un nimero maximo de procesos en ejecucion.
Se han tenido en cuenta todos los problemas derivados de la concurrencia de procesos y accesos en
exclusién mutua para evitar que se generen errores y excepciones. Con la paralelizacidn de los trabajos se
obtienen mejores resultados. Se ha establecido un nimero maximo de procesos en ejecucidn para evitar
sobrecargar la carga de trabajo de la CPU. Este parametro es configurable, y por tanto, se puede modificar
para adaptarse a la potencia y prestaciones ofrecidas por la maquina o instancia en la que se ejecute el
sistema.

6.2.2. Implementacion sistema de almacenamiento externo

A continuacién, se ha desarrollado un sistema para el almacenamiento de resultados parciales y finales que
permita acceder a ellos mediante una URI, en este caso una URL. Este servicio debe permitir ademas del
almacenamiento de los resultados la descarga de los mismos, ya que dichos resultados forman parte de la
entrada del préximo componente del flujo de trabajo.

Para el almacenamiento de estos resultados se optd por emplear un servicio de almacenamiento externo
qgue ofreciera las funcionalidades necesarias a través de un servicio Web, para facilitar su integracién de
forma automatica en el sistema. En concreto se ha decidido emplear un sistema de almacenamiento en la
nube que proporciona una alta disponibilidad y fiabilidad de los resultados almacenados, ademds permite
el acceso a los mismos mediante un identificador de recursos universal (URI) a través de cualquier
navegador.

Se ha empleado el servicio en la nube denominado S3 (Simple Storage System) que forma parte del
conjunto de servicios en la nube ofrecidos por Amazon Web Services. La implementacion del servicio de
almacenamiento ha consistido en la utilizacién del SDK (Software Development Kit) ofrecido por Amazon S3
gue se encarga de realizar las peticiones al servicio de forma transparente. Sin embargo, se ha definido una
interfaz comun que posibilita emplear cualquier otro sistema de almacenamiento externo que implemente
dicha interfaz de forma transparente al usuario.

También se ha afiadido una funcionalidad que permite la descarga de los archivos que corresponde a la
entrada de un componente debido a que algunos recursos puede que no estén ubicados en Amazon S3.
Esta solucién se ha considerado necesaria, ya que cada resultado se almacena en Amazon S3 durante un
cierto periodo de tiempo, pasado ese periodo de tiempo se elimina del sistema de almacenamiento para
evitar almacenar una gran carga de datos. Los clientes puede descargar dichos resultados y dejarlos
accesibles remotamente para que el sistema pueda acceder a ellos independientemente de la ubicacién de
los mismos.

Debido a que Amazon S3 no permite almacenar estructuras con un formato de sistemas de ficheros a
través de sus servicios Web se tomod la decisién de almacenar los resultados en Unico fichero comprimido.
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6.2.3. Implementacion de los sistemas de compresion y notificacion

Se ha implementado un servicio compresor que emplea el formato zip [21] para comprimir y descomprimir
los resultados intermedios. Este servicio implementa una interfaz definida previamente, de tal forma, que
se puede extender empleando otros formatos de compresidn. El sistema PhyloFlow [2] emplea tanto en la
entrada de datos como en la salida ficheros comprimidos en formato gzip [22], por tanto, se ha tomado la
decisién de que si el fichero pasado como entrada tiene este formato se considera una entrada valida para
PhyloFlow [2] y, por tanto, no se realiza la descompresidn previa. Si el formato del fichero de entrada no es
ninguno de los anteriores se descarta la peticién.

Seguidamente se ha realizado el servicio de notificacion. Como el protocolo de comunicacion debia ser
asincrono, se ha empleado el protocolo SMTP [23] para notificar los resultados. Se ha utilizado el lenguaje
comun definido previamente que contempla la posibilidad de que se haya producido un error, permitiendo
notificar al usuario del error que se ha producido y su causa.

6.2.4. Implementacion del encapsulador e interfaz

Una vez implementados estos cuatros servicios, se ha desarrollado el encapsulador que se encarga de
invocar cada uno de ellos en el orden correcto para llevar a cabo el proceso completo definido. Primero se
debe de encargar de descargar los datos de entrada, si es necesario, seguidamente los ha de descomprimir,
invocar al sistema PhyloFlow [2], comprimir y almacenar los resultados. Por ultimo, debe notificar dichos
resultados al usuario.

Para acceder al sistema se ha implementado la capa Interfaz. Debido a que los analisis de genoma humano,
en este caso, del ADN mitocondrial son problemas intensivos en calculo, todos los servicios debian ofrecer
un protocolo de comunicacién asincrono capaz de notificar los resultados una vez finalizado el proceso
solicitado. Esto obligo a realizar servicios asincronos que se encargarian de lanzar procesos independientes
encargados de generar, almacenar y notificar los resultados a los clientes. Ademas se implementé un
servicio que debia validar y analizar la entrada en base al lenguaje comun definido mediante un esquema
en lenguaje XML y generar mediante dicho lenguaje un fichero XML que contenga la respuesta.

6.2.5. Aspectos interesantes de la implementacion

Para aumentar la flexibilidad del sistema y facilitar la configuracidn del mismo se han generado distintos
ficheros de propiedades que contienen propiedades del sistema asi como de sus componentes. Estos
ficheros almacenan las credenciales de acceso a servicios externos como Amazon S3 o las cuentas de correo
electréonico de Gmail, asi como ciertas propiedades de la mdquina, sistema operativo, variables de entorno,
etc. Ademas se definid un espacio de trabajo que debia contener entre otros datos, los ficheros de log, las
peticiones de entrada recibidas y las respuestas, asi como el sistema previo.

También se ha definido un mapa de errores que contiene todas las posibles excepciones que se pueden
generar durante la ejecucién de un componente. El mapa de errores se encuentra descrito en la seccion
numero 1 de Anexo lll. Implementacidon (pag. 69).
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6.3. Implementacion del sistema flujo de trabajo

Una vez finalizado los cuatro sistemas que representan cada uno de los componentes constituyentes del
flujo de trabajo se comenzd a realzar el sistema que debia planificar los trabajos del mismo para realizar un
flujo de trabajo completo. La Figura 14 muestra la vista de componentes del sistema implementado:

] API REST [JAX-RS) |

| hmtDNAWorflow Service |

Jjavax.mail | | Jjava.util | ‘ org.apache.http | | javax.xml I-—

Figura 14. Vista de implementacion del componente flujo de trabajo

Este servicio debia utilizar un protocolo de comunicacidn asincrono debido a que el tiempo completo de
procesamiento de un flujo de trabajo completo es muy elevado. Se tomé la decisidén de que este sistema no
empleara el protocolo SMTP [23], que permite el envié de correos electrénicos, a cambio de emplear el
protocolo IMAP [24], que permite la lectura de la bandeja de entrada. Este protocolo permite leer e
interpretar los mensajes de respuesta recibidos por parte de todos los componentes que integran el flujo
de trabajo y delega en el ultimo componente del flujo de trabajo la tarea de enviar el mensaje con los
resultados al cliente final.

Para obtener un servicio asincrono se genera un proceso independiente por cada peticién recibida que es el
encargado de gestionar las peticiones a cada uno de los componentes que integran el workflow y de
recoger y analizar los resultados recibidos.

Para la implementacidon del componente MailBox, el cual es el encargado de acceder a la bandeja de
entrada, leer los mensajes nuevos y notificar al resto de procesos cuando haya un mensaje nuevo, se
empleo el patrdn Singleton. Este patrén permite que haya una Unica instancia de la clase en ejecucién, por
tanto, de esta forma se evitan problemas de concurrencia debido al acceso multiple a la bandeja de correo
electrénicos.
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7. Despliegue y evaluacion

Una vez desarrollada la primera versidn funcional del sistema se ha desplegado en un entorno distribuido.
Para el despliegue del sistema en la nube se han realizado unas tareas previas. Estas tareas han consistido
el lanzamiento de una instancia de una maquina Ubuntu 14.04 a partir de una imagen proporcionada por
Amazon. Para esta instancia se ha configurado el volumen persistente de la mdquina, las reglas de
seguridad para acceder a la maquina y el centro de datos donde estard disponible (Irlanda). Una vez que la
instancia esta lanzada se ha accedido via ssh mediante un fichero que contiene una clave privada, ya que al
instanciar una maquina se afiade la clave publica al fichero que almacena las claves que tienen autorizacién
de acceso.

La configuracién ha consistido en instalar todas las librerias de las que depende el sistema PhyloFlow [2] asi
como instalar un servidor Tomcat 7.0 sobre el que desplegar el sistema. Ademads se han copiada el sistema
utilizando el comando scp o la herramienta Filezilla, se han afiadido las variables de entorno necesarias del
sistema PhyloFlow [2].

Una vez que se ha configurado completamente el entorno se ha creado un script que se encarga de lanzar
el servidor Tomcat en el arranque de la maquina, de tal forma, que siempre que la mdaquina se reinicia el
servidor quedara accesible. Po ultimo, se ha realizado una instantanea de la maquina configurada. A partir
de esta instantdnea se pueden crear nuevas instancias que se encuentran totalmente configuradas de
forma automatica.

7.1. Explicacion de una traza completa de despliegue

Una vez que se encuentran las instancias que corresponden a cada uno de los componentes del sistema en
ejecucién y los servidores de aplicaciones se encuentran activos se puede realizar peticiones a los servicios
Web. A continuacion se explican las etapas principales de una traza completa de despliegue de una
ejecuciéon de un conjunto de secuencias de ADN mitocondrial.

En primer lugar se solicita al servicio Web del componente Workflow System la realizacidon de una ejecucion
completa para el analisis del ADN mitocondrial humano. El componente Workflow System valida la peticion
recibida y en el caso de ser correcta comienza el proceso.

El planificador de tareas seleccionara el primer trabajo a realizar dentro del flujo de trabajo. A partir de
dicho trabajo generara una cadena de caracteres en formato XML que cumpla el estandar de entrada
definido con el método seleccionado y los pardmetros de entrada necesarios. Enviard la peticion al
componente correspondiente y se mantendra a la espera de la respuesta.

Cuando reciba el mensaje con la respuesta descarga el fichero que la contiene. Analizara la respuesta
empleado el formato de salida definido para obtener los valores de la respuesta. Si no aparece ningun
bloque fault indicando un error durante el procesamiento selecciona el siguiente trabajo planificado.
Realiza estas etapas iterativamente hasta el ultimo trabajo del flujo.

En la Ultima etapa del flujo de trabajo, en lugar de emplear el correo electrénico propio introduce como
parametro el correo del cliente para que sea este el que reciba el mensaje con la solucidn final a su
peticion.
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En el caso concreto del procesamiento del ADN mitocondrial humano el orden de las etapas es el siguiente:

Peticién del cliente al componente Workflow System

Descarga de las secuencias de ADN mitocondrial humano
Procesamiento utilizando el método de haplogrupos
Procesamiento utilizando el método de genes

Evaluacién de modelos evolutivos y generacion de bootstraps
Consenso de las soluciones parciales antes de la fase de bootstraps
Consenso de las soluciones parciales tras la fase de bootstraps

© N U W

Generacion de un unico superarbol

Las respuestas generadas por cada componente se notificaran al componente Workflow System a través de
correos electrénicos. El componente Workflow System accedera a la cuenta de correo electrdnico
empleando el protocolo IMAP [24] y de esta forma recuperara las respuestas a sus peticiones. La Figura 15
muestra la traza completa de despliegue.

Sequences Fetch

Processing Sequences

REST
]

REST oA [~ REST
®@ @

Workflow
________ EST—>  system
A IMAP

Sequences
Evaluation

Supertree
Building

Figura 15. Traza de despliegue para un flujo completo de analisis filogenético de ADN mitocondrial

7.2. Verificacion y validacion del sistema

Para la validacion y verificacién del sistema se ha empleando la herramienta JUnit 4 que ha permitido
generar una bateria de pruebas unitarias totalmente automaticas. Dichas pruebas se han realizado para
validar el comportamiento del sistema ante fallos derivados de la entrada, la ejecucién completa de un flujo
de trabajo, el correcto funcionamiento del sistema de almacenamiento externo, etc.

Este tipo de pruebas son de gran utilidad para validar que la integracién de nuevos componentes o los
cambios en el cddigo no han implicado modificaciones en el comportamiento del sistema. En caso de
modificarse permite detectar el error en funcion de los test fallidos.

Ademds se han realizado pruebas del sistema en maquinas locales para verificar su correcto
funcionamiento antes de desplegar el sistema en la nube proporcionada por Amazon. En ella también se
han realizado pruebas para comprobar si permitia, entre otras coas, enviar correos electrénicos sin habilitar
los puertos correspondientes en las reglas de seguridad.
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Para llevar a cabo la evaluacion del sistema se ha creado una bateria de pruebas para la realizacion de
flujos de trabajo completos con distintas métricas. Debido a las limitaciones computacionales de las
instancias micro proporcionadas de forma gratuita por la plataforma Amazon EC2, en lugar de emplear
secuencias de ADN mitocondrial se han empleado secuencias sintéticas o conjuntos de secuencias
reducidas de las primeras.

Los objetivos principales eran validar el comportamiento del sistema y evaluar el sobrecoste que supone
ofrecer como servicio las funcionalidades de cada componente individual del sistema PhyloFlow [2] asi
como el sobrecoste total de un flujo de trabajo completo.

7.3. Resultados de la evaluacion

La evaluacion del sistema se encuentra detallada en la seccién Anexo IV. Despliegue y evaluacidn (pag. 71).
Los resultados de la evaluacién muestran que el sobrecoste que supone ofrecer cada componente como un
servicio en el cdmputo global de un flujo de trabajo es infimo tanto para secuencias de ADN mitocondrial
como secuencias sintéticas. La Tabla 3 muestra el sobrecoste medio para cada uno de los componentes y el
total en funcién del tipo de secuencia.

Overhead medio en porcentaje
Sequence Fetch Sequences Sequences Processing | Sequences Evaluation
hmtDNA 94% 0% 0%
synthetic 70% 1% 2%

Tabla 3. Sobrecoste medio en funcion del tipo de secuencia

El componente Supertree Building no ha sido evaluado debido a que su implementacién final no esta
finalizada. A pesar de que el sobrecoste sea elevado en el componente Fetch Sequences debido a que
representa un parte infima del total del tiempo a penas afecta al sobrecoste total. Como el procesamiento
de las secuencias sintéticas es menos costoso computacionalmente el sobrecoste es superior respecto a las
secuencias de ADN mitocondrial, pero aun asi es despreciable.

A continuacién la Figura 16 y la Figura 17 muestran dos graficas comparativas de la evolucidon del
sobrecoste en funcidn del nimero de conjuntos de secuencias a procesar. Estas graficas permiten observar
ademas la diferencia que existe en cada operacidn entre el tiempo total y el tiempo de ejecucion del
sistema PhyloFlow [2] y las operaciones que implican un mayor coste temporal dentro del flujo de trabajo.

100%
92%
99%
100%
90%
@ Phylo Time @ Phylo Time
799
@ Total Time @ Total Time
44% 96%
't 1 4% b
> > & ) > N & Q )
& ,b(’,‘"b 6‘%{\ © & & 'bg,@ &7‘,\ <O &
N o ,b\\"b & & S ,2}0’2’ &
Y & Y Y e &
Figura 16. Grafica con los tiempos totales para 2 sets Figura 17. Grafica con los tiempos totales para 16 sets

29



Cuando se aumenta el numero de conjuntos de secuencias el porcentaje que supone el sobrecoste en el
tiempo total se reduce. Esto se debe a que el coste temporal del procesamiento de secuencias tiene mayor
complejidad, y por tanto, un coeficiente de crecimiento netamente superior.

El componente Sequences Processing realiza el procesamiento biolégico con los métodos dactal y mafft. En
este tipo de flujo de trabajo la fase de mayor coste temporal, por tanto, es la de procesamiento bioldgico.
También se puede observar como la fase de recuperacién o descarga de secuencias tiene el mayor
sobrecoste de todos. Esto se debe a que para las secuencias de ADN sintético no se realiza ninguna
descarga Unicamente se recupera una base de datos disponible en el sistema de ficheros del sistema.

7.4. Sistema de toma de decisiones

A partir de la informacién recogida en los fichero de log en concreto los asociados a los servicios
relacionados con el sistema PhyloFlow [2] se ha decidié crear perfiles de ejecucidén que permitan mejorar el
aprovisionamiento de recursos. La informacién recogida de estos ficheros corresponde a tiempos de
ejecucién, consumo de memoria, método de procesamiento, nimero de reintentos y numero total de sets
y tipo de secuencias procesados.

Asi se ha plantea un método de mejora sencillo basado en el entrenamiento de un arbol de decisidon sobre
un conjunto de entrenamientos basado en tablas por cada uno de los componentes que constituyen el flujo
de trabajo del sistema PhyloFlow [2]. Por ultimo, se ha escogido que tipo de instancia se adaptaria mejor
para cada prueba realizada considerando los costes econdmicos y temporales que implicaria su eleccidn de
forma aproximada.

Este sistema ha permitido realizar una evaluacidn inicial del rendimiento del sistema estableciendo
estrategias sobre el tipo de plataforma computacional en la cual desplegar cada componente del sistema.
La implementacién y conclusiones del sistema de toma de decisiones se encuentra detallada en la seccién
Anexo IV. Despliegue y evaluacion (pag. 73).
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8. Gestion del proyecto y conclusiones

Este capitulo contiene toda la informacién relacionada con la gestidn del proyecto y los procesos de
seguimiento y control del mismo. Por ultimo se exponen las conclusiones técnicas y personales del trabajo
realizado.

8.1. Gestion del proyecto

La metodologia utilizada para llevar a cabo una correcta gestion del proyecto ha sido la un modelo de ciclo
de desarrollo en cascada mejorado. Dicha metodologia establece una organizacién en fases del proyecto y
sus correspondientes hitos facilitando su seguimiento, identificacién de carencias y retroalimentacién del
desarrollo.

Las fases principales del proyecto corresponden a la fase de captura de requisitos y analisis del sistema,
disefo de la solucién, implementacién y despliegue. Al final de cada una de las fases se ha realizado una
verificacidn de la misma proporcionando retroalimentacidn tanto para la fase actual como las fases previas.

Se ha seguido un flujo de trabajo basado en las fases principales que se consideran en Ingenieria del
Software haciendo especial hincapié en aquellas relacionadas con la Ingenieria de Requisitos. Esto ha
proporcionado como resultado un analisis profundo de las dependencias, caracteristicas, necesidades y
limitaciones de la solucién. La Figura 18 muestra graficamente el modelo de desarrollo en cascada
mejorado.

Figura 18. Modelo en cascada mejorado con retroalimentacion en cada una de las fases

8.1.1. Gestion de configuraciones

Para facilitar la comunicacion con los directores del proyecto se ha empleado una carpeta compartida en la
plataforma Dropbox. Esta carpeta se ha empleado para almacenar la documentacion generada a lo largo de
cada una de las fases del proyecto.

Se ha empleado un repositorio privado Subversion para almacenar y realizar el control de versiones del
codigo generado. Este repositorio ha sido de gran utilidad debido a que me ha permitido trabajar desde
distintos dispositivos con una gestién totalmente automatizada del cédigo.
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8.1.2. Diagrama de Gantt

La Figura 19 muestra el diagrama de Gantt con la planificacion realizada del proyecto.
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Figura 19. Diagrama de Gantt con la planificacion final del proyecto

Observando el diagrama se puede concluir que se ha seguido de forma estricta el modelo de desarrollo en
cascada. También se puede observar como al final de cada fase se ha realizado una reunién de seguimiento

que ha generado una retroalimentacion del proceso y las fases.
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8.1.3. Coste total del proyecto

Se ha llevado una contabilizacion de los esfuerzos dedicados a cada actividad del proyecto empleando una
hoja de célculo, cada punto de esfuerzo anotado sobre ella equivale a media hora de esfuerzo real. El coste
total del proyecto seccionado por actividades se muestra en la Tabla 4 y la Figura 20.

Actividades Esfuerzo total | Porcentaje relativo
Formacion 54,5 h. 15%
Anidlisis 43,5 h. 12%
Disefio 47 h. 13%
Implementacién 88 h. 24%
Despliegue y validacion 47,5 h. 13%
Documentacion 54 h. 15%
Gestidn de proyecto 30 h. 8%

364,5 h. 100%

Tabla 4. Esfuerzos totales y porcentaje relativo por actividad

Actividades

8% H Formacion
W Andlisis
m Disefio
| Implementacion

W Despliegue y validacion
= Memoria
. Gestion del proyecto

Figura 20. Grafica con la divisién de los esfuerzos en actividades

Observando la gréafica cabe destacar que se ha realizado un gran esfuerzo en las fases principales de la
Ingenieria del Software desde la fase temprana de andlisis hasta la validacién y evaluacidn del sistema. La
actividad que mas esfuerzo a requerido ha sido la de implementacion del sistema



8.2. Conclusiones

Se ha desarrollado el proyecto siguiendo las fases principales de la Ingenieria del Software con el objetivo
de conseguir un buen analisis y disefio de la solucién. La realizacién de este trabajo ha supuesto afrontar,
en lo personal, el trabajo de mayor envergadura hasta la fecha abordando todas las fases de desarrollo de
Software. Ha sido necesario aplicar técnicas aprendidas a lo largo de la especialidad de Ingenieria del
Software tanto para la gestion del proyecto como para el desarrollo del proyecto.

Las fases de analisis y disefio han requerido un gran esfuerzo debido a la importancia que tenia realizar un
sistema flexible y escalable que se pudiera ejecutar sobre distintas tipos de instancias. Para ello la
utilizacion de ficheros de propiedades configurables ha sido indispensable facilitando la reproducibilidad
del sistema sin la necesidad de modificar el cédigo fuente.

La fase de validacién y evaluacion del sistema ha permitido comprobar el correcto funcionamiento del
sistema en una plataforma de computacion en la nube. Por tanto, esta solucién se podria aplicar sobre una
plataforma similar con el objetivo de reducir los costes temporales y econdmicos empleando las instancias
gue mejor se adapten a cada componente.

Se han cumplido los objetivos planteados inicialmente y se ha introducido un sencillo sistema para la ayuda
a la toma de decisiones basado en arboles de decisiones. La utilizaciéon de estos arboles permitiria a un
componente intermedio lanzar el tipo de instancia indicada para realizar el procesamiento seleccionado.

El dominio de la aplicacidon ha sido novedoso, pero en general ha sido gratificante, debido a que en la
actualidad se esta realizando un gran esfuerzo en esta materia. Ademas la ayuda proporcionada por el
investigador Jorge Alvarez en las fases iniciales del trabajo me permitié comprender la forma de operar con
el sistema PhyloFlow [2].

La introduccidon de un sistema de ayuda a la toma de decisiones ha permitido hacer una evaluacién inicial
del rendimiento del sistema que, una vez en explotacién permitiria generar estrategias sofisticadas de
planificacién y asignacién dindmica de recursos que incluso tuviera en cuenta cuestiones de coste
econdémico.

Personalmente deseaba que el trabajo de fin de grado que realizase me permitiria aprender y conocer
nuevas tecnologias Web, en concreto, aquellas relacionadas con los servicios Web. La realizacion de este
trabajo no sélo me ha permitido formarme en el disefio e implementacién de servicio Web, sino que me ha
brindado la oportunidad de emplear una plataforma de computacion en la nube.

Por ultimo, la ayuda que me han proporcionado tanto Javier como Gregorio para desarrollar el proyecto ha
sido importantisima. Hemos realizado periédicamente reuniones de seguimiento del trabajo que me han
permitido obtener una retroalimentacién constante por su parte.
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Anexo I. Analisis

1. Formatos de entrada

Formato FASTA

Una secuencia bajo el formato FASTA comienza con una descripcidén en una Unica linea (linea de cabecera),
seguida por lineas de datos de secuencia. La linea de descripcidn se distingue de los datos de secuencia por
un simbolo '>' en la primera columna. A continuacién, le siguen el identificador de la secuencia, y el resto
de la linea es la descripcidon (ambos son opcionales). Cada una de las lineas de la secuencia esta compuesta
por 60 caracteres. La secuencia termina si aparece otra linea comenzando con el simbolo '>'; esto indica el
comienzo de otra secuencia. Un ejemplo simple de una secuencia sintética (SB.fasta) en el formato FASTA
es el siguiente:

>SB
GACTCCCGCGCGGTGGGCCACGCGGAGCCCGGTCATATACCCTATAACCGGCCGTTGCAC
GTTAGCCATACATTCCCTTCTAATGAATCTACGAGCTCGGCATTAGGATCAATAGGTGAG
CTAAGCCAGAATAGACTCTAATAGACTTTTCGTGTGCTCTATCCTGCTAGCTTGTTTATG
TCCCCATGTGGACAGCATGTAGCTGGGATTGCATATTTTCCGCGGTTATCCGACCAGCAG
CTGTGAACACGGCGAGAGCATCTGAAACATTCTGTAGAGTCAGGTTTAATTAGTCTTTAC
CTATAAGGTCATTATCTTATGTCGTCTATGACCGTTGGAACCTATCACTTATTCTAGCAG
AAACAGATTTCGAGTAATTTGCGTTTATGTGGTCAGGAATGAGAGTGTTGATTGAGCCGC
GGCTTTCGGGCAACAATTGATACGCTTGAAGGATAGATCCCTAAATACTTGAGTACGTGG
GAGAAAAAACTCCTAGGCGAAATTGTGGAAAGTAATTACATGTTAGTCCATAAGTACCAA
AGGGAATTGGGCCTGTCCAACACTCGTTAGGCAACACGTCGTATCCGCCGAACACTATTC
TAATGCCTGTGCCGCCATAGCTAAACTTCACACGACGGAACCTGACCAGATCAAGACGGC
TCGAAATGGAAAAATAGGTGACGTATACCGTGGTAGCCACAAGCCCATAGCCGGCCTGGG
TGACTCTCTCTCAGTTCGCGACCTTCGGCTCATTGGTGTAAGACCTAATTGGGCTATTTT
ATTCCAATGTTGCAAGCTAATAAGTAAGCGTGAGTCATTAGTTAATTTCGAACCTACGGT
CGTGGCGCAATTGAAACCAAGTACCTCATATTTATAAGTAGGCCGCTGAGGTCAAGCGTC
TAAACCTTAAATCCGCCGGGTACAATCACCGAGGGGTGTCCATGTGCCTGTACCACGCAG
TATCACTGCGCCGCCGAACGGAAAAGATGCGCCTCCGCGCCCCTAACCTCATTCGTCGGA
GGCGATCCGTTA

Formato NEWICK

En matematicas, el formato de arboles Newick, la notacidn Newick o formato de drbol New Hampshire es
una manera de representar arboles de grafos tedricos con longitudes de las ramas empleando comas vy
paréntesis. Fue adoptado por James Archie, William H. E. Day, Joseph Felsenstein, Wayne Maddison,
Christopher Meacham, F. James Rohlf, y David Swofford en dos reunién en 1986, la segunda de ellas tuvo
lugar en el restaurante Newick en Dover, New Hampshire, US. El formato adoptado es una generalizacion
del formato desarrollado por Meacham en 1984 para el primer programa de dibujo de un arbol en
Felsentein PHYLIP package. La representacion es la siguiente:

Tree --> Subtree ";" | Branch ";"

Subtree --> Leaf | Internal

Leaf --> Name

Internal --> "(" BranchSet ")" Name
BranchSet --> Branch | BranchSet "," Branch
Branch --> Subtree Length

Name --> empty | string

Length --> empty | ":" number

37



2. Casos de uso

Casos de uso: usuario administrado
La Figura 21 muestra los casos de uso de nivel 1 para los usuarios del sistema.

Fetch Sequences *

Download DB e,

Sequences Processing * Workflow System
, <<include=> hmtDNA Workfiow
<<include>> <<include>>
Sequences Evaluation * !
Evaluation =] <include=>> Scheduler

=<include>>
=<=include=>

Bidlogo b
Consensus =
MailBox Service

<<include=>
Supertree Building
Supertree Eccinclude>>

Configuration
<<include=> <<include>> <<include>>

a
Store Service

Figura 21. Diagrama de casos de uso de nivel 1 para los actores principales del sistema

Administrador

Motification Service Bussines Logic Servioe

* Por simplificar el diagrama se han omitido el resto de casos de uso de los subsistemas Fetch Sequences, Sequences Processing y
Sequecences Evaluation. Estos y sus relaciones son idénticos a las mostradas en el sistema que denominado Supertree Building.

El actor principal, administrador, puede interactuar con el caso de uso Configuration que se encuentra en
los cuatro subsistemas que se corresponden a los componentes del sistema PhyloFlow [2]. Este caso de uso
permite al administrador configurar la maquina en la que reside el subsistema para poder desplegar y
lanzarlo correctamente.
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3. Descripcion de los casos de uso

DownloadDB
Pre: --
Post: Se descarga la ultima versidn de la base de datos de Gen Bank y se almacena en un sistema de
almacenamiento externo posibilitando su acceso al usuario.
Descripcion: El caso de uso comienza cuando el usuario desea obtener la Ultima versién de la base de
datos de Gen Bank que contiene rodas las secuencias de ADN mitocondrial. El usuario envia la
peticidn al servicio y una vez finalizada la descarga sera notificado. En el caso de que la peticién sea
sintacticamente incorrecta el sistema le notificard inmediatamente. En caso contrario, procederd a
llevar a cabo la descarga de las secuencias de ADN mitocondrial humano de la base de datos de Gen
Bank. El sistema se encarga de solicitar al sistema PhyloFlow [2] que realice la descarga, recuperar los
resultados, almacenarlos en el sistema externo y notificar al usuario la ubicacién del archivo que
contiene todas las secuencias de ADN mitocondrial humano albergadas en Gen Bank.

Flujo de eventos
Camino basico del caso de uso “DownloadDB”
Usuario Sistema
1. Envia la peticién de descarga del ADN
mitocondrial

2. Include Business Logic Service

3. Include Store Service

4. Include Notification Service

Camino alternativo

Evento 1. El usuario ha introducido algtin error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.

Evento 2. Se produce un error interno del sistema PhyloFlow que impide realizar la
descargar. El sistema notifica al usuario el error producido de forma asincrona.
Evento 3. Se produce un error al almacenar el resultado en el sistema de

almacenamiento externo. El sistema responde de forma sincrona informando del
error al usuario.
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Map-reduce
Pre: El fichero de secuencias de ADN mitocondrial humano de entrada es valido.
Post: Se realiza el procedimiento biomédico solicitado sobre las secuencias de entrada de ADN
mitocondrial y se almacena en un sistema de almacenamiento externo accesible al usuario.
Descripcion: El caso de uso comienza cuando el usuario desea realizar un procesamiento bioldgico
sobre las secuencias de ADN mitocondrial que posee. El usuario envia la peticidn al servicio y una vez
finalizado el procesamiento biomédico sera notificado. En el caso de que la peticion sea
sintacticamente incorrecta el sistema le notificara inmediatamente. En caso contrario, el sistema se
encarga de solicitar al sistema PhyloFlow [2] que realice el procesamiento solicitado sobre el fichero
de secuencias de entrada, recuperar los resultados, almacenarlos en el sistema externo y notificar al
usuario la ubicacién del archivo que contiene los resultados obtenidos.

Flujo de eventos
Camino basico del caso de uso “Supertree”

Usuario Sistema
1. Envia la peticién de descarga del ADN
mitocondrial incluye la URI que da acceso
al fichero de datos de secuencia

2. Include Store Service

3. Include Business Logic Service

4. Include Store Service

5. Include Notification Service

Camino alternativo

Evento 1. El usuario ha introducido algun error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.

Evento 2. Se produce un error al descargar el fichero de entrada. El sistema
responde de forma asincrona informado del error al usuario.

Evento 3. Se produce un error interno del sistema PhyloFlow que impide realizar el
procedimiento biomédico solicitado. El sistema notifica al usuario el error producido
de forma asincrona.

Evento 4. Se produce un error al almacenar el resultado en el sistema de

almacenamiento externo. El sistema responde de forma asincrona informando del
error al usuario.
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Evaluation
Pre: El fichero de secuencias de ADN mitocondrial humano de entrada es valido.
Post: Se realiza la evaluacidn en base a modelos biolégicos solicitados sobre las secuencias de
entrada de ADN mitocondrial, creando de forma opcional fichero similares para realizar un analisis
estadistico de la solucién parcial. Finalmente, se almacenan los resultados en un sistema de
almacenamiento externo accesible al usuario.
Descripcion: El caso de uso comienza cuando el usuario desea realizar una evaluacion mediante
modelos bioldgicos sobre las secuencias de ADN mitocondrial que posee. El usuario envia la peticién
al servicio y una vez finalizado el procesamiento biomédico sera notificado. En el caso de que la
peticidn sea sintacticamente incorrecta el sistema le notificard inmediatamente. En caso contrario, el
sistema se encarga de solicitar al sistema PhyloFlow [2] que realice la evaluacién empleando los
modelos biolégicos disponibles sobre el fichero de secuencias de entrada. Opcionalmente, si el
usuario los solicita, el sistema PhyloFlow [2] generara ficheros similares y evaluara el mejor modelo
sobre ellos. Por ultimo, el sistema se encargara recupera los resultados, almacenarlos en el sistema
externo y notificar al usuario la ubicacién del archivo que contiene los resultados obtenidos.

Flujo de eventos
Camino basico del caso de uso “Supertree”

Usuario Sistema
1. Envia la peticién de descarga del ADN
mitocondrial incluye la URI que da acceso
al fichero de datos de secuencia

2. Include Store Service

3. Include Business Logic Service

4. Include Store Service

5. Include Notification Service

Camino alternativo

Evento 1. El usuario ha introducido algun error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.

Evento 2. Se produce un error al descargar el fichero de entrada. El sistema
responde de forma asincrona informado del error al usuario.

Evento 3. Se produce un error interno del sistema PhyloFlow que impide realizar el
procedimiento de evaluacidon con modelos bioldgicos. El sistema notifica al usuario
el error producido de forma asincrona.

Evento 4. Se produce un error al almacenar el resultado en el sistema de

almacenamiento externo. El sistema responde de forma asincrona informando del
error al usuario.
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Consensus
Pre: El fichero de secuencias de ADN mitocondrial humano de entrada es valido o de arboles
filogenéticos.
Post: Se realiza un procedimiento de consenso sobre las secuencias de entrada de ADN mitocondrial.
Finalmente, se almacenan los resultados en un sistema de almacenamiento externo accesible al
usuario.
Descripcion: El caso de uso comienza cuando el usuario desea realizar una fase de consenso sobre las
secuencias de ADN mitocondrial que posee o sobre los arboles filogenéticos si ha realizado
previamente una generacién de bootstraps. El usuario envia la peticion al servicio y una vez
finalizado el consenso de los ficheros de secuencias o arboles filogenéticos sera notificado. En el caso
de que la peticion sea sintacticamente incorrecta el sistema le notificard inmediatamente. En caso
contrario, el sistema se encarga de solicitar al sistema PhyloFlow [2] que realice el procedimiento de
consenso sobre el fichero de secuencias de entrada. Por ultimo, el sistema se encargard recupera los
resultados, almacenarlos en el sistema externo y notificar al usuario la ubicacién del archivo que
contiene los resultados obtenidos.

Flujo de eventos
Camino basico del caso de uso “Supertree”

Usuario Sistema
1. Envia la peticién de descarga del ADN
mitocondrial incluye la URI que da acceso
al fichero de datos de secuencia

2. Include Store Service

3. Include Business Logic Service

4. Include Store Service

5. Include Notification Service

Camino alternativo

Evento 1. El usuario ha introducido algun error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.

Evento 2. Se produce un error al descargar el fichero de entrada. El sistema
responde de forma asincrona informado del error al usuario.

Evento 3. Se produce un error interno del sistema PhyloFlow que impide realizar el
procedimiento de consenso. El sistema notifica al usuario el error producido de
forma asincrona.

Evento 4. Se produce un error al almacenar el resultado en el sistema de

almacenamiento externo. El sistema responde de forma asincrona informando del
error al usuario.
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Supertree
Pre: El fichero de secuencias arboles filogenéticos de entrada es valido.
Post: Se realiza la construccién del superarbol a partir de los arboles filogenéticos generados
previamente. Finalmente, se almacenan los resultados en un sistema de almacenamiento externo
accesible al usuario.
Descripcion: El caso de uso comienza cuando el usuario desea realizar la construccién de un Unico
arbol filogenético (superarbol) a partir de los ficheros de arboles filogenéticos que posee. El usuario
envia la peticiéon al servicio y una vez finalizado el consenso de los ficheros de secuencias sera
notificado. En el caso de que la peticion sea sintacticamente incorrecta el sistema le notificara
inmediatamente. En caso contrario, el sistema se encarga de solicitar al sistema PhyloFlow que
realice la construccidn del superarbol empleando el método y perfil seleccionados por el usuario. Por
ultimo, el sistema se encargara recupera los resultados, almacenarlos en el sistema externo vy
notificar al usuario la ubicacién del archivo que contiene los resultados obtenidos.

Flujo de eventos
Camino basico del caso de uso “Supertree”

Usuario Sistema
1. Envia la peticién de descarga del ADN
mitocondrial incluye la URI que da acceso
al fichero de datos de secuencia

2. Include Store Service

3. Include Business Logic Service

4. Include Store Service

5. Include Notification Service

Camino alternativo

Evento 1. El usuario ha introducido algun error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.

Evento 2. Se produce un error al descargar el fichero de entrada. El sistema
responde de forma asincrona informado del error al usuario.

Evento 3. Se produce un error interno del sistema PhyloFlow que impide realizar el
procedimiento de construccidn del superarbol. El sistema notifica al usuario el error
producido de forma asincrona.

Evento 4. Se produce un error al almacenar el resultado en el sistema de

almacenamiento externo. El sistema responde de forma asincrona informando del
error al usuario.
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Business Logic Service

Pre: -

Post: Se captura la salida estandar y la salida de error generada por el sistema PhyloFlow [2]. Si el
proceso ha finalizado con éxito el sistema recupera los resultados generados por el sistema
PhyloFlow [2].

Descripcion: El caso de uso comienza cuando el sistema desea obtener los resultados proporcionaos
por una de las funcionalidades ofrecidas por el sistema PhyloFlow [2]. El sistema crea un proceso que
invoca por linea de comando al sistema PhyloFlow [2], introduciendo por la entrada estandar los
pardmetros seleccionados. Se genera uno o mas procesos que realizan la funcionalidad solicitada.
Por ultimo, el sistema recoge los resultados si el procesamiento ha tenido éxito. En caso contrario,
captura el error que se ha producido a través de la salida del sistema PhyloFlow [2].

Flujo de eventos
Camino basico del caso de uso “Business Logic Service”
Sistema Sistema PhyloFlow
1. Genera un proceso, el cual mediante
linea de comandos invoca al sistema
PhyloFlow

2. Realiza el procesamiento solicitado

3. Captura la salida de error

4. Recupera los resultados
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Store Service
Pre: -
Post: Se realiza la descarga de un recurso identificado por una URI o se procede al almacenamiento
de un recurso en el sistema de almacenamiento externo.
Descripcion: El caso de uso comienza cuando el sistema desea realizar la descarga de un recurso en
base a una URI que posee. El sistema envia la peticion al servicio y sus credenciales de acceso. Si las
credenciales son vdlidas y posee permisos para realizar las accidn solicitada, lectura o escritura, el
sistema de almacenamiento externo realizara la accion solicitada. Por ultimo, el sistema recuperard
los archivos descargados o la URI que identifica al recurso almacenado.

Flujo de eventos
Camino basico del caso de uso “Store Service”

Sistema Sistema externo de almacenamiento
1. Solicita la descarga de un archivo
identificado por una URI

2. Comprueba las credenciales y las reglas
de seguridad.

3. El sistema comprueba la URIL Si es
correcta, descarga el archivo

4. Recupera el archivo descargado

Camino alternativo

Evento 2. Las credencias de acceso son invalidas o no posee permisos de lectura. El
sistema de almacenamiento generara un error y el sistema lo captura.

Evento 3. Se produce un error interno del sistema de almacenamiento externo
debido a un error interno o una URI incorrecta. El sistema capturar el error.

Camino basico Il del caso de uso “Store Service”

Sistema Sistema externo de almacenamiento
1. Solicita el almacenamiento de un
archivo

2. Comprueba las credenciales y las reglas
de seguridad. Almacena el archivo

3. Almacena el archivo y devuelve una
URI con su ubicacidn

4. El sistema recupera la URI

Camino alternativo

Evento 2. Las credencias de acceso son invalidas o no posee permisos de escritura.
El sistema de almacenamiento generara un error y el sistema lo captura.

Evento 3. Se produce un error interno del sistema de almacenamiento externo
debido a un error interno o una URI incorrecta. El sistema captura el error.
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Notification Service
Pre: El sistema posee las credenciales validas para acceder al sistema remoto.
Post: Se notifica al usuario final los resultados obtenidos a causa de la peticion que realizd
previamente.
Descripcidn: El caso de uso comienza cuando el sistema desea notificar al usuario final los resultados
gue ha obtenido a causa de la peticion que realizd previamente el usuario. El sistema envia las
credenciales de acceso al sistema remoto de notificacidn. Si las credenciales son vélidas, el sistema
tendrd acceso y podra notificar los resultados al cliente. En caso contrario, se generara un error.

Flujo de eventos
Camino bdsico del caso de uso “Notification Service”

Sistema Sistema externo de notificacion
1. Solicita la notificacion de los resultados
al cliente.

2. Comprueba las credenciales y las reglas
de seguridad.
3. Notifica los resultados al cliente.

Camino alternativo
Evento 2. Las credencias de acceso son invalidas. El sistema de notificacion generara
un error y el sistema lo captura.
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Configuration
Pre: -
Post: Se realiza la configuracién del sistema para desplegarlo y lanzarlo de forma correcta sobre la
maquina en la que reside.

Descripcion: El caso de uso comienza cuando el usuario desea configurar la maquina en la que se
encuentra el sistema para poder utilizarlo. Para ello modifica los ficheros de configuracion del
subsistema estableciendo las variables de entorno, rutas y credenciales de acceso de cada servicio
qgue compone el sistema. Por Ultimo, se realiza el despliegue del sistema. Si el sistema estd bier
configurado su puesta en marcha sera correcta.

Flujo de eventos

Camino bdsico del caso de uso “hmtDNA Workflow”
Usuario Sistema
1. Modifica los ficheros de configuracién
del sistema

2. Despliega el sistema sobre un servidor
de aplicaciones

4. El sistema se actualiza y se lanza

Camino alternativo
Evento 4. El usuario ha configurado incorrectamente el sistema, por tanto, se
genera algun tipo de error durante la puesta en marcha del mismo.
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hmtDNA Workflow
Pre: -

Post: Se realiza un flujo de trabajo completo para la inferencia filogenética de un arbol evolutivo
sobre un conjunto de secuencias de ADN mitocondrial humano.

Descripcion: El caso de uso comienza cuando el usuario desea realiza un analisis del filogenético
sobre un arbol evolutivo sobre un conjunto de secuencias de ADN mitocondrial humano. El usuario
envia la peticién al servicio y una vez finalizado el flujo de trabajo completo para la inferencia de un
arbol filogenético serd notificado. En el caso de que la peticién sea sintacticamente incorrecta el
sistema le notificara inmediatamente. En caso contrario, el sistema se encarga de integrar cada uno
de los servicios que se corresponden con cada componente del flujo de trabajo para llevarlo a cabo.
Flujo de eventos

Camino basico del caso de uso “hmtDNA Workflow”
Usuario Sistema
1. Envia la peticidon de realizaciéon de un
flujo de trabajo completo para secuencias
de ADN mitocondrial.

2. Include Scheduler

Camino alternativo
Evento 1. El usuario ha introducido algtin error en la peticion. El sistema responde
de forma sincrona informando del error al usuario.
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Scheduler
Pre: -
Post: Se realiza un flujo de trabajo completo para la inferencia filogenética de un arbol evolutivo
sobre un conjunto de secuencias de ADN mitocondrial humano integrando cada uno de los
componentes del sistema PhyloFlow [2].
Descripcion: El caso de uso comienza cuando el sistema solicita la realizacidn de un flujo completo de
ADN mitocondrial humano. Para ello solicita de forma secuencial y ordenada cada uno de los
componentes que forman el flujo de trabajo la realizacién de uno o varios trabajos concretos.
Emplea los resultados parciales de cada componente como la entrada de datos del siguiente
componente.

Flujo de eventos
Camino basico del caso de uso “Scheduler”

Sistema Componente Fetch Sequences
1. Envia la peticién de descarga de la
base de datos de ADN mitocondrial
humano de GenBank

2. Include DownloadDB

3. Espera hasta obtener los resultados
solicitados.

Camino alternativo

Evento 1. Se ha producido un error durante la realizacién de la peticion y el mensaje
recibido asi lo indica.

Flujo de eventos
Camino basico del caso de uso “Scheduler”

Sistema Componente Sequences Processing
1. Envia la peticion de realizar el
procesamiento  bioldgico sobre las
secuencias de entrada.

2. Include Map-reduce

3. Espera hasta obtener los resultados
solicitados.

Camino alternativo

Evento 1. Se ha producido un error durante la realizacion de la peticion y el mensaje
recibido asi lo indica.

Flujo de eventos
Camino basico del caso de uso “Scheduler”

Sistema Componente Sequences Evalutaion
1. Envia la peticion para la evaluacion de
modelos evolutivos sobre las secuencias
de entrada.

2. Include Evaluation

3. Espera hasta obtener los resultados
solicitados.

Camino alternativo

Evento 1. Se ha producido un error durante la realizacion de la peticion y el mensaje
recibido asi lo indica.
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Flujo de eventos

Camino basico del caso de uso “Scheduler’

Sistema

Componente Sequences Evalutaion

1. Envia la peticidn para la generacidon de
un Unico arbol filogenético consensuado
a partir de las soluciones parciales de
entrada.

2. Include Consensus

3. Espera hasta obtener los resultados
solicitados.

Camino alternativo

Evento 1. Se ha producido un error durante la realizacion de la peticion y el mensaje

recibido asi lo indica.

Flujo de eventos

Camino basico del caso de uso “Scheduler”

Sistema

Componente Supertree Building

1. Envia la peticidén para la generacién de
un Unico superarbol a partir de los
resultados  parciales de  entrada
obtenidos previamente

2. Include Supertree

3. Espera hasta obtener los resultados
solicitados.

Camino alternativo

Evento 1. Se ha producido un error durante la realizacién de la peticion y el mensaje

recibido asi lo indica.
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MailBox Service
Pre: -

Post: Se recupera el mensaje solicitado por la entrada.

Descripcion: El caso de uso comienza cuando el sistema Scheduler recuperar un mensaje que se
corresponde con la notificacion de unos de los servicios integrados. Este mensaje contiene la
respuesta a su peticién. El sistema Scheduler solicita la recuperaciéon del mensaje, el sistema
comprueba las credenciales de acceso. Si las credenciales son vdlidas y el mensaje se encuentra en la
bandeja de entrada el sistema entregara el mensaje solicitado. En caso contrario, el sistema seguira
consultado la bandeja de entrada cada cierto tiempo hasta obtener el mensaje solicitado.

Flujo de eventos

Camino basico del caso de uso “MailBox Service”
Sistema Scheduler Sistema
1. Solicita la recuperacién de un mensaje
o notificacion.

2. Comprueba las credenciales de acceso.

3. Cada cierto tiempo recupera los
mensajes y notificaciones sin leer. Si
coincide con el mensaje lo pedido.

4. Recupera el mensaje solicitado

Camino alternativo

Evento 2. Las credencias de acceso son invdlidas. El sistema de almacenamiento
generara un error y el sistema lo captura.

Evento 3. El mensaje solicitado no se ha recibido atin. Se mantiene en este estado
hasta que el mensaje solicitado se encuentre en la bandeja de entrada.

Evento 3. Se produce un error interno del sistema de lectura de notificaciones. El
sistema captura el error.
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Anexo II. Diseno de la solucién

1. API REST de cada componente que constituye el flujo de trabajo

Componente: Fetch Sequences
Identidad: Fetch Sequences, ofrece una operacién relacionada con la recuperacion de las distintas bases de
datos de secuencias disponibles..

DownloadDB

Descripcion: se encarga de recuperar la base de datos para el tipo de secuencia seleccionado. Si el tipo de
secuencia es “hmtDNA” descargara la Ultima versidon de la base de datos de GenBank con todas las
secuencias de ADN mitocondrial disponibles.

Peticion:

Método URL

POST /phyloflow/fetchsequences/download

Parametros Estilo Tipo Descripcidn

input plain api:Input Datos de entrada

downloadDB plain api:Operation Operacidn a realizar

data_type plain xsd:string Tipo de secuencia de datos

email plain xsd:string Correo electrénico para notificar en
caso de abusos

notification plain api:Notification Notificacién

email(choice) plain xsd:string Correo electrénico para notificar los
resultados

other(choice) plain xsd:string Otro tipo de notificacién

Respuesta:

Estado Respuesta

200 “Ok your process ID is [PID]”

400 “Syntax Error: [error]”

500 “Internal Error, try again later”
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Componente: Processing Sequences

Identidad: Processing Sequences, ofrece una operacion relacionada con el procesamiento bioldgico de
secuencias empleando técnicas de map-reduce para reducir los costes temporales en base a procesar
conjunto de datos mads pequefios

Map-reduce
Descripcion: se encarga de realizar el procesamiento biolégico de las secuencias de entrada en base al
método seleccionado.

Peticion:

Método URL

POST /phyloflow /sequencesprocessing/map-reduce

Parametros Estilo Tipo Descripcion

input plain api:Input Datos de entrada

map-reduce plain api:Operation Operacidn a realizar

data_type plain xsd:string Tipo de secuencia de datos

method plain xsd:string Método que se desea emplear para el
procesamiento de las secuencias

num_retries plain xsd:integer Numero total de reintentos

do_reduce plain xsd:boolean Flag de reduccidén de los resultados

ref_seq plain xsd:string Referencia de la secuencia, si el

(optional) método de procesamiento la requiere

data plain api:Data Datos de entrada

URI plain xsd:string Identificador de los recursos

id_file plain xsd:string Identificador de los ficheros si es

(optional) necesario

directory plain xsd:string Identificador de los directorios si

(optional) es necesario

notification plain api:Notification Notificacidn

email(choice) plain xsd:string Correo electrénico para notificar los
resultados

other(choice) plain xsd:string Otro tipo de notificacién
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Respuesta:

Estado Respuesta

200 “Ok your process ID is [PID]”
400 “Syntax Error: [error]”

500 “Internal Error, try again later”
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Componente: Evaluation Sequences

Identidad: Evaluation Sequences, ofrece operaciones para la evaluacién de modelos y la generacion de
arboles filogenéticos consensuados en base a soluciones parciales. Opcionalmente se puede realizar un
analisis estadistico realizando una fase de bootstrapping.

Evaluation

Descripcion: se encarga de evaluar los ficheros para el tipo de secuencia de entrada y de seleccionar el
mejor modelo de entre todos los evaluados. Ademas, si se desea, se encarga de generar bootstraps a partir
de los ficheros para el tipo de secuencia de entrada y de evaluar los bootstraps generados con el mejor
modelo obtenido previamente.

Peticion:

Método URL

POST /phyloflow /sequencesevaluation/evaluation

Parametros Estilo Tipo Descripcion

input plain api:Input Datos de entrada

evaluate plain api:Operation Operacidn a realizar

data_type plain xsd:string Tipo de secuencia de datos

method plain xsd:string Método que se desea emplear para la
evaluacion de la secuencias

num_retries plain xsd:integer Numero total de reintentos

models plain xsd:string Modelos para realizar la evaluacidn

(optional)

num_bootstraps plain xsd:integer Numero total de ficheros bootstraps a

(optional) generar

bs_method plain xsd:string Método de bootstrapping

(optional)

cons_method plain xsd:string Método de consenso de resultados

(optional) parciales

data plain api:Data Datos de entrada

URI plain xsd:string Identificador de los recursos

id_file plain xsd:string Identificador de los ficheros si es

(optional) necesario

directory plain xsd:string Identificador de los directorios si

(optional) es necesario
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notification plain api:Notification Notificaciodn

email(choice) plain xsd:string Correo electrénico para notificar 1los
resultados

other(choice) plain xsd:string Otro tipo de notificacién

Respuesta:

Estado Respuesta

200 “Ok your process ID is [PID]”

400 “Syntax Error: [error]”

500 “Internal Error, try again later”
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Consensus
Descripcion: se encarga de generar un Unico arbol filogenético consensuado a partir del mejor modelo

evolutivo.

Peticion:

Método URL

POST /phyloflow /sequencesevaluation/consense

Parametros Estilo Tipo Descripcion

input plain api:Input Datos de entrada

consensus plain api:Operation Operacidn a realizar

method plain xsd:string Método de consensos de soluciones parciales

after_bootstraps | plain xsd:boolean Flag que indica si la etapa de
consenso es posterior a la etapa de
bootstrapping

num_retries plain xsd:integer Numero total de reintentos

data plain api:Data Datos de entrada

URI plain xsd:string Identificador de los recursos

id_file plain xsd:string Identificador de los ficheros si es

(optional) necesario

directory plain xsd:string Identificador de los directorios si

(optional) es necesario

notification plain api:Notification Notificacidn

email(choice) plain xsd:string Correo electrénico para notificar los
resultados

other(choice) plain xsd:string Otro tipo de notificacién

Respuesta:

Estado Respuesta

200 “Ok your process ID is [PID]”

400 “Syntax Error: [error]”

500 “Internal Error, try again later”
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Componente: Supertree Building
Identidad: Supertree Building, ofrece una operacién para la generacién de un superarbol a partir de
resultados parciales.

Supertree
Descripcion: se encarga de generar el proceso de construccion del superarbol para los tipos de datos de
entrada en base al método seleccionado.

Peticion:

Método URL

POST / phyloflow /supertreebuilding/supertree

Parametros Estilo Tipo Descripcidn

input plain api:Input Datos de entrada

supertree plain api:Operation Operacidn a realizar

data_type plain xsd:string Tipo de secuencia de datos

method plain xsd:string Método de construccidén de un
superarbol

num_retries plain xsd:integer Numero total de reintentos

profile (optional] plain xsd:string Perfil del superarbol a generar

data plain api:Data Datos de entrada

URI plain xsd:string Identificador de los recursos

id_file plain xsd:string Identificador de los ficheros si es

(optional) necesario

directory plain xsd:string Identificador de los directorios si

(optional) es necesario

notification plain api:Notification Notificacidn

email(choice) plain xsd:string Correo electrdénico para notificar los
resultados

other(choice) plain xsd:string Otro tipo de notificacidn
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Respuesta:

Estado Respuesta

200 “Ok your process ID is [PID]”
400 “Syntax Error: [error]”

500 “Internal Error, try again later”
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2. Interfaz de cada servicio que forma parte de la capa middleware

BussinesLogicService
Este elemento ofrece todas las operaciones de la logica de negocio. Por tanto encapsula todas la
problematica relacionadas con la generacion de procesos y recuperacién de las salidas. Los servicios que
ofrece son los siguientes:

Operacion: downloadDB (data_type, email)

Descripcion: se encarga de descargar o copiar los ficheros de secuencia para el tipo de datos y de dividirlos
en sets de secuencias que se almacenan en “data/sets” en formato tar.gz.

Parametros:
Parametro Tipo Representacion
data_type String | Tipo de secuencia
email String | Email de contacto

Operacion: map_reduce (data_type, method, num_retries, do_reduce, ref_seq)

Descripcidn: se encarga de realizar el método procesamiento seleccionado para el tipo de datos de entrada
sobre los ficheros de secuencia almacenados en formato tar.gz en “data/mapred”, almacenando en la
misma carpeta los ficheros de secuencia en formato tar.gz. Si el flag do_reduce esta activo genera un Unico
fichero que contiene todos los resultados unidos.

Parametros:
Parametro Tipo Representacion
data_type String Tipo de secuencia
method String Nombre del método que se desea emplear para el
procesamiento de las secuencias
num_retries int Numero total de reintentos
do_reduce boolean Flag de reduccidn
ref_seq String Referencia de secuencia

Operacion: evaluate (data_type, eval_method, num_bootsraps, bs_method, cons_method, num_retries)

Descripcidn: se encarga de evaluar los ficheros almacenados en el directorio “data/phylo” en formato
tar.gz, para el tipo de secuencia de entrada y de seleccionar el mejor modelo de entre todos los evaluados.
Ademas si el numero de bootstraps de entrada es mayor de 0, se encarga de generar el nimero total de
bootstraps solicitados a partir de los ficheros para el tipo de secuencia de entrada y de evaluar los
bootstraps generados con el mejor modelo obtenido.

Parametros:
Parametro Tipo Representacion
data_type String Tipo de secuencia
eval_method String Método de evaluacién
models String Modelos para realizar la evaluacién
num_retries int Nimero total de reintentos
num_ bootsraps int Numero total de ficheros a generar
bs_method String Método de bootstrapping
cons_method String Método de consenso
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Operacion: consensus (method, after_bootstraps, num_retries)

Descripcion: Se encarga de generar un arbol filogenético en base al método de consenso seleccionado. Si el
flag after_bootstraps esta activo genera el arbol de consenso teniendo en cuenta el resultado de la
evaluacion de los bootstraps.

Parametros:
Parametro Tipo Representacion
method String | Método de consenso

Flag que indica si la etapa de consenso es
posterior a la etapa de bootstrapping
num_retires int Numero total de reintentos

after_bootstraps | boolean

Operacion: supertree (data_type, method, num_retries)

Descripcidn: se encarga de generar el proceso de construccién del superarbol para los tipos de datos de
entrada en base al método seleccionado.

Parametros:
Parametro Tipo Representacion
data_type String | Tipo de secuencia
method String | Método de construccién del superarbol
profile String | Perfil del superarbol
num_retries int Numero de reintentos
StorageService

Este elemento ofrece operaciones relacionas con el almacenamiento, recuperacidn y eliminacion de
ficheros en un sistema de almacenamiento externo.

Operacion: URI - storeFile (fichero)

Descripcion: se encarga de almacenar en un sistema de almacenamiento externo el fichero solicitado.
Devuelve la URI donde se encuentra el recurso.

Parametros:
Parametro Tipo Representacion
fichero File Fichero a almacenar

Operacion: File - downloadFile(URI)

Descripcion: se encarga de descargar el recurso que se encuentra en la URI de entrada. Devuelve el fichero
que corresponde al recurso descargado.

Parametros:
Parametro Tipo Representacion
URI URI Identificador Unico de un recurso a descargar

Operacion: removeFile (URI)

Descripcion: se encarga de eliminar el recurso pasado como pardmetro de entrada.
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Parametros:

Parametro Tipo Representacion
URI URI Identificador unico de un recurso a eliminar
CompressionService

Este elemento ofrece operaciones relacionas con la compresién y descompresion de ficheros.
Operacion: File — compress (fichero)

Descripcion: se encarga de comprimir el fichero pasado por la entrada en un directorio temporal. Devuelve
el fichero descomprimido en el directorio temporal.

Parametros:
Parametro Tipo Representacion
fichero File Fichero a descomprimir

Operacion: decompress (fichero)

Descripcion: se encarga de descomprimir el fichero pasado en un directorio temporal. Devuelve el fichero
descomprimido.

Parametros:

Parametro Tipo Representacion

fichero File Fichero a descomprimir
NotificationService

Este elemento ofrece operaciones relacionas con el envié de notificaciones relacionadas con el final de un
procesamiento.

Operaciodn: notificate (cliente, fichero)

Descripcion: se encarga de notificar al cliente solicitado el fichero pasado por la entrada.

Parametros:
Parametro Tipo Representacion
subject String | Asunto de la notificacidn
client String | Cliente a notificar
fichero File Fichero que contiene los resultados generado
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3. API REST componente que representa el flujo de trabajo
Identidad: Workflow System, ofrece operaciones para la realizacién de un flujo de trabajo completo para el

procesamiento y andlisis filogenético de distintos tipos de secuencias.

Synthetic Workflow
Descripcion: se encarga de gestionar el flujo de trabajo completo para el procesamiento y andlisis

filogenético de secuencias sintéticas integrando los componentes necesarios.

Peticion:

Método URL

POST /phyloflow/workflow/synthetic

Parametros Estilo Tipo Descripcion

email plain xsd:string Correo electrénico para notificar 1los
resultados

Respuesta:

Estado Respuesta

200 “The workflow process has begun without problems. You will receive a

message in your mailbox in a few hours”
400 “Syntax Error: invalid email”
500 “Internal Error, try again later”

hmtDNA Workflow
Descripcion: se encarga de gestionar el flujo de trabajo completo para el procesamiento y andlisis

filogenético de secuencias de ADN mitocondrial humano integrando los componentes necesarios.

Peticidn:

Método URL

POST /phyloflow/workflow/hmtDNA

Parametros Estilo Tipo Descripcion

email plain xsd:string Correo electrénico para notificar los

resultados
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Respuesta:

Estado Respuesta

200 “The workflow process has begun without problems. You will receive a
message in your mailbox in a few hours”

400 “Syntax Error: invalid email”

500 “Internal Error, try again later”
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4. Comunicacion: estandares de intercambio

Estandar de entrada: descripcion

El formato de intercambio de datos para la entrada estd divido en 3 secciones. La primera seccion es
obligatoria y describe la operacidn a realizar y los pardmetros de entrada necesarios para cada operacion
asi como el tipo de los mismos. Los parametros de entrada se pueden introducir en cualquier orden. El
sistema de inferencia filogenética ofrece las siguientes operaciones:

= downloadDB: estd operacién descarga los datos deseados para el tipo de secuencia de entrada,
cuyos parametros son:
o data_type: tipo de secuencia de datos
o email: correo electrénico para informar al usuario en caso de abuso de descargas.
= map-reduce: esta operacion realiza el procesamiento deseado mediante el método seleccionado al
tipo de secuencia de entrada, cuyos pardmetros son:
o data_type: tipo de secuencia de datos
o method: tipo de procesamiento
o num_retries: nimero total de reintentos
o do_reduce: reduce los ficheros de salida a uno Unico
o ref_seq: referencia a la secuencia (opcional)
= evaluate: estd operacion realiza la evaluacion de modelos para el tipo de secuencia de entrada y de
manera opcional realiza tanto la generacidon como la evaluacion de bootstraps. Sus parametros son:
o data_type: tipo de secuencia de datos
method: tipo de procesamiento
num_retries: niUmero total de reintentos
models: modelos a emplear en la evaluacién (opcional)
num_bootstraps: nimero total de bootstraps a generar (opcional)
bs_method: método de creacién de bootstraps (opcional)
cons_method: método de consenso (opcional)

O O O O O O

= consensus: esta operacion realiza el consenso de los datos generados en la fase de evaluacion de
modelos:
o method: método de consensos
o after_bootstraps: booleano que indica si se ha de realizar antes o después de la creacién
de bootstraps, es decir, los tiene o no en cuenta para la realizacién del consenso
o num_retries: nimero total de reintentos
= supertree: estd operacién genera el superarbol para los datos de entrada:
o data_type: tipo de secuencia de datos
o method: método de creacion
o num_retries: nimero total de reintentos
o profile: perfil del superarbol (opcional)

La segunda seccién describe los datos de entrada, los cuales se emplearan para realizar los procesamientos
solicitados. Esta seccion es obligatoria para todas las operaciones salvo para la operacién downloadDB, ya
que es la Unica operacidn que no procesa datos de entrada.

= uri: es una cadena de caracteres que representa el identificador Unico que permite el acceso al
recurso que contiene o se corresponde a los datos de entrada

= jd_file: es una cadena de caracteres que representa una expresidon regular para seleccionar
Unicamente aquellos datos que cumplen dicha expresién

= directory: es una cadena de caracteres que representa el nombre de la carpeta donde se ubican los
datos a procesar
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La ultima seccion esta relacionada con el proceso de notificacidén. En la actualidad se puede notificar al
usuario mediante un correo electrénico que contendra la respuesta a su peticion.

= email: correo electrdnico al cual notificar el resultado del servicio

= other: otro tipo de mecanismo (sin uso actualmente)

Estandar de entrada: xsd

<?xml version="1.0" encoding="UTF-8" ?>
<xs:schema xmlns:xs="http://www.w3.0rg/2001/XMLSchema">
<xs:element name="input">
<xs:complexType>
<xs:sequence>
<!-- Operation -->
<xs:choice>
<xs:element name="downloadDB">
<xs:complexType>
<xs:all>
<xs:element name="data_type" type="xs:string"/>
<xs:element name="email" type="xs:string"/>
</xs:all>
</xs:complexType>
</xs:element>
<xs:element name="map-reduce">
<xs:complexType>
<xs:all>
<xs:element name="data_type" type="xs:string"/>
<xs:element name="method" type="xs:string"/>
<xs:element name="num retries" type="xs:integer"/>
<xs:element name="do_reduce" type="xs:boolean"/>
<xs:element minOccurs="0" maxOccurs="1" name="ref_ seq" type="xs:string"/>
</xs:all>
</xs:complexType>
</xs:element>
<xs:element name="evaluate">
<xs:complexType>
<xs:all>
<xs:element name="data type" type="xs:string"/>
<xs:element name="method" type="xs:string"/>
<xs:element name="num retries" type="xs:integer"/>
<xs:element minOccurs="0" maxOccurs="1" name="models" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="num bootstraps"
type="xs:integer"/>
<xs:element minOccurs="0" maxOccurs="1" name="bs_method" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="cons_method" type="xs:string"/>
</xs:all>
</xs:complexType>
</xs:element>
<xs:element name="consensus'">
<xs:complexType>
<xs:all>
<xs:element name="method" type="xs:string"/>
<xs:element name="after bootstraps" type="xs:boolean"/>
<xs:element name="num_retries" type="xs:integer"/>
</xs:all>
</xs:complexType>
</xs:element>
<xs:element name="supertree'">
<xs:complexType>
<xs:all>
<xs:element name="data_ type" type="xs:string"/>
<xs:element name="method" type="xs:string"/>
<xs:element name="num_ retries" type="xs:integer"/>
<xs:element minOccurs="0" maxOccurs="1" name="profile" type="xs:string"/>
</xs:all>
</xs:complexType>
</xs:element>
</xs:choice>
<!-- Input Data -->
<xs:element name="data" minOccurs="0" maxOccurs="1">
<xs:complexType>
<xs:sequence>
<xs:element name="URI" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="id file" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="directory" type="xs:string"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<!-- Notification -->
<xs:element name="notification">
<xs:complexType>
<xs:choice>
<xs:element name="email" type="xs:string"/>
<xs:element name="other" type="xs:string"/>
</xs:choice>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType> </xs:element> </xs:schema>
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Estandar de salida: descripcion

La primera seccion describe el resultado del servicio solicitado. El campo status indica si la peticidn se
realizo con éxito. La seccion data describe los datos de salida producidos por el servicio. Si el campo no
aparece indica que se ha producido un error y la seccion fault describira dicho error.

= uri: es una cadena de caracteres que representa el identificador Unico que permite el acceso al
recurso que contiene/corresponde a los datos de entrada

= jd_file: es una cadena de caracteres que representa una expresidon regular para seleccionar
Unicamente aquellos datos que cumplen dicha expresién

= directory: es una cadena de caracteres que representa el nombre de la carpeta donde se ubican los
datos a procesar

La segunda seccidn, si existe, indica que se ha producido un error durante la realizacién del servicio y da
informacién del error que se ha producido. Emplea un formato similar a la entidad fault que describe los
errores en servicios Web usada por el protocolo SOAP.

= faultcode: es un entero que indica el codigo de error producido
= faultstring: es una cadena de caracteres que representa el error producido
= faultdetail: es una cadena de caracteres que detalla el error que se ha producido

Estandar de salida: xsd

<?xml version="1.0" encoding="UTF-8" 2>
<xs:schema xmlns:xs="http://www.w3.0rg/2001/XMLSchema">
<xs:element name="output">
<xs:complexType>
<xs:sequence>
<!-- Output Result -->
<xs:element name="result">
<xs:complexType>
<xs:sequence>
<xs:element name="status"/>
<!-- Output Data -->
<xs:element name="data" minOccurs="0" maxOccurs="1">
<xs:complexType>
<xs:sequence>
<xs:element name="URI" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="id file" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="directory" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="data_type" type="xs:string"/>
<xs:element minOccurs="0" maxOccurs="1" name="method" type="xs:string"/>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<!-- Fault-->
<xs:element minOccurs="0" maxOccurs="1" name="fault">
<xs:complexType>
<xs:sequence>
<xs:element name="faultcode"/>
<xs:element name="faultstring"/>
<xs:element name="faultdetail"/>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:schema>
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Anexo III. Implementacion

1. Mapa de errores

Se ha creado tres categorias principales de errores que corresponden con los errores internos del servicio,
errores relacionados con el almacenamiento y errores relacionados con el formato de entrada y salida de
datos.

InterfaceException: corresponde con las excepciones generadas tanto en la creacion de ficheros que
cumplan los estandares de intercambio, como en su analisis y validacion (Céd. 100). Esta excepcion abarca
las siguientes posibles excepciones:

= |OException (Céd. 101)

= ParserConfigurationException (Cod. 102)

= TransformeException (Céd. 103)

= SAXEception (Cod. 104)

= URISyntaxExcpetion: excepcion causada debido a que la cadena de caracteres que representa la
URI no es vaélida. (Cod. 105)

El codigo de error para este tipo de categoria es el cddigo 100 en adelante.

StoreException: corresponde con las excepciones relacionadas con el sistema de almacenamiento externo
empleado, las cuales se pueden producir debido a que el servicio no se encuentre disponible, que la URI del
recurso no sea valida, etc. (Cod. 200) Esta excepcidn abarca las siguientes posibles excepciones:

= |OException (Céd. 201)

=  AmazonServiceException: corresponde con excepciones relacionadas con el servicio de Amazon
producidos por la creacidn de buckets cuyo nombre ya existente, descarga de recursos cuya URI no
se corresponde con una URI vélida de Amazon, etc. (Céd. 202)

= AmazonClientException: corresponde con excepciones relacionadas con el cliente del servicio
externo como autenticacion de credenciales, etc. (Cod. 203)

= URISyntaxExcpetion: excepcion causada debido a que la cadena de caracteres que representa la
URI no es valida. (Cdod. 204)

El cddigo de error para este tipo de categoria es el cddigo 200 en adelante.

InnerException: corresponde con las excepciones internas de la l6gica de negocio del servicio, las cuales se
pueden producir debido a parametros de entrada errdneos, errores internos de los scripts en Python,
numero total de reintentos agotados, etc. (Cod. 300) Esta excepcidon abarca las siguientes posibles
excepciones:

= |OException (Céd. 310)
= PhyloFlowException: corresponde con las excepciones relacionadas directamente con el sistema
de inferencia filogenética existente (Céd. 320). Esta excepcidn abarca:

o |OException (Céd. 321)
o InterruptedExeception: excepcién producida por una interrupcién sobre el proceso
generado para ejecutar el script correspondiente. (Cod. 322)
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o Salida de error: el servicio captura la salida de error el proceso generado para ejecutar el
script correspondiente y en caso de producirse uno, genera una excepcion de tipo
PhyloFlowException con la informacion de la salida de error. (Céd. 323)

El cédigo de error para este tipo de categoria es el cédigo 300 en adelante.

70



Anexo IV. Despliegue y evaluacion

1. Evaluacion del sistema

Una vez desplegado el sistema sobre una instancia micro de Amazon EC2 se han realizado distintas pruebas
para validar el sistema y evaluar la carga de trabajo que puede soportar dicha instancia. Las instancias
micro de Amazon EC2 cuentan con una Unica CPU, por tanto, paralelizar en diferentes procesos los trabajos
a realizar no supone ningun beneficio. Ademas cuenta con tan sélo 0.613 GB de memoria.

Para dos o menos conjuntos de secuencias de ADN mitocondrial humano el sistema sobre la instancia micro
ha sido capaz de obtener los resultados Sin embargo, tres conjuntos de secuencias supone un coste
computacional excesivo para este tipo de instancias.

A continuacidn en la Tabla 5 se muestran en los resultados de las pruebas realizadas para secuencias de
ADN mitocondrial.

Tiempo total
Sets Fetch Sequences Sequences Processing | Sequences Evaluation Total
2 =7 s. =38 min. =41 min. =80 min.
2 =7 s. =120 min. =51 min. =172 min.
3 =7 s. ERROR

Tabla 5. Tiempos totales de las pruebas para ADN mitocondrial sobre una instancia micro de Amazon EC2

Como se puede comprobar los tiempos varian significativamente a pesar de emplear el mismo nimero de
secuencias. En este caso, se debe al consumo de memoria que en la segunda prueba fue mayor y el coste
temporal aumento significativamente en la segunda fase del procesamiento. En las Figura 22 y Figura 23 se
distribuye el tiempo total en fases y se muestra la diferencia entre el tiempo de ejecuciéon consumido por
Phyloflow [2] y el tiempo total.
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Figura 22. Grafica de tiempos para dos conjuntos de ADN mitocondrial
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Figura 23. Grafica de tiempos para dos conjuntos de ADN mitocondrial

Practicamente no se puede diferenciar la sobrecarga de ofrecer el sistema como un servicio. También se
puede comprobar que la fase de haplogrupos ha sido la causante de la gran diferencia que hay entre las
dos pruebas realizadas. La sobrecarga en el primer caso supone un 1% y en el segundo caso
aproximadamente el 0% del tiempo total.

Por tanto, se han empleado conjuntos de secuencias sintéticas cuyo coste computacional de procesamiento
es netamente inferior. Para conjuntos reducidos de secuencias la sobrecarga de ofrecer el sistema como un
servicio supone aproximadamente el 10% del tiempo total de ejecucidon. Conforme se aumenta el conjunto
de secuencias el tiempo crece por encima de la complejidad lineal, reduciendo el porcentaje de sobrecarga.

A continuacion se muestran en los resultados de las pruebas realizadas para secuencias de ADN
mitocondrial.

Tiempo total
Sets Reif\tgntos Fetch Sequent:‘es Sequentj‘es Total
maximos Sequences Processing Evaluation

2 3 =3, =1min. =0,5 min. =1,5 min.
2 3 =4 s, =3 min. =3 min. =6 min.
2 3 =3 s, =1,5 min. =1 min. =2,5 min.
4 4 =3 s, =9,5 min. =5,5 min. =15 min.
4 5 =12s. =18,5 min. =8,5 min. =27 min.
8 7 =4 s, =4 min. =2 min. =6 min.
16* 10 =4 s, =48 min. =25 min. =73 min
26* 30 =6 s. =91 min. =42,5 min. =134 min
4 3 =3 s, ERROR

8 6 =4 s, ERROR

Tabla 6. Tiempos totales de las pruebas para secuencia sintéticas sobre una instancia micro de Amazon EC2

Estas pruebas han permitido detectar un defecto en el sistema PhyloFlow [2] con respecto a una fase en la
que realiza un backup de los resultados. Para la realizacién de las pruebas se ha aumentado el nimero total
de reintentos para que finalice el procesamiento a pesar de dicho defecto.
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Las pruebas que tienen un asterisco indican que la fase que realiza el backup se ha omitido para evitar que
se produzca la excepcién. Viendo los resultados destaca la diferencia existente entre las pruebas de 8 y 4
conjuntos de secuencia. La diferencia se debe sustancialmente al tiempo que lleva la mdaquina en
funcionamiento. En el primer caso, la maquina esta recién lanzada, mientras que en el segundo caso lleva
cierto tiempo en funcionamiento y tras varias peticiones parte de la memoria esta siendo desempleada por
el garbage collector de Java [7].

El tiempo de sobrecarga es determinante en este contexto debido a que nunca se pondra realizar una
ejecuciéon completa por debajo de este tiempo. Es una métrica a tener en cuenta a la hora de seleccionar
tanto el tipo de instancias como el nimero total de hilos de ejecucidn. En el dominio de la aplicacién el
tiempo de sobrecarga no es constante debido a que depende del tamafio de los conjuntos de secuencia.
Conforme el tamafio de los conjuntos de secuencia aumente también lo hard la sobrecarga a causa de que
los tiempos de subida y bajada al sistema de almacenamiento remoto estan ligados al tamafio de los
ficheros.

2. Implementacion de un sistema de toma de decisiones

Para la implementacion del sistema de toma de decisiones mediante aprendizaje sobre ficheros de log se
han empleado los ficheros de log generados en la fase de evaluacidn y validacion del sistema. A partir de la
informacidon recogida en concreto la referente a tipo de secuencia, nimero total de conjuntos de
secuencias, método de procesamiento, nimero total de reintentos, consumo de memoria y tiempo total de
ejecucién se ha decidido crear perfiles de ejecucidn que permiten establecer sobre qué tipo de instancia se
deberia utilizar.

De esta manera, se ha planteado un modelo de mejora sencillo basado en el entrenamiento de un arbol de
decision sobre un conjunto de entrenamiento basado en tablas. Se ha creado un conjunto de
entrenamiento por cada uno de los componentes que constituyen el flujo de trabajo del sistema PhyloFlow
[2]. Por ultimo, se ha escogido que tipo de instancia se adaptaria mejor para cada prueba realizada
considerando los costes econémicos y temporales que implicaria su eleccién de forma aproximada. La Tabla
7 muestra un conjunto reducido de perfiles de entrenamiento a modo ejemplo para el componente
Sequences Processing del formato de las tablas empleadas.

Secuencia | Sets | Método | Reintentos | T.Activa | Memoria | T. Ejecucion _
sintéticos 4 | dactal 5 1,5 529288 492908 | tl.micro
sintéticos 4 | mafft 4 4 | 483693 384555 | tl.micro
sintéticos 8 | dactal 5 0| 491996 MAX INT | tl.micro
sintéticos 8 | dactal 7 0| 492780 107018 | tl.micro
sintéticos 8 | mafft 7 0 509484 133428 | tl.micro
sintéticos 26 | dactal 30 9,5 527192 2484217 | ml.small
sintéticos 26 | mafft 30 10,5 532196 2983629 | ml.small

Tabla 7. Conjunto de entrenamiento de ejemplo basado en tablas

En el caso de producirse un error se ha decidié establecer el tiempo de ejecucion como el maximo posible
para no desvirtuar el resultado. Una vez completada las tres tablas para cada uno de los componentes se ha
utilizado la herramienta KNIME [25] para generar el sistema de toma de decisiones basado en el
entrenamiento de un arbol de decision.
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En la herramienta KNIME [25] se crea un flujo de trabajo como el de la Figura 24 para cada conjunto de
entrenamiento. Los ficheros de entrada contienen el conjunto de entrenamiento a partir del cual se crea un
arbol de decisidon. Se han empleado las secuencias sintéticas para generar estos arboles y las secuencias de
ADN mitocondrial para establecer arboles predictivos, por ultimo, se genera una imagen con el arbol de
decision.
- Decision
File Reader Decision Tree
To Image
" g .
" 4w

Conj. Entren.Sintéticos.
Fetch Sequences

Ty T
=

Arbol de decisién

File Reader
—
Predictivo

Conj. Entren. Mitocondrial.
Fetch Sequences

Figura 24. Flujo de trabajo para crear un arbol de decisién

A continuacién, la Figura 25 muestra los resultados de los modelos derivados del entrenamiento y las

pruebas realizadas con ellos para el componente Fetch Sequences.

tl.micro (10/10) [root]: dass 'tl.micro (w=3)
= Table: GI:I
Category % N

tl.micre 100,0 10
Total 100,0 10

Figura 25. Arbol de decisién para el componente Fetch Sequences

En este caso debido a que sélo se realizaban copias de la bases de datos disponibles para todos los perfiles
de entrenamiento descritos la decisidn establecia emplear instancias de tipo micro.

La Figura 26 y la Figura 27 muestran los resultados de los modelos derivados del entrenamiento y las
pruebas realizadas con ellos para los componentes Sequences Processing y Sequences Evaluation
respectivamente. En el primer caso la variable de mayor peso es el nimero de reintentos debido al defecto
comentado anteriormente producido en la fase de backup que obliga a aumentar el nimero de reintentos
a la par que se aumenta el conjunto de secuencias.
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tl.micro (18/20) @I:I[rmt]: dass 't1.micro (w=-=)
=~ Table: :
Category % n ----- GI:I [Reintentos <= 22,5]: dass 'tl.micro (w=4)
tl.micro 90,0 18
mlsmall 100 2 | I:I[Reintenh:us = 22,5]: dass 'm1.small (w=0)
Total 100,0 20
L I J
Reintentos
ol
[ |
<= .|E'2',5 > 225
tl.micro (18/18) ml.small (2/2)
=~ Table: ~ Table:
Category % om Category % n
tl.micro  100,0 18 tl.micro 00 0
ml.small 0o 0 ml.small 100,0 2
Total 90,0 18 Total 10,0 2
Figura 26. Arbol de decisién para el componente Sequences Processig
tl.micro (14/16) @I:I [root]: dass 't1.micro {w=8)
= Table: E
Category % _n - @I:I [T. Ejecucion {milis) <= 924.479]: dass "t1.micro (w=4)
tl.micro 87,5 14 :
ml.small 12,5 2 _ _ N .
Total w000 16| @I:I [T. Ejecucion {milis) = 924.473]: dass 'ml.small (w=2)
I
T. Ejecucion (milis)
2
[ l
<=924.479 >924.479
tl.micro (14/14) ml.small (2/2)
~ Table: ~ Table:
Category % n Category % n
tl.micro 100,0 14 tl.micro 0,0 0
ml.small 0,0 0 ml.small 1000 2
Total 87,5 14 Total 125 2

Figura 27. Arbol de decisién para el componente Sequences Evaluation
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Anexo V. Manual de usuario

En esta seccidn se detallan los procedimientos que deben realizar un usuario para utilizar correctamente el
sistema.

1. Identificacion del servicio

Todos los servicios Web ofrecidos son de tipo REST, por tanto, el usuario debe emplear una herramienta
que le permita realizar peticiones REST al servicio que desee, por ejemplo, la herramienta REST Advanced
Client para el navegador Google Chrome que ofrece una interfaz grafica para realizar las peticiones de
forma sencilla. Otra alternativa seria implementar un sistema propio utilizando cualquier lenguaje de
programacidn que soporte peticiones REST.

El primer paso que debe realizar el usuario es identificar el servicio que desea consumir. Una vez
identificado debe consultar la API de dicho servicio para conocer el protocolo de comunicacion establecido.
Esta informa de la ubicacién exacta del servicio, el método HTTP y los pardmetros de entrada. Ademas se
ha de tener en cuenta el estdndar de comunicacién establecido.

2. Servicios individuales

Por ejemplo, para realizar una peticién al servicio Fetch Sequences una vez consultada la AP/ se conoce que
la URL del servicio que es la direccidn relativa /phyloflow/fetchsequences/download, el método HTTP es
POST y los parametros de entrada para dicha operacion son el tipo de secuencia y el correo electrénico. Por
tanto, la peticién a enviar en el payload del mensaje tendra la siguiente estructura:

<input>
<downloadDB>
<data_type>hmtDNA</data_type>
<email>usuario@email.com</email>
</downloadDB>
<notification>
<email>usuario@email.com</email>
</notification>
</input>

A continuacién la Figura 28 se muestra un ejemplo empleando la herramienta REST Advanced Client
comentada anteriormente. En esta peticion se solicita obtener la base de datos de secuencias sintéticas. La
Figura 28 muestra el procedimiento a realizar.

Advanced Rest Last used: Friday, 2014 June 13 17:18:21 UTC+2
Client
http:4/54.76.126.180/phyloflowifetchsequences/dovnioad

Request GET ®POST PUT PATCH ' DELETE HEAD OPTIONS Other

Socket Rawr Form Headers
Projects

Saved

History

Settings

About Raw Form Files (0) Payload

<inpuc><downloadDB><data type>1000Mic</data_type><smail>alvaro.rscusnco@hotmail.com</email></downloadDE><notification

Rate this

= <email>alvaro.recuenco@hotmail,com</email></notification></input>
application ¥

Donate

Zpplicztionoan ~ | set "Content-Type” header to ovenurite this value.

Status 200 OK Loading time: 626 ms

Request User-Agent: Mozilla/5.0 (Windows NT 6.1, WOWE4) AppleWebKit/537.38 (KHTWIL, like Gecko) Chrome/35.0.1916.153 Safari/537.36
headers Origin: ch xt
ContentType: application’ml
Accept *”
Accept-Encoding: gzip, deflate sach
Accept-Language: es-ES,es:0=0.8,en;q=0.6

Figura 28. Peticion POST al servicio Fetch Sequences con la herramienta REST Advanced Client
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Si el servicio responde con un estado 200 significa que la peticidn ha tenido éxito. Si la peticion fuera
sintacticamente incorrecta el servicio responderd con el estado 400 que equivale a peticidn incorrecta. En
cambio si se produjese un error interno durante el andlisis de la peticidn el servicio respondera con un
estado 500 que equivale a error interno del servidor.

Si la peticién ha tenido éxito el servidor comenzara a realizar el procesamiento solicitad, cuando finalice el
servicio notificara al correo electrénico los resultados obtenidos. La Figura 29 muestra el mensaje enviado
al correo electrdénico con el adjunto que contiene los resultados.

phyloflowservice@gmail.com [I) 21:55
Para: alvaro.recuenco@hotmail.com ¥

0 1 dato adjunto (0.4 kB)

=

Descargar como zip

Dear user,
This message contains an XML file at your reguest. Please, don't reply this message.

Sincerely,

PhyloflowService

Figura 29. Mensaje de respuesta del servicio Fetch Sequences

El fichero adjunto con la respuesta contiene la URI que da acceso a los resultados comprimidos en el
sistema de almacenamiento de Amazon S3. La URI contiene caracteres de escape, por tanto, se deben
modificar antes de introducirla en el navegador. La respuesta a la peticién anterior es la siguiente:

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<output>
<result>
<status>Status: OK</status>
<data>
<URI>https://buckete3eldb59-fae0-4145-8dad-b1492f63d502.s3-eu-west-
1.amazonaws.com/sets.zip?Expires=1403726111&amp;amp; AWSAccessKeyId=AKIAI2NWUPUT5KCSJI7EQ&amp;amp;S
ignature=Asa%2BPxyxrge@s570E2uCOkQbOkQ%3D
</URI>
</data>
</result>
</output>

Si se hubiera producido un error durante el procesamiento la respuesta tendria un bloque fault que

contendria el error producido y una breve explicaciéon del mismo. De esta forma, el usuario podria detectar
si ha introducido alguin pardmetro erréneo o si el servicio estd momentaneamente fuera de servicio.

La Unica diferencia respecto al resto de servicios es que este servicio no requiere una entrada de datos a
procesar. Las peticiones del resto de servicios como indica la AP/ de cada uno de ellos debe tener un campo
para los datos de entrada. Basta con utilizar el campo data del fichero de respuesta en la siguiente peticion,
siempre y cuando el recurso siga estando disponible.

78


https://buckete3e1db59-fae0-4145-8da4-b1492f63d502.s3-eu-west-1.amazonaws.com/sets.zip?Expires=1403726111&amp;amp;AWSAccessKeyId=AKIAI2NWUPUT5KCSJ7EQ&amp;amp;Signature=Asa%2BPxyxrge0s57oE2uCOkQbOkQ%3D
https://buckete3e1db59-fae0-4145-8da4-b1492f63d502.s3-eu-west-1.amazonaws.com/sets.zip?Expires=1403726111&amp;amp;AWSAccessKeyId=AKIAI2NWUPUT5KCSJ7EQ&amp;amp;Signature=Asa%2BPxyxrge0s57oE2uCOkQbOkQ%3D
https://buckete3e1db59-fae0-4145-8da4-b1492f63d502.s3-eu-west-1.amazonaws.com/sets.zip?Expires=1403726111&amp;amp;AWSAccessKeyId=AKIAI2NWUPUT5KCSJ7EQ&amp;amp;Signature=Asa%2BPxyxrge0s57oE2uCOkQbOkQ%3D

A continuacion, se muestra como se ha de realizar una peticidén al componente Sequences Processing para
realizar un procesamiento bioldgico sobre las secuencias sintéticas obtenidas anteriormente. En este caso
se ha seleccionado el método dactal con un nimero de reintentos igual a 3. La peticidn tiene la siguiente
estructura:

<input>
<map-reduce>
<data_type>dna</data_type>
<method>dactal</method>
<num_retries>3</num_retries>
<do_reduce>false</do_reduce>
<ref_seqg>backup</ref_seq>
</map-reduce>
<data>
<URI>https://buckete3eldb59-fae0-4145-8dad-b1492f63d502.s3-eu-west-
1.amazonaws.com/sets.zip?Expires=1403726111&amp;amp; AWSAccessKeyId=AKIAI2NWUPUT5KCSJI7EQ&amp;amp;S
ignature=Asa%2BPxyxrge0s570E2uCOkQbOkQ%3D
</URI>
</data>
<notification>
<email>usuario@email.com</email>
</notification>
</input>

Nuevamente se ha de esperar a que finalice el procesamiento por completo para obtener los resultados.
Para interactuar con el resto de componentes que constituyen el flujo de trabajo se realiza de la misma

forma. La Unica variacion se produce en el campo que corresponda a la operacidn y parametros del servicio
gue se desee consumir.

3. Servicio para un flujo de trabajo completo

Si se desea realizar un flujo de trabajo completo sin la necesidad de integrar manualmente cada una de las
fases el usuario puede consumir el servicio Web publicado por el componente Workflow System. Al igual
que para los servicio anteriores el primer paso es consultar la AP/ del servicio para conocer el protocolo de
comunicacion. Este servicio realiza un flujo de trabajo predeterminado vy, por tanto, no es necesario que el
usuario afiada ningln parametro a excepcion del correo electronico. Consecuentemente, si se desea
realizar un flujo de trabajo completo simplemente se debe enviar un pardmetro etiquetado con email que
representa el correo electrdnico del usuario. Por tanto, la peticidn seria la siguiente:

<email>usuario@email.com</email>

Exactamente igual que para los servicios anteriores si la peticion tiene éxito respondera con el estado 200,
si la peticién es sintacticamente incorrecta lo hara con estado 400 y, por ultimo si se produce un error
interno respondera con el estado 500.

El componente System Workflow se encargara de realizar las peticiones ordenadamente y capturar los
resultados parciales. El Ultimo nodo del flujo de trabajo completo serd el encargado de notificar al usuario
los resultados. El mensaje con los resultados serd exactamente igual que el mostrado en la Figura 29.
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