
Distributed Control of Flexible Chained Multiagent Formations
Miguel Aranda, Senior Member, IEEE, Ignacio Cuiral-Zueco, Member, IEEE,
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Abstract—This letter presents a novel distributed approach
for the control of flexible multiagent formations. We propose a
formulation based on affine formation control in which, instead
of considering a single nominal configuration as in standard for-
mulations, we consider multiple nominal configurations. This has
the advantage of providing higher flexibility to adapt to different
task conditions. In our approach, the agents are arranged in a
chained structure; specifically, we group them in chained sets and
propose a control law based on orthogonal projections defined
for each of these sets. The resulting strategy is distributed, as it
uses local interactions, and it can be implemented using position
measurements expressed in the agents’ local reference frames. We
support the proposed approach via formal analysis and illustrate
it with simulations.

Index Terms—Cooperative control, distributed control, au-
tonomous systems, robotics.

I. INTRODUCTION

FORMATION control is a fundamental competence for
teams of mobile agents in diverse types of missions. Nu-

merous existing formation control schemes consider a geomet-
ric reference (e.g., a nominal configuration of the multiagent
team) and design a motion strategy aimed at achieving and
maintaining that reference, allowing for specific degrees of
freedom to enhance flexibility. Translations, rigid transfor-
mations, and shape-preserving transformations are common
examples of allowed degrees of freedom. Many schemes along
these lines have been proposed, with formulations based on
inter-agent relative positions [1]–[3], distances [4], [5], or
bearings [6]. Affine formation control, which allows for more
general types of transformations, has been studied in a signifi-
cant number of recent works, such as [7]–[12]. In these studies,
the affine formations are defined with respect to a single
nominal configuration. This letter presents a novel approach
that defines affine formations with respect to multiple nominal
configurations, considered simultaneously. By using multiple
geometric references, this approach makes a team capable of
adapting its shape more flexibly to mission requirements (e.g.,
avoiding obstacles, reacting to threats, or enclosing mobile
targets) while still exhibiting the behavior of a formation.

The proposed approach is based on grouping the agents in
chained sets. We adopt this grouping because it has practical
interest and it allows us to obtain formal guarantees. The
agents in every set use motion vectors based on orthogonal
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projections to move toward partial affine formations, defined
with respect to multiple nominal configurations. Every pair of
consecutive sets along the considered chain share a number
of agents that ensures that the parameters of the achieved
partial formations are the same for both sets. As a result,
the team as a whole achieves a consistent formation. This
approach has interesting features: it is distributed, since it is
based on local agent interactions, and it accommodates the
use of measurements expressed in local reference frames. The
type of chained formations we define is particularly useful
when specific physical vicinities between the agents need to be
kept; e.g., to form a contour enclosing a region, or to transport
a deformable object.

Recent works [13]–[15] used multiagent formations de-
signed to fit environmental boundaries or to form low-
frequency closed curves. In comparison with these approaches,
our formulation is more general, as it encompasses different
types of formations, and it does not require global information
or communications-based estimators. Other related studies
proposed placing robots at discrete samples of a circle [16],
[17] or of other virtual parametric curves [18] or surfaces [19].
The method we propose provides higher flexibility in terms of
the shapes that can be achieved. The approach in [20] extends
affine formation control to so-called linear formation control,
enhancing flexibility by defining a nominal configuration in a
space of higher dimension than the one where the agents move.
Our strategy is different, as it is based on multiple nominal
configurations, and it uses neither estimators nor pre-defined
design matrices. We support and illustrate the benefits of our
approach with formal analysis and numerical simulation.

A. Notation and Preliminary Definitions

R, Rn and Rmˆn denote the set of real numbers, real n-
dimensional column vectors, and real matrices with m rows
and n columns, respectively. In denotes the n ˆ n identity
matrix, and b denotes the Kronecker product. For a given
matrix A P Rmˆn, A` P Rnˆm denotes its Moore-Penrose
inverse. The column space of A is the set of all possible vectors
v P Rm that are a linear combination of A’s columns. If A is
a square matrix (i.e., m “ n), it is positive semidefinite if it
is symmetric and q⊺Aq ě 0 @q P Rn. AA` is a symmetric
and idempotent matrix such that AA`w for w P Rm is the
orthogonal projection of w onto the column space of A [21,
ch. III]. rowipAq for i P t1, 2, . . . ,mu with row⊺

i pAq P Rn,
and colipAq P Rm for i P t1, 2, . . . , nu denote, respectively,
the i-th row and i-th column of matrix A. For a vector a P Rn,
}a} denotes its Euclidean norm. SOpDq denotes the rotation
group of D dimensions.
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II. PROBLEM STATEMENT

Consider a team of N mobile agents, each having a different
identifying index in the set N “ t1, 2, . . . , Nu. Agent index
values are always interpreted modulo N in this letter, with
values outside N being wrapped around into N . D denotes
the number (2 or 3) of spatial dimensions. Positions in D-
dimensional Euclidean space are expressed in a fixed global
Cartesian coordinate frame. The position of agent i is denoted
by pi P RD. The stack vector of the agents’ positions, defined
as p “ rp⊺1 , . . . , p

⊺
N s

⊺
P RD¨N , is called the configuration

of the team. We assume the agents have single-integrator
dynamics, i.e., 9piptq “ uiptq @i P N , where uiptq is the control
input and t P Rě0 denotes time.

A. Affine Formations for a Nominal Configuration

Our work is based on the framework of affine multiagent
formation control. We use the same concept of what an affine
formation is as in the related literature [7]–[12]. Defining a
constant nominal configuration c “ rc⊺1 , . . . , c

⊺
N s

⊺
P RD¨N

with position ci P RD corresponding to agent i, the multiagent
team is in an affine formation with respect to the nominal
configuration c if there exist A P RDˆD and r P RD such
that

pi “ Aci ` r @i P N . (1)

A and r represent, respectively, a general linear transformation
and a general translation that are applied to the positions in
the nominal configuration for all the agents. This specification
can allow for flexible configurations p which still preserve
certain geometric characteristics of the nominal configuration
c, such as collinearity and parallelism in the agents’ relative
positions, making affine formations useful in diverse tasks. We
can express (1) compactly as

p “ p rC b IDqrv, (2)

where we define

rC“

»

—

–

c⊺1 1
...

...
c⊺N 1

fi

ffi

fl

P RNˆpD`1q, rv“

»

—

—

—

–

col1pAq

...
colDpAq

r

fi

ffi

ffi

ffi

fl

P RD¨pD`1q. (3)

Note that rC contains the information of the constant nominal
configuration. On the other hand, rv is a parameter vector
containing the elements of A and r that characterizes, for the
particular team configuration p, the specific affine formation
with respect to the nominal configuration c. The concept of
affine image [7], [8] can be used to define the set of the
configurations p that satisfy (1) for a given c.

B. Affine Formations for Multiple Nominal Configurations

To further enhance flexibility, in this letter we propose using
multiple distinct nominal configurations, each of them repre-
senting a certain geometric pattern of agent positions. Suppose
we have L distinct nominal configurations, with L ě 1,
denoted cplq “ rc⊺l,1, . . . , c

⊺
l,N s

⊺
P RD¨N @l P t1, 2, . . . , Lu.

cl,i P RD denotes the position for agent i in the nominal

configuration cplq. Our control goal will be the achievement of
a sum of affine formations, in the sense of (1), with respect to
these nominal configurations. Therefore, the condition is now
that there exist Al P RDˆD and rl P RD @l P t1, 2, . . . , Lu,
such that

pi “

L
ÿ

l“1

pAlcl,i ` rlq “

L
ÿ

l“1

Alcl,i `

L
ÿ

l“1

rl @i P N . (4)

We can write an expression analogous to (2), with a parameter
vector v P RD¨pD¨L`1q, and C P RNˆpD¨L`1q, as

p “ pC b IDqv, (5)

with C “

»

—

–

c⊺1,1 ¨ ¨ ¨ c⊺L,1 1
...

. . .
...

...
c⊺1,N ¨ ¨ ¨ c⊺L,N 1

fi

ffi

fl

, v“

»

—

—

—

—

—

—

—

—

—

—

—

—

—

–

col1pA1q

...
colDpA1q

...
col1pALq

...
colDpALq
řL

l“1 rl

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (6)

Note that with L “ 1, one has the case in Section II-A. Based
on (5), we now present our definition for the formation task.

Definition 1. The multiagent team is in an affine formation
with respect to the nominal configurations cp1q, cp2q, . . . , cpLq

if there exists v P RD¨pD¨L`1q such that p “ pC b IDqv.

This letter tackles the problem of designing a control
approach for achieving multiagent formations in the sense of
Definition 1. Next, we describe our proposed solution.

III. DEFINITION OF CHAINED TEAM STRUCTURE

In various multiagent tasks, it is beneficial for the agents’
interactions to form a chain; e.g., when specific agent vicinities
are to be kept, such as in cooperative transport or target
enclosing. Here, we propose grouping the agents in chained
sets. Consecutive sets along the chain are interlaced, i.e.,
there are several agents in the intersection set of every two
consecutive sets. We choose the number of agents in these
intersection sets to be equal to the number of columns of C:
D ¨ L ` 1. This way, the agent positions in each intersection
provide the same number (D ¨ pD ¨ L ` 1q) of degrees of
freedom as the parameter vector v; and, therefore, the positions
of intersection agents can uniquely determine v, allowing us
to obtain formation convergence guarantees.

Then, we choose the number of agents per set, which we
call M , to be one more than the number of agents in the
intersections. Therefore, we have M “ D ¨ L ` 2. We choose
all sets to have the same number of agents, and to form a
chain that may be open or closed. For an open chain, we
define N ´ M ` 1 chained sets of agents as follows:

S1“t1, . . . ,Mu, . . . , SN´M`1“tN´M`1, . . . , Nu. (7)

On the other hand, for a closed chain we define the N sets

S1 “ t1, . . . ,Mu, . . . , SN “ tN, . . . , N ` M ´ 1u. (8)
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Fig. 1. Example with two nominal configurations cp1q and cp2q in two
dimensions (i.e., M “ 6) for a team of N “ 16 agents. The positions
(circles), agent indices, and sets Sj for a closed chain are depicted.

Figure 1 shows an illustrative example. Let Ns denote the
number of chained sets, i.e., Ns “ N ´ M ` 1 for an open
chain, and Ns “ N for a closed chain, and let us define
Ns “ t1, 2, . . . , Nsu. For readability, we will use j as the
index for sets in Ns. Our choice of using pre-defined sets
Sj which all have the minimum possible cardinality is made
for the sake of sparsity and uniformity, Still, note that other
designs would be possible. To define the proposed structure
based on multiple chained sets, the number of agents, N , must
satisfy N ą M . Note that N can be arbitrarily large. Next,
we define several matrices used in our control formulation.
We first define for every set Sj , i.e., @j P Ns,

Cj “

»

—

—

—

–

rowjpCq

rowj`1pCq

...
rowj`M´1pCq

fi

ffi

ffi

ffi

fl

P RMˆpM´1q, (9)

sCj “ Cj b ID P RpD¨MqˆpD¨pM´1qq. (10)

These constant matrices collect the part of the nominal con-
figurations including the M agents in Sj . We also define

Gj “

»

—

—

—

–

rowjpCq

rowj`1pCq

...
rowj`M´2pCq

fi

ffi

ffi

ffi

fl

P RpM´1qˆpM´1q @j P Ns. (11)

A useful property, due to the chained structure, is that if Sj´1

and Sj are consecutive sets in the chain, then

sCj “

„

Gj b ID
rowM pCjq b ID

ȷ

, sCj´1“

„

row1pCj´1q b ID
Gj b ID

ȷ

. (12)

Next, we make an assumption about these matrices.

Assumption 1. Gj is nonsingular @j P Ns.

Assumption 1 is not satisfied if the geometry of the nominal
configurations makes some Gj singular. For example, this can
happen when these configurations include several collinear
points. This letter focuses on the nonsingular cases.

IV. CONTROL STRATEGY

From Definition 1, achieving an affine formation implies
that p is in the column space of the matrix C b ID. Based on
this fact, our control strategy consists in:

1) Defining, for the agents in Sj @j P Ns, motion vectors
toward the column space of the matrix sCj . This produces
a motion toward a partial (i.e., encompassing only Sj)
affine formation in the sense of Definition 1.

2) Adding up these motion vectors for all sets Sj .
To accomplish 1), we use the orthogonal projection of the
current positions of the agents i P Sj , i.e., from i “ j to
i “ j ` M ´ 1, onto the column space of sCj , given by:

sCj
sC`
j

»

—

–

pjptq
...

pj`M´1ptq

fi

ffi

fl

P RD¨M . (13)

Note that if Assumption 1 is satisfied, then sCj has full rank
equal to D ¨ pM ´ 1q, which means that sC`

j “ p sC⊺
j

sCjq´1
sC⊺
j .

Let dj,iptq P RD denote the vector from the current position,
piptq, of agent i P Sj to the component corresponding to agent
i of the orthogonal projection onto the column space of sCj

in (13). Note the vectors dj,iptq are only defined for agents i
from i “ j to i “ j ` M ´ 1. They are defined as

»

—

–

dj,jptq
...

dj,j`M´1ptq

fi

ffi

fl

“ ´pID¨M ´ sCj
sC`
j q

»

—

–

pjptq
...

pj`M´1ptq

fi

ffi

fl

. (14)

Then, according to 2), for every agent i P N , the control law
is the sum of the vectors for the sets that contain i:

uiptq “ 9piptq “
ÿ

jPNs| iPSj

dj,iptq @i P N . (15)

Let us now express this control law in stacked form, which will
be useful for analysis. We define for every j P Ns a selector
matrix Qj “ rqjm,ns P RMˆN with qj1,j “ 1, qj2,j`1 “ 1, . . .
, qjM, j`M´1

“ 1, and zeros in all other positions. Then, the
matrix sQj “ Qj b ID P RpD¨MqˆpD¨Nq selects the elements
of pptq corresponding to the set Sj ; i.e.,

sQj pptq “

»

—

–

pjptq
...

pj`M´1ptq

fi

ffi

fl

. (16)

We can, therefore, express the control law motion vectors as
»

—

–

dj,jptq
...

dj,j`M´1ptq

fi

ffi

fl

“ ´pID¨M ´ sCj
sC`
j q sQj pptq. (17)

We now define djptq P RD¨N which is the motion vector, for
the full team, due to the set Sj . This vector simply includes
the motion vectors from (17) for the agents that are in Sj , and
it has zeros in all other positions. It is defined by

djptq “ sQ⊺
j

»

—

–

dj,jptq
...

dj,j`M´1ptq

fi

ffi

fl

“ ´ sQ⊺
j pID¨M ´ sCj

sC`
j q sQj pptq.

(18)
The expression of the control law in stacked form is, hence,

9pptq “
ÿ

jPNs

djptq “ ´
ÿ

jPNs

sQ⊺
j pID¨M ´ sCj

sC`
j q sQj pptq. (19)
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Example 1. Consider a team of N “ 7 agents with two
nominal configurations, i.e., L “ 2, in two dimensions, i.e.,
D “ 2. Therefore, M “ 6. Suppose the chain being used is
open, i.e., Ns “ t1, 2u with sets S1 “ t1, 2, 3, 4, 5, 6u and
S2 “ t2, 3, 4, 5, 6, 7u. The control law (19) is, using (18),

»

—

–

9p1ptq
...

9p7ptq

fi

ffi

fl

“ d1ptq ` d2ptq “

»

—

—

—

–

d1,1ptq
...

d1,6ptq
r0, 0s

⊺

fi

ffi

ffi

ffi

fl

`

»

—

—

—

–

r0, 0s
⊺

d2,2ptq
...

d2,7ptq

fi

ffi

ffi

ffi

fl

. (20)

Notice that this corresponds to the control law expression for
every individual agent i “ 1, 2, . . . , 7 given in (15).

A. Control Strategy Implementation

To compute (15), an agent i P N needs to know the
identities, nominal configuration positions, and positions at
time t, of the agents that are in common sets with i. It does
not need any information about the agents that are not in
common sets; e.g., agent 1 in Example 1 needs no information
about agent 7, and vice versa. The maximum possible number
of agents that a given agent has to interact with is limited
to 2 ¨ pM ´ 1q even if N grows indefinitely. Hence, the
control strategy is distributed. Cj , C`

j are constant matrices
and can be pre-stored offline. The online (i.e., at time t)
information used in this approach consists of measurements
of positions. Importantly, it is possible for every agent to
use measurements expressed in its local reference frame; e.g.,
the relative positions of the other agents, measured with an
onboard sensor. Let the superscript piq denote that a variable
is expressed in agent i’s local frame. Assume that, instead
of pk, what agent i measures is p

piq
k “ Ripk ` wi, where

the rotation Ri P SOpDq and translation wi P RD express
the transformation between frames. We omit t in this section,
for compactness, but Ri and wi can be time-varying. As
mentioned, a common particular case is p

piq
k “ Rippk ´ piq,

i.e., wi “ ´Ripi, which means that agent i measures relative
positions in its local frame. Clearly, if upiq

i “ Riui, the agent’s
motion is the same as when computed in the global frame.
Next, we show that this condition is indeed satisfied.

Due to Kronecker product properties, the matrix ID¨M ´
sCj

sC`
j for any j P Ns has the form pIM ´ CjC

`
j q b ID;

therefore, it consists of blocks Ωjm,n
“ αjm,n

ID, with αjm,n
P

R. Expressing ID¨M ´ sCj
sC`
j in terms of these blocks, we can

write from (14), for a j such that i P Sj ,
»

—

—

–

d
piq
j,j
...

d
piq
j,j`M´1

fi

ffi

ffi

fl

“´

»

—

–

Ωj1,1 ¨ ¨ ¨ Ωj1,M
...

. . .
...

ΩjM,1
¨ ¨ ¨ ΩjM,M

fi

ffi

fl

˜

»

—

–

Ripj
...

Ripj`M´1

fi

ffi

fl

`

»

—

–

wi

...
wi

fi

ffi

fl

¸

.

(21)
Let us define rwi “ rID, . . . , IDs

⊺
wi P RD¨M , which is the

rightmost vector of (21). Note the last D columns of sCj are
rID, . . . , IDs

⊺; therefore, rwi is in the column space of sCj ,
i.e., pID¨M ´ sCj

sC`
j q rwi “ 0. In addition, Ωjm,nRi “ RiΩjm,n

for every block Ωjm,n
. Comparing (14) and (21), we conclude

that dpiq
j,i “ Ridj,i, which holds for every addend in the control

law (15) of agent i. Consequently, upiq
i “ Riui.

B. Control Law Analysis

Our formal result is presented in the following.

Theorem 1. If Assumption 1 is satisfied, under control law
(15), pptq converges exponentially fast to a static configuration
for which the team is in an affine formation with respect to
the nominal configurations cp1q, cp2q, . . . , cpLq. The parameter
vector of this formation is unique and can be computed from
the positions of sets of M ´ 1 agents.

Proof. In this proof, we use several elementary properties of
positive semidefinite matrices. Further details in this respect
are widely available; e.g., in textbooks such as [22]. From the
control law expression (19), we have the system

9pptq “ ´Bpptq, (22)

where we define

B “
ÿ

jPNs

sQ⊺
j pID¨M ´ sCj

sC`
j q sQj P RpD¨NqˆpD¨Nq. (23)

Here, all sCj
sC`
j and ID¨M ´ sCj

sC`
j for all sets j are sym-

metric and idempotent and, hence, positive semidefinite. This
implies the matrices sQ⊺

j pID¨M ´ sCj
sC`
j q sQj are all positive

semidefinite, and their sum (i.e., B) is positive semidefinite.
Therefore, from standard results in the theory of linear dy-
namical systems, }pptq} remains upper-bounded over time and
pptq converges, exponentially fast, to a static configuration
which is the orthogonal projection of pp0q onto the nullspace
of B. Next, we examine the static configuration that is reached
asymptotically. For this, we define the notation qpi “ pipt Ñ

8q and qp “ ppt Ñ 8q.
As qp is in the nullspace of B, we have

B qp “ 0. (24)

We can then write
qp⊺B qp “ 0 (25)

and, substituting the expression of B, and using qp⊺ sQ⊺
j “

p sQj qpq
⊺, we get

ÿ

jPNs

p sQj qpq
⊺

pID¨M ´ sCj
sC`
j q sQjqp “ 0. (26)

As noted above, all matrices ID¨M ´ sCj
sC`
j are positive

semidefinite. Therefore, we infer from (26) that

p sQj qpq
⊺

pID¨M ´ sCj
sC`
j q sQjqp “ 0 @j P Ns, (27)

and (see, e.g., [22, Obs. 7.1.6]) that

pID¨M ´ sCj
sC`
j q sQjqp “ 0 @j P Ns. (28)

Recalling (16), let us arrange (28) as follows:
»

—

–

qpj
...

qpj`M´1

fi

ffi

fl

“ sCjqvj @j P Ns, (29)

where we defined

qvj “ sC`
j

»

—

–

qpj
...

qpj`M´1

fi

ffi

fl

P RD¨pM´1q @j P Ns. (30)
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From (29), every one of the Ns systems of linear equations
»

—

–

qpj
...

qpj`M´1

fi

ffi

fl

“ sCjgj @j P Ns, (31)

where gj P RD¨pM´1q is the unknown vector, has gj “ qvj
as a solution. Moreover, due to Assumption 1, this solution
is unique, since every sCj has full column rank. In addition,
if we apply Definition 1 to the set of agents in Sj only, (29)
implies that these agents are in an affine formation (which can
be understood as a partial affine formation) with respect to the
corresponding partial nominal configurations. Hence, we have
established that every set of agents Sj converges as t Ñ 8 to
a partial affine formation with a parameter vector qvj uniquely
determined by the positions qpi for i P Sj . Next, we show that
qvj is the same for all the sets Sj .

Let us take an arbitrary integer k such that 1 ă k ď Ns.
For the cases j “ k and j “ k ´ 1 in (29), we have

»

—

–

qpk
...

qpk`M´1

fi

ffi

fl

“ sCkqvk,

»

—

–

qpk´1

...
qpk`M´2

fi

ffi

fl

“ sCk´1qvk´1. (32)

From (12), we know that the matrix Gk satisfies

sCk “

„

Gk b ID
rowM pCkq b ID

ȷ

, sCk´1 “

„

row1pCk´1q b ID
Gk b ID

ȷ

.

(33)
Therefore, from (32) and (33), we have

»

—

–

qpk
...

qpk`M´2

fi

ffi

fl

“ pGk b IDq ¨ qvk “ pGk b IDq ¨ qvk´1, (34)

i.e.,
pGk b IDq ¨ pqvk ´ qvk´1q “ 0. (35)

Recall that Gk is a nonsingular matrix, due to Assumption 1.
Hence, GkbID is nonsingular too. Therefore, the only solution
to (35) is qvk ´ qvk´1 “ 0, and we thus have qvk “ qvk´1. It is
direct to see that this reasoning can be extended to every set
Sj @j P Ns, due to their chained structure. Hence, there exists
a unique qv such that qvj “ qv @j P Ns. Considering (29) and
the form of the sCj matrices according to (9), (10), we can
then write

qp1 “ prow1pC1q b IDqqv “ prow1pCq b IDqqv

qp2 “ prow2pC1q b IDqqv “ prow2pCq b IDqqv

...
qpM “ prowM pC1q b IDqqv “ prowM pCq b IDqqv

qpM`1 “ prowM pC2q b IDqqv “ prowM`1pCq b IDqqv

...
qpN “ prowM pCN´M`1q b IDqqv “ prowN pCq b IDqqv.

(36)

Therefore, qp “ pC b IDqqv; i.e., according to Definition 1, the
multiagent team converges as t Ñ 8 to an affine formation
with respect to the nominal configurations cp1q, cp2q, . . . , cpLq.

The unique parameter vector qv of this formation can be com-
puted from sets of M´1 agent positions: using qp “ pCbIDqqv
for agents j to j ` M ´ 2,

qv “ pGj b IDq´1

»

—

–

qpj
...

qpj`M´2

fi

ffi

fl

@j P Ns, (37)

which concludes the proof.

Our control strategy makes every set Sj reach a partial
affine formation of M agents as t Ñ 8. This is expressed
by (29). Due to Assumption 1, M ´ 1 consecutive agents
in each set uniquely determine the parameter vector qvj for
the M agents in the set. Then, as two chained sets have
M ´ 1 consecutive agents in common (e.g., sets S1 and S2

have the agents 2, . . . ,M in common), they have the same
parameter vector (i.e., qv1 “ qv2). Hence, the partial formations
fit together: they all have the same parameter vector, qvj “ qv
@j P Ns. As a result, a full formation for the N agents is
achieved. As in [2], [3], [6], [7], [15], we focus on the problem
of achieving a formation. We do not control the parameters,
qv, of the achieved formation, which depend on the initial state
pp0q and the system dynamics.

V. SIMULATION RESULTS

We illustrate our approach via numerical simulation in
MATLAB. The task is for the agents to form a low-frequency
discretized 2D closed curve [14], [15]. By avoiding high
frequencies, such a curve avoids sharp local variations and
preserves physical agent vicinities, while having a highly
flexible shape. These are useful features for, e.g., enclosing
a phenomenon taking place in the interior of the curve. We
use a discrete Fourier-based representation of planar closed
curves with two low-frequency components. The nominal
configurations are Fourier basis vectors at these frequencies.
We build C in (6) as follows, where the arguments have the
form k 2πpi´1q

N with k indexing the frequency and i the agent:

C “

»

—

—

—

—

—

–

cosp1 2π¨0
N q cosp1 2π¨1

N q ¨ ¨ ¨ cosp1 2π¨pN´1q

N q

sinp1 2π¨0
N q sinp1 2π¨1

N q ¨ ¨ ¨ sinp1 2π¨pN´1q

N q

cosp2 2π¨0
N q cosp2 2π¨1

N q ¨ ¨ ¨ cosp2 2π¨pN´1q

N q

sinp2 2π¨0
N q sinp2 2π¨1

N q ¨ ¨ ¨ sinp2 2π¨pN´1q

N q

1 1 ¨ ¨ ¨ 1

fi

ffi

ffi

ffi

ffi

ffi

fl

⊺

.

(38)
Note that we have L “ 2 and M “ D ¨ L ` 2 “ 6. We
take N “ 15 and use a closed chain structure with Ns “ N
sets Sj . For every Gj , the determinant is 8.26 ¨ 10´3 and the
condition number is 3.15 ¨ 102. Therefore, Assumption 1 is
satisfied. To assess formation achievement, we use the error
metric eptq “ }pID¨N ´ pC b IDqpC b IDq`qpptq} which
expresses the distance from pptq to the column space of C b

ID. We simulate our control law, using the time step 0.01
s. Figure 2 illustrates the convergence of the multiagent team
toward a low-frequency discretized closed curve. We run again
the same test incorporating a multiplicative control gain equal
to 10 for every agent and saturation of every }uiptq} at 1 m/s.
As seen in the plots, this improves the convergence behavior,
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Fig. 2. The three plots at the top show the results with the original control
law. The three at the bottom show the results with saturation and higher gain.
Left plots: initial agent positions (red hollow circles), final agent positions
(black solid circles), agent paths (blue solid lines). Agent indices and dashed
lines joining consecutive agents are also shown. The final positions if using
only one nominal configuration are shown as small green squares. Right plots:
error metric (top) and velocity norms (bottom) over time.

which is influenced by matrix conditioning. The configuration
ppt Ñ 8q depends on the initial state pp0q and the system
dynamics, and is not controlled in our approach.

Taking only the frequency index k “ 1, i.e., a single
nominal configuration with the geometry of a discretized
circle, the achievable final configurations would be limited to
discretized ellipses, as seen in the figure. This is because an
ellipse is an affine transformation of a circle. By using two
nominal configurations, our approach allows the team to ac-
quire more complex shapes than an ellipse while still forming
a low-frequency closed curve. This increases flexibility during
enclosing. Using different nominal configurations (not Fourier-
based) would offer different properties, while retaining our
core advantage: allowing a wider range of achievable shapes
than affine formation control in its standard form (i.e., with a
single and constant nominal configuration).

VI. CONCLUSION

In this letter, we have introduced a novel approach for
flexible multiagent formation control where multiple nom-
inal configurations are used simultaneously. We considered

a chained team structure, which is interesting in practical
tasks and allowed us to develop a distributed and formally
supported approach. Future directions include (i) controlling
the formation parameter vector via a subset of leader agents
using the results in Theorem 1, and (ii) a specific study of
achievable shapes for various nominal configurations.

REFERENCES

[1] W. Ren, “Consensus strategies for cooperative control of vehicle forma-
tions,” IET Cont. Theory Appl., vol. 1, no. 2, pp. 505–512, 2007.

[2] D. V. Dimarogonas and K. J. Kyriakopoulos, “A connection between
formation infeasibility and velocity alignment in kinematic multi-agent
systems,” Automatica, vol. 44, no. 10, pp. 2648–2654, 2008.

[3] K. Fathian, S. Safaoui, T. H. Summers, and N. R. Gans, “Robust
distributed planar formation control for higher order holonomic and
nonholonomic agents,” IEEE Trans. Robot., vol. 37, no. 1, pp. 185–205,
2021.

[4] H. Garcia de Marina, M. Cao, and B. Jayawardhana, “Controlling rigid
formations of mobile agents under inconsistent measurements,” IEEE
Trans. Robot., vol. 31, no. 1, pp. 31–39, 2015.

[5] F. Mehdifar, C. P. Bechlioulis, F. Hashemzadeh, and M. Baradarannia,
“Prescribed performance distance-based formation control of multi-agent
systems,” Automatica, vol. 119, p. 109086, 2020.

[6] S. Zhao and D. Zelazo, “Bearing rigidity and almost global bearing-only
formation stabilization,” IEEE Trans. Autom. Contr., vol. 61, no. 5, pp.
1255–1268, 2016.

[7] Z. Lin, L. Wang, Z. Chen, M. Fu, and Z. Han, “Necessary and sufficient
graphical conditions for affine formation control,” IEEE Trans. Autom.
Control, vol. 61, no. 10, pp. 2877–2891, 2016.

[8] S. Zhao, “Affine formation maneuver control of multiagent systems,”
IEEE Trans. Autom. Contr., vol. 63, no. 12, pp. 4140–4155, 2018.

[9] Y. Xu, D. Luo, D. Li, Y. You, and H. Duan, “Affine formation control for
heterogeneous multi-agent systems with directed interaction networks,”
Neurocomputing, vol. 330, pp. 104–115, 2019.

[10] Q. Yang, H. Fang, M. Cao, and J. Chen, “Planar affine formation
stabilization via parameter estimations,” IEEE Trans. Cybern., vol. 52,
no. 6, pp. 5322–5332, 2022.

[11] Y. Lin, Z. Lin, Z. Sun, and B. D. O. Anderson, “A unified approach
for finite-time global stabilization of affine, rigid, and translational
formation,” IEEE Trans. Autom. Control, vol. 67, no. 4, pp. 1869–1881,
2022.

[12] M. Aranda and A. Perez-Yus, “Affine multirobot formation control based
on a modular team structure,” IEEE Robot. Automat. Lett., vol. 9, no. 6,
pp. 5807–5814, 2024.

[13] B. Zhang et al., “Fourier-based multi-agent formation control to track
evolving closed boundaries,” IEEE Trans. Circuits Syst. I: Regul. Pap.,
vol. 70, no. 11, pp. 4549–4559, 2023.

[14] M. Aranda, “Formation control on planar closed curves using Fourier
descriptors,” IEEE Control Syst. Lett., vol. 7, pp. 3391–3396, 2023.

[15] M. Aranda, R. Aldana-López, E. Moya-Lasheras, R. Aragüés, and
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