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Abstract

In this Thesis, we investigated how to efficiently apply subspace Gaussian

mixture modeling techniques onto two speech technology problems, namely

automatic spoken language identification (LID) and automatic intelligibility

assessment of dysarthric speech. One of the most important of such tech-

niques in this Thesis was joint factor analysis (JFA). JFA is essentially a

Gaussian mixture model where the mean of the components is expressed as

a sum of low-dimension factors that represent different contributions to the

speech signal. This factorization makes it possible to compensate for unde-

sired sources of variability, like the channel. JFA was investigated as final

classifier and as feature extractor. In the latter approach, a single subspace

including all sources of variability is trained, and points in this subspace

are known as i-Vectors. Thus, one i-Vector is defined as a low-dimension

representation of a single utterance, and they are a very powerful feature

for different machine learning problems.

We have investigated two different LID systems according to the type of

features extracted from speech. First, we extracted acoustic features repre-

senting short-time spectral information. In this case, we observed relative

improvements with i-Vectors with respect to JFA of up to 50%. We realized

that the channel subspace in a JFA model also contains language informa-

tion whereas i-Vectors do not discard any language information, and more-

over, they help to reduce mismatches between training and testing data. For

classification, we modeled the i-Vectors of each language with a Gaussian

distribution with covariance matrix shared among languages. This method

is simple and fast, and it worked well without any i-Vector post-processing.

Second, we introduced the use of prosodic and formant information with

the i-Vectors system. The performance was below the acoustic system but
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both were found to be complementary and we obtained up to a 20% relative

improvement with the fusion with respect to the acoustic system alone.

Given the success in LID and the fact that i-Vectors capture all the infor-

mation that is present in the data, we decided to use i-Vectors for other

tasks, specifically, the assessment of speech intelligibility in speakers with

different types of dysarthria. Speech therapists are very interested in this

technology because it would allow them to objectively and consistently rate

the intelligibility of their patients. In this case, the input features were

extracted from short-term spectral information, and the intelligibility was

assessed from the i-Vectors calculated from a set of words uttered by the

tested speaker. We found that the performance was clearly much better

if we had available data for training of the person that would use the ap-

plication. We think that this limitation could be relaxed if we had larger

databases for training. However, the recording process is not easy for peo-

ple with disabilities, and it is difficult to obtain large datasets of dysarthric

speakers open to the research community.

Finally, the same system architecture for intelligibility assessment based on

i-Vectors was used for predicting the accuracy that an automatic speech

recognizer (ASR) system would obtain with dysarthric speakers. The only

difference between both was the ground truth label set used for training.

Predicting the performance of an ASR system would increase the confidence

of speech therapists in these systems and would diminish health related

costs. The results were not as satisfactory as in the previous case, probably

because the ASR acted as a filter introducing noise in the labels. Nonethe-

less, we think that we opened a door to an interesting research direction for

the two problems.
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Resumen

En esta Tesis se ha investigado la aplicación de técnicas de modelado de

subespacios de mezclas de Gaussianas en dos problemas relacionados con

las tecnoloǵıas del habla, como son la identificación automática de idioma

(LID, por sus siglas en inglés) y la evaluación automática de inteligibilidad

en el habla de personas con disartria. Una de las técnicas más importantes

estudiadas es el análisis factorial conjunto (JFA, por sus siglas en inglés).

JFA es, en esencia, un modelo de mezclas de Gaussianas en el que la media

de cada componente se expresa como una suma de factores de dimensión

reducida, y donde cada factor representa una contribución diferente a la

señal de audio. Esta factorización nos permite compensar nuestros modelos

frente a contribuciones indeseadas presentes en la señal, como la información

de canal. JFA se ha investigado como clasificador y como extractor de

parámetros. En esta última aproximación, se modela un solo factor que

representa todas las contribuciones presentes en la señal. Los puntos en

este subespacio se denominan i-Vectors. Aśı, un i-Vector es un vector de

baja dimensión que representa una grabación de audio. Los i-Vectors han

resultado ser muy útiles como vector de caracteŕısticas para representar

señales en diferentes problemas relacionados con el aprendizaje de máquinas.

En relación al problema de LID, se han investigado dos sistemas diferentes

de acuerdo al tipo de información extráıda de la señal. En el primero, la

señal se parametriza en vectores acústicos con información espectral a corto

plazo. En este caso, observamos mejoras de hasta un 50% con el sistema

basado en i-Vectors respecto al sistema que utilizaba JFA como clasificador.

Se comprobó que el subespacio de canal del modelo JFA también contiene in-

formación del idioma, mientras que con los i-Vectors no se descarta ninguna

información del idioma, y además, son útiles para mitigar diferencias entre
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los datos de entrenamiento y de evaluación. En la fase de clasificación, los

i-Vectors de cada idioma se modelaron con una distribución Gaussiana en

la que la matriz de covarianza era común para todos. Este método es simple

y rápido, y no requiere de ningún post-procesado de los i-Vectors. En el

segundo sistema, se introdujo el uso de información prosódica y formántica

en un sistema de LID basado en i-Vectors. La precisión de éste estaba por

debajo de la del sistema acústico. Sin embargo, los dos sistemas son com-

plementarios, y se obtuvo hasta un 20% de mejora con la fusión de los dos

respecto al sistema acústico solo.

Tras los buenos resultados obtenidos para LID, y dado que, teóricamente,

los i-Vectors capturan toda la información presente en la señal, decidimos

usarlos para otras tareas, en concreto, para la evaluación automática de in-

teligibilidad en el habla de personas con disartria. Los logopedas están muy

interesados en esta tecnoloǵıa porque permitiŕıa evaluar a sus pacientes de

una manera objetiva y consistente. En este caso, los i-Vectors se obtuvieron

a partir de información espectral a corto plazo de la señal, y la inteligibilidad

se calculó a partir de los i-Vectors obtenidos para un conjunto de palabras

dichas por el locutor evaluado. Comprobamos que los resultados eran mu-

cho mejores si en el entrenamiento del sistema se incorporaban datos de la

persona que iba a ser evaluada. No obstante, esta limitación podŕıa aliviarse

utilizando una mayor cantidad de datos para entrenar el sistema.

Finalmente, la misma arquitectura del sistema de evaluación automática

de inteligibilidad de habla se empleó para predecir la precisión que un re-

conocedor automático de habla (ASR, por sus siglas en inglés) obtendŕıa

cuando lo utilizasen personas con disartria. Predecir la precisión de un sis-

tema de ASR permitiŕıa aumentar la confianza que los logopedas tienen en

dichos sistemas y reduciŕıa costes relacionados con sanidad. Los resultados

no fueron tan satisfactorios como para el sistema de evaluación automática

de inteligibilidad, probablemente porque el sistema de ASR actuó como un

filtro e introdujo ruido en las etiquetas a predecir. No obstante, el poten-

cial mostrado por los i-Vectors para este tipo de aplicaciones ha abierto la

puerta a caminos de investigación muy interesantes en los dos casos.
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1. INTRODUCTION

Gaussian models are extremely important in statistics. One of the reasons is the

central limit theorem (CLT), that states that the mean of many random variables

independently drawn from the same distribution is distributed approximately normally,

irrespective of the form of the original distribution. However, there are cases where the

CLT only applies locally. In such cases, we need a Gaussian distribution for each

of such regions of the space where the CLT applies. A model built by a mixture of

Gaussian models is a Gaussian mixture model (GMM). One important advantage of

the Gaussian distribution is that it belongs to the family of exponential functions, and

it has a simple mathematical definition, it is easy to differentiate, and it has a well-

known integral. These properties make this function a good candidate for many tasks,

because it allows deriving closed-form or tractable solutions in most cases.

In this Thesis, we investigate GMM-based models and their application in speech

related tasks. Our main research focus is to find methods to compensate these mod-

els for undesired sources of variability found in the signal. For example, in a language

identification (LID) task, the transmission channel introduces uncertainty in the speech

signal that can make our system fail to recognize the spoken language. Nonetheless,

channel compensation is one of our main goals. By introducing compensation tech-

niques, we can build probabilistic models that better explain the generation of data,

and as a result, we obtain improvements in classification rates. This defines an impor-

tant property of machine learning: the better generative models fit the (test) data, the

more useful they are for classification tasks. To obtain such adaptable GMMs, we will

use the concept of subspace. Basically, a subspace is a vector space that is a subset

of other vector space with higher dimensionality. Broadly speaking, we will look for

meaningful subspaces, or in other words, subspaces that are responsible for specific

components in the speech signal. Hence, we want to compress information contained

in a high dimensional space into a low dimensional subspace. In our LID example

commented above, we will be interested in finding a subspace that models the channel

effect. A point in that subspace will be calculated for every audio file, which will de-

scribe the effect of the channel in that recording. This point will be the key factor that

will allow us to compensate our GMM model. However, in the most recent experiments,

it will be shown that points in a subspace modelling, not only channel, but all sources

of variability, will allow us to obtain even better results. This subspace is known as the
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total variability subspace, and points in this subspace are called i-Vectors. They play

a central role in this Thesis.

The methods presented in this Thesis can be seen as variants of one underlying

model known as linear Gaussian model [Roweis and Ghahramani, 1999], which has the

form

o = Wx + ε, (1.1)

where o is the observed variable, x is a hidden state variable that summarizes the

current observation, W is a matrix that translates x to the observation space, and ε

is a Gaussian distributed observational noise with zero mean, and uncorrelated with x

and o. The idea is that x is an informative low-dimension variable that explains the

sequence of N observations O = o1...oN . Hence W will model a subspace and x will

be the variable lying in such subspace.

The Thesis is divided in four parts where we study two different applications based

on GMM subspaces. First, in Part I, Chapter 2, we describe in depth the most im-

portant linear Gaussian models needed for the understanding of the algorithms used

in this Thesis. We start with the description of models that we have not used in this

work, but we can say they are the parents of those finally used, like principal com-

ponent analysis (PCA). We define GMM formally, and explain the idea of subspace

in probabilistic models. Then, we see how probabilistic principal component analy-

sis (PPCA) and factor analysis (FA) arise as a probabilistic formulation of PCA, and

also how they are used for mixture modelling. Finally, we describe the tied versions

of these algorithms, and we present i-Vectors. In Part II of the Thesis, we will face

the problem of automatic spoken LID. The objective of this task is to determine the

language spoken in a given audio file. Research in LID started in the 1970s. Nowadays,

it can be considered as one of the most developed technologies in the field of speech

processing, with great advances obtained in the last two decades. Thanks to the big

amount of data available in numerous databases, recorded in different languages by the

Linguistic Data Consortium (LDC)1, and lately, to the easy and fast access to internet,

where huge amount of data can be downloaded in most of languages of the world, this

problem is an ideal candidate to test GMM approaches. Nonetheless, we will see that

the results using these techniques are excellent, and they have become the state of the

1https://www.ldc.upenn.edu
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1. INTRODUCTION

art in LID. In Part III of the Thesis, we will use GMM subspaces in an automatic

speech intelligibility assessment task for dysarthric speakers. In this case, the objective

is to assess how intelligible the speech produced by dysarthric speakers is. This prob-

lem has not been investigated as much as the previous one, and possibly, one of the

main reasons is the scarcity of data available for research purposes. Although limited

by this inconvenient, we advance that the results obtained are very promising. The

last part, Part IV, contains a chapter devoted to the conclusions of the Thesis and a

chapter listing all the publications and different aspects that guarantee that this Thesis

satisfies criteria of high quality.

In the next sections of this introductory chapter, we make a brief historical review

of the main Gaussian subspace modelling techniques on which the methods used in this

Thesis are based, we introduce the problem of LID, and we introduce the problem of

intelligibility assessment of dysarthric speech.

1.1 Review of Subspace Modelling

The first ideas involving subspaces arose as dimensionality reduction techniques, such as

PCA [Pearson, 1901; Hotelling, 1933; Jolliffe, 2002]. Later, subspaces were introduced

in probabilistic models with the main objective of factorizing the observations into a

set of unobserved variables that explain the variability in the signal, and at the same

time, training a smaller number of parameters to avoid overfitting. This is what PPCA

[Roweis, 1997; Tipping and Bishop, 1999b; Bishop, 2006] and FA [Spearman, 1904;

Rubin and Thayer, 1982; Bartholomew et al., 2011] do. Most of the investigations with

this models have been made for Gaussian distributions.

In 1992, GMM was introduced for the first time for a LID task [Nakagawa et al.,

1992], and its use became very popular among speech technology scientists at mid

nineties [Zhang et al., 1994; Reynolds and Rose, 1995]. In the most general GMM defi-

nition there is no subspace at all. However, the previous PPCA and FA were developed

in a GMM context, and they gave rise to mixture of probabilistic principal component

analysis (MPPCA) [Tipping and Bishop, 1999a] and mixture of factor analyzers (MFA)

[Ghahramani and Hinton, 1996], respectively. This allowed benefiting of subspaces with

multimodal data.
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1.1 Review of Subspace Modelling

It was about year 2000, when some maximum a posteriori (MAP) [Gauvain and

Lee, 1994] methods arose in the fields of speech and speaker recognition to adapt

universal models to specific speakers. Techniques like eigenphones [Kenny et al., 2004],

eigenvoices [Kuhn et al., 1998; Kenny et al., 2005], or eigenchannels [Kenny et al.,

2003, 2007] were successfully developed and applied for adapting GMMs to speakers

and channels. They were very closely related to the idea of GMM subspaces.

In 2004, a joint factor analysis (JFA) [Kenny and Dumouchel, 2004; Kenny, 2006;

Kenny et al., 2007] model of speaker and channel was presented. JFA was seen as

a model combining eigenvoices and eigenchannels, but with a much more powerful

probabilistic formulation. JFA can be considered as a type of MFA model, where

the speaker and channel subspaces are tied to a set of data points, and not only to

one as in MFA. Actually, JFA can be considered to be a simplification of another

modelling technique known as tied mixture of factor analyzers (TMFA) [Miguel et al.,

2014]. TMFA is intractable in practice, and model approximations are needed to use

this model with real data. Also, the version for a single Gaussian, tied factor analysis

(TFA), was developed for a face recognition task [Prince et al., 2008].

In LID, JFA was adapted to be used only with one channel factor [Castaldo et al.,

2007b; Hubeika et al., 2008; Campbell et al., 2008; Brümmer et al., 2009; Verdet et al.,

2009; Jancik et al., 2010]. Hence, it is not a joint computation, but an eigenchannel

formulation. We keep the JFA notation to make clear that it applies the same simpli-

fications over TMFA than the speaker recognition formulation. LID results improved

significantly by using JFA compared with GMMs. In current systems, JFA is used as

feature extractor. Experiments in speaker recognition showed that the channel sub-

space still contained speaker information, and better results were obtained by using

hidden factors lying in a single subspace including all sources of variability [Dehak,

2009] as input features to the classifier. These factors are the i-Vectors, and they were

calculated in a per-file basis. In Dehak et al. [2011a], they indicate that the “i” comes

from identity, because they are used to identify each file. In this Thesis, we show that

the subspace modelling the channel in a LID JFA system also contains information

about the language, and classification results improve by using i-Vectors. The versatil-

ity and flexibility of i-Vectors, and ease of adaptation to other problems, was the main

reason that motivated us to use them in an intelligibility assessment task. Primarily,
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1. INTRODUCTION

the i-Vector approach is a dimensionality reduction technique, and thus the goal of

using subspaces has returned to the initial one pursued by PCA.

In Figure 1.1 we show the relationship among the different linear Gaussian models

presented before. For readers unfamiliar with these techniques, we recommend the

reading of Part I and Appendix A of this Thesis, where we describe all of them in

depth, with special attention to those that we have used along this work, namely

GMM, JFA, and i-Vectors.

Gaussian

Figure 1.1: Diagram with linear Gaussian models relationship - The GMM is

considered to be the most general model. The rest are different types of GMMs. Then,

MFA is considered to be a type of TMFA model in which the number of tied data points is

one. TFA is considered to be a TMFA model in which the number of Gaussian components

is one. FA is considered to be at the same time a TFA and MFA model, because the number

of tied data points is one and the number of Gaussian components is one. The family of

PPCA models is considered to be a variant of FA models, where the noise covariance

matrix, in addition to being diagonal as in FA, is also isotropic. Finally, the Gaussian

distribution is considered to be a type of GMM where the number of Gaussian components

is one. TFA, FA, TPPCA, and PPCA are considered to be Gaussian distributions with a

different covariance structures, in the same way as TMFA, MFA, TMPPCA, and MPPCA

are GMMs with a different covariance structures. PCA is out of this diagram because it

has no associated Gaussian probabilistic distribution.
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1.2 Introduction to Language Identification

1.2 Introduction to Language Identification

Automatic spoken LID is the task of identifying the language being spoken in an audio

utterance by computer devices. Nowadays, there are over 6.800.000.000 people in the

world and 7.106 living languages, as per http://www.ethnologue.com/world. A dis-

tribution of languages according to the number of speakers can be seen in Figure 1.2.

In turn, human-computer interaction is growing every day, and in many occasions it is

required to know in advance the language of the user.

Figure 1.2: Most spoken languages in the world - Distribution of spoken languages

according to the number of first-language speakers. Source: Ethnologue, http://www.

ethnologue.com.

1.2.1 Need for Automatic Language Identification

The tasks where LID is needed are:

• Call center routing. Call centers receive thousands of calls every day from people

speaking in different languages. These calls require an immediate answer of a

person speaking the same language. Up to now, the routing was made manually,

with an extra cost due to the time needed to find the right person. Today, LID

systems can perform this task automatically with very high accuracy, and achiev-

ing great savings. In situations where emergency calls are attended, automatic
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LID systems have become essential.

• Security. LID technology is considered to be a very important contribution to

monitor and control communications by security agencies and armies.

• Preprocessing step in other speech systems. A LID module can be used in other

multilingual speech systems. For example, you may want to use a speech rec-

ognizer where the speaker can speak in one of several languages. Then, you

need a previous automatic step that switches the speech recognizer to the correct

language.

• Multimedia classification. The huge amount of data generated by mobile devices

and uploaded on internet must be classified. An LID system can help companies

to label audio files with the correct language tag.

• Evaluation tool. LID systems can be used to evaluate how well a person speaks

a foreign or nonnative language.

1.2.2 How languages differ from each other

The first thing one has to think to build a LID system is what make languages differ

from each other. Languages have been historically classified according to different

criteria. Probably, the most common classification is the classification into families,

which groups languages by their roots. In this classification, the grouping is established

by comparative linguistics, and all the languages into the same group are said to have a

genealogical relationship, because all descent from the same common ancestor or proto-

language. In Figure 1.3, taken from Wikipedia (http://en.wikipedia.org/wiki/

Language_family), we can see the division of the world into language families, where

each family is mainly predominant in the corresponding area.

Typology classification is based on the structural and functional features of lan-

guages. Three types of languages arise according to the word morphology: isolating,

in which each word is built by a single morpheme; agglutinative, in which words are

segmented into morphemes, each representing a single grammatical category; and in-

flecting, in which the words are segmented into morphemes, but there is no one-by-one

correspondence between morphemes and grammatical categories, and one morpheme

8
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1.2 Introduction to Language Identification

Figure 1.3: Language families in the world - There are 136 different language families

in the world, 6 of them including 63.09% of all the living languages and 85.03% of speakers

in the world

can represent more than one grammatical category. Languages can also be classified ac-

cording to the subject-verb-object positioning, or to the phonological structure, because

the frequency and relative position of phonemes is different for every language.

Another typology classification advocates that languages can be divided into rhyth-

mic classes. Three classes are found: stress-timing, which postulates that the duration

between two stressed syllables is equal, like in English; syllable-timing, which postu-

lates that the duration of the syllables is the same, like in Spanish; or mora-timing,

which postulates that the moras are placed in equal intervals of time, like in Japanese.

Based on these theoretical analysis, researchers have used the following cues to

identify languages [Muthusamy et al., 1994]:

• Phonetics: sounds produced in different languages are different, and therefore

the repertoire of phoneme is different from language to language. Also, the same

phoneme can be acoustically different from language to language.

• Phonotactics: in one language, some phonemes can occur more frequently than

in other language. Also, the combination of phonemes and the rules to combine

them differ among languages.

• Morphology: those different combination of phonemes make different word roots,

and finally, different words for each language. Vocabularies differ from language

to language.
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• Prosody: there are different sound patterns in different languages because they

make different use of intonation, stress, and duration characteristics.

• Syntax: they way of combining words to make sentences differs among languages.

Even if two languages share a word, this probably will have different meaning

and will be combined differently.

1.2.3 The Generic Automatic Spoken LID Problem

The task of LID can be seen as a pattern recognition problem, in which machine learning

techniques must be applied to teach computers languages. First, we have to extract

features from the audio containing language information. At the same time, the features

should have the property of being discriminative, that is, they should follow the same

patterns within the same language, and different patterns among different languages.

Then, a classifier must be trained with those features to recognize the language of new

speech coming into the system. The basic architecture of an LID system is depicted in

Figure 1.4. Given a sequence of vectors O = [o1,o2, ...,oN ], the language problem can

be mathematically defined as [Ambikairajah et al., 2011]

l̂ = arg max
1≤l≤L

P (λl|O), (1.2)

where λl refers to the model of language l, and L is the number of target languages.

Applying Bayes’ rule, the formula can be rewritten as

l̂ = arg max
1≤l≤L

P (O|λl)P (λl)

P (O)
. (1.3)

Assuming equal probability for the models of all languages, and given that P (O) is

independent of the model, the LID task can be finally formulated as

l̂ = arg max
1≤l≤L

P (O|λl). (1.4)

In words, we say the the language, l, of a speech audio parameterized as O, is the one

that maximizes the probability that the observations, O, have been generated by the

model of language l, λl.

The task we have just defined is an identification task, and it is a multiclass problem.

Given a set of L languages, it answers to the question: In which language is spoken

our audio recording? And the decisor will select only one of the target languages.
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Identified 

Language

Feature 

Extractor

Feature 

Extractor
TRAIN

TEST

Classifier

Figure 1.4: Generic LID system as a pattern recognition problem - Most general

LID systems are divided into feature extraction and classification, with a training and a

test phase.

Feature 
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TEST

Decisor
Is audio in 

language 1?

Decisor
Is audio in 

language 3?

Feature 

Extractor
TRAIN

Figure 1.5: Language detection task scenario - Detection is a binary classification

problem in which every test utterance is tested against all language models.

However, perhaps due to the influence of the National Institute of Standards and Tech-

nology (NIST) language recognition evaluations (LRE)1, most systems in the literature

perform the task of detection or verification. Detection is a binary classification prob-

lem performed for each target language. Thus, given a set of L target languages, the

task is to test an audio recording against all target languages individually. Imagine

our target languages are English, Mandarin, and Spanish. A detection task answers to

three questions: Is the speech spoken in English? Is the speech spoken in Mandarin? Is

the speech spoken in Spanish? Accordingly, we can say that the recording is spoken in

zero, in one, or in more than one target language. In Figure 1.5, we depict the situation

faced in a detection problem. Nonetheless, in this work, we will focus on the detection

problem. Although the acronym LID means language identification, we will refer to

1http://nist.gov/itl/iad/mig/spkr-lang.cfm
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1. INTRODUCTION

our detection task also as LID in this Thesis.

We have indicated that we have to choose among L target languages. However,

in real systems someone can speak in a different language not included in this set.

Thus, we can distinguish two different situations. One, when we do not consider the

possibility that someone can speak in a language not included in the set of L target

languages, which is called closed-set problem. Two, when we do consider that someone

can speak in a language not included in the set of L target languages, which is called

open-set problem. In this work, we only focus on the closed-set problem.

1.2.4 Classification of LID Systems

Once we are aware of the main speech aspects that distinguish languages, the generic

system presented above is developed to capture one or several of those aspects. LID

systems can be classified into groups according to the type of information they use,

which basically depends on the type of features extracted from speech. We can distin-

guish the following types of LID systems depending on the type of information that

they use:

• Raw waveform: these systems use directly the speech signal without any trans-

formation.

• Acoustic LID: it refers to the lowest level in the prosodic hierarchy of speech

(presented below), and the goal is to represent the smallest stationary parts of

the speech. Acoustic features are extracted in short windows and are lack of any

linguistic meaning. They just model acoustic (commonly spectral) aspects of the

speech.

• Acoustic-Phonetic LID: in these systems the basic features are different, such

as articulatory features. Though, acoustic features are normally extracted first

and modified later to obtain feature of this group. For example, we can model

each phoneme or phonetic transcription individually by grouping acoustic features

in a continuous interval, if we have the transcribed text, or simply perform an

unsupervised modelling by grouping similar consecutive acoustic features.

• Phonotactic LID: usually in this approach, a phoneme recognizer is used to ex-

tract the phonemes spoken in the audio, and for each language, a statistical model
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collecting how these phonemes are combined is built. During test, the phonemes

extracted of each utterance are evaluated over each of the trained models. Some-

times, phonemes are grouped according to the articulatory features they belong

to. These are more basic phonological units like manner or place of articulation.

It is the most common token-based approach.

• Syllable-Based LID: systems where the basic unit for classification are syllables.

The token-based version is the syllabotactic approach, which has the same idea

as the phonotactic approach but with syllables instead of phonemes.

• Lexical LID: systems that extract lexical information like morphemes or words.

• Syntax LID: systems that extract syntactic information or are based on language

rules.

• Prosodic LID: prosodic information capturing the rhythm, stress, and intona-

tion of the speech is extracted and modeled for each target language. Prosodic

information includes supra-segmental information, unlike the acoustic approach,

which is focused on segmental information. Prosody can be modeled from the

syllable level to the whole utterance.

• Large vocabulary continuous speech recognition (LVCSR) LID: this is the most

simple idea but more difficult to implement. Ideally, if we had a perfect automatic

speech recognizer (ASR) for each target language, we could recognize the audio

with all of them, and observe which one gives the best output. The cost to build

such a system is very high, because we would need many hours of labeled data

for all the target languages, and very good ASR accuracies. Thus this alternative

is infeasible in most cases today.

• Hybrid Systems: systems that mix some of the previous approaches.

The hybrid approach is a typical solution used successfully by many researchers

because it combines different types of information which are complementary. The most

used systems are the acoustic, the phonotactic, and the prosodic. The results are

generally improved with respect to a single system alone. The fusion strategy can

differ. Some authors fuse at the feature level, by concatenating features from different

13
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sources, but the most extended strategy is to fuse at the score level, where two or more

complete LID classifiers belonging to different categories are built, and the scores of

each of those systems are combined in a controlled way.

Other ideas have arisen along the years that could be considered as belonging to

other categories not mentioned above. We will make an extensive review of the litera-

ture in Chapter 3 and analyze the different approaches deeper.

In addition to the previous classification, LID systems can also be grouped in two

categories, depending on the nature of extracted features. We find

• Vector-based methods: every utterance is represented by a set of continuous

vectors. Those vectors are directly used for classification.

• Token-based methods: the speech signal is segmented into a set of discrete units,

like phonemes or Gaussian component indices. The token stream is used to obtain

a model of the frequency of occurrence of tokens and combinations of tokens, like

n-grams counts, that will be used as features. Phonotactic and syllabotactic

systems fall in this category, but they are not the only ones, since there are other

levels of types of information in the speech that could be tokenized, like prosody.

The levels of the features that give rise to the different types of systems presented

above are normally associated to the level of analysis of language [Ambikairajah et al.,

2011], from deeper fields focused primarily on form, and surface fields focused pri-

marily on meaning. In Figure 1.6, the different levels of linguistic structure and the

corresponding LID systems into each category are shown. We have to say that, nowa-

days there are no known systems using semantic information or higher, mainly due to

the complexity that such a system would require.

Although the linguistic levels and the LID system groups are well interconnected,

we think that there are still some overlaps which make this association unclear. Actu-

ally, we have observed that the classification of LID systems matches better with the

prosodic hierarchy theory of prosodic phonology [Selkirk, 1978]. This theory postulates

that syntactic and phonological representations are not isomorphic and that there is a

distinct level of representation called prosodic structure which contains a hierarchically

organized set of prosodic constituents [Elordieta, 2008]. The prosodic hierarchy is the

name for an ordered set of prosodic category types [Selkirk, 2011]. These types develop

a syntactic structure that triggers the phonological rules [Hayes, 1989]. The levels in
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Figure 1.6: LID Systems classification according to linguistic structure - Classi-

fication of LID systems according to the linguistic level they are based on.

prosodic and syntactic hierarchies of speech are shown in Figure 1.7, together with the

corresponding LID approach.

1.2.5 Objective of Part I of the Thesis

In this work, we focus on the acoustic and prosodic categories of LID. The main

contribution of this work is the development and study of LID systems based on i-

Vectors using spectral and prosodic features.

1.2.6 Organization of Part I

The Part I of the Thesis is organized as follows:

• Chapter 3: we make a historical review of the literature in LID.

• Chapter 4: in this chapter, we present the basic architecture of our LID system,

we define the metrics used to report results, and we describe the database used
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Figure 1.7: LID Systems classification according to the prosodic hierarchy

of speech - The essence of this theory is that utterances are phrased and there is no

isomorphic correspondence to syntactic units.

in our experiments.

• Chapter 5: this chapter is dedicated to the description of the evaluation methods

used with the different linear Gaussian models.

• Chapter 6: we report results using acoustic features for LID.

• Chapter 7: we report results using prosodic and formant information for LID.

• Chapter 8: in this chapter, we study the complementarity of acoustic and prosodic

information for LID.

• Chapter 9: we extrapolate our study to other databases by reporting results on

a much larger and standard database like 2009 NIST LRE database; this allows
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us to give general validity to our conclusions.

1.3 Introduction to Intelligibility Assessment of Dysarthric

Speech

1.3.1 Dysarthria

The term dysarthria is used to refer to any of the speech disorders that are due to dis-

turbances in neuromuscular control of the speech mechanism resulting from impairment

of any of the basic motor processes involved in speech production [Darley et al., 1975].

This can affect respiration, phonation, resonance, articulation, and prosody, and can

provoke abnormal characteristics in speech quality and reduced intelligibility. Six ma-

jor types of dysarthria can be found depending on the affected area of the neuromotor

system [Enderby, 2013]:

• flaccid associated with lower motor neurons

• spastic associated with upper motor neurons linked to the cerebral cortex

• ataxic associated with the cerebellum

• hyperkinetic and hypokinetic both associated with the extrapyramidal system

• mixed, which affects more than one of the previous areas.

The prevalence of dysarthria in society is difficult to determine and no exact num-

bers are given in any source of information. One of the most accepted rates indicates

that dysarthria affects to 10 per 100000 people [Enderby and Emerson, 1995]. The

causes of this affection can vary among affected people, and also among the differ-

ent dysarthria types. According to the etiology, dysarthria can be originated by a

vascular disorder, such as traumatic, infectious, neoplastic, metabolic, degenerative,

psychogenic, .... Specifically, for each dysarthria type, the main causes are [González

V. and Bevilacqua R., 2012]:

• Flaccid: stroke, traumatic brain injury (TBI), amyotrophic lateral sclerosis, cen-

tral nervous system (CNS) tumors, neuritis, myasthenic syndromes, and different

muscular dystrophy processes.
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• Spastic: stroke, TBI, demyelinating disease, neoplasia, infections of the CNS,

degenerative diseases, among others.

• Ataxic: stroke, TBI, cerebellar tumors, cerebellitis, among others.

• Hyperkinetic: it can be classified according to the speed of movements. If move-

ments are fast, it is observed with choreas, ballism, Gilles de la Tourette syndrome,

among others. If movements are slow, it is observed in athetosis, dystonia, and

tardive dyskinesia.

• Hypokinetic: Parkinson’s disease is one of the most frequent causes.

• Mixed: it can be caused by any of the causes enumerated in the previous types.

Each dysarthria type can affect to all or some of the main process affected in

communication. The main symptoms in speech of each type are summarized next

[González V. and Bevilacqua R., 2012]:

• Flaccid: breathy, weak voice, with hypernasality and consonant distortion.

• Spastic: voice perceived as strain, harsh, raspy, slow, showing consonant distor-

tion and hypernasality.

• Ataxic: articulation and prosody heavily affected, hypotonia, voice with exagger-

ated stress, monointensity, and consonant distortion.

• Hyperkinetic: as per the previous classification, if movements are fast, the speech

is monotone, with long intervals of sound, and consonant and vocalic distortion,

with a harsh voice, inappropriate silences, excessive loudness variations, and hy-

pernasality episodes. If movements are slow, we fond consonant distortion, strain

and harsh voice, monointensity and monotone.

• Hypokinetic: monotone voice, monointensity, lack of stress, and hypophonia.

• Mixed: voice shows a combination of effects of previous types.
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1.3.2 Intelligibility Assessment of Dysarthric Speech

Intelligibility is defined as the accuracy with which a message is conveyed in Yorkston

and Beukelman [1980], and a measure of how comprehensible a speech message is

according to Wikipedia 1. In Kent et al. [1989], intelligibility is one aspect of dysarthric

people’s ability to communicate, but not the only one. Other aspects are naturalness,

acceptability, and bizarreness. Nonetheless, intelligibility can be considered to be the

one that has the major impact in communication. Speech distortions may exist but

the message still be intelligible.

Our objective is to automatically measure speech intelligibility of dysarthric speak-

ers. Clinical diagnoses of dysarthric speakers have been traditionally conducted by

speech therapists, which means that there is a subjective contribution in the evalua-

tions, resulting in disagreements among experts. Nonetheless, with a small training

time, speech therapists tend to give close ratings. In Beech et al. [1993], the widest

range of score ratings was 15%. In order to remove as much of this subjectivity as

possible, standard methods to assess dysarthria diagnosis have been developed, like the

Dysarthria Profile [Robertson, 1982], the Frenchay Dysarthria Assessment (FDA) [En-

derby, 1983], or the Dysarthria Examination Battery (DEB) [Drummond, 1993]. All of

these contain a section dedicated to rating intelligibility, because the level of intelligi-

bility is an indication of the type of dysarthria, of the degree of the disorder, and of the

relative contribution of the basic physiological mechanisms [Strand, 2004]. The bene-

fits that speech technology brings to speech therapists are objectivity and replication

of the results, and the assessment task would be easier to perform. Consequently, some

implementations of these tests have introduced this type of technology. For example,

in Carmichael [2007] an ASR system was used to rate intelligibility in a computerized

version of the FDA.

One of the major novelties of this work is that the information contained in a

whole utterance (in our case each utterance contains a single word) is compressed

and represented with an i-Vector. As we will see, our i-Vectors are computed from

the acoustic parametrization of the signal, and they capture all kinds of variability

present in the speech. For this problem, we are only interested in intelligibility, and

theoretically, i-Vectors should also contain this information. A similar methodological

1http:en.wikipedia.orgwikiIntelligibility %28communication%29
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approach can be found in Bocklet et al. [2012], but they used GMM supervectors

instead. However, the great dimensionality reduction given by i-Vectors allows us to

build much simpler predictors.

One of the main problems associated to research on dysarthric speech is the scarcity

of data [Green et al., 2003]. Data recording requires several repetitions of words in-

volving difficult movements of the speech articulators, which can be very exhausting

for speakers with some dysarthric conditions. Also, it is of crucial importance the good

quality of intelligibility labels, with high inter- and intra-speaker agreements, since

those labels are the ground truth to be predicted by our automatic system. In this

Thesis, we work on the Universal Access Speech (UASpeech) database [Kim et al.,

2008], where different types of recordings belonging to 15 dysarthric speakers with dif-

ferent degrees of intelligibility are available. Given the limited number of speakers, the

experiments conducted in previous studies on this database [Falk et al., 2011, 2012;

Christensen et al., 2012; Paja and Falk, 2012; Mart́ınez et al., 2013a] used data from

the test speaker during training (naturally, data not seen in training). This would

correspond to a scenario where the users of the assistive technology application were

known in advance, and therefore, data of the final users could be pre-collected to build

the system. However, although this is common in real life, it is not always the case,

and there are occasions in which we do not know who will use the system. This opens

a window to a more general situation in a clinical environment, where we would desire

one single application valid for everyone. Our study gives a step forward in this di-

rection and compares the cases where we have and where we do not have information

available for training of the patient whose intelligibility will be assessed.

1.3.3 Automatic ASR Accuracy Prediction for Dysarthric Speakers

Additionally, the system is also trained to predict the Accuracy given by an ASR when it

is used by dysarthric speakers. We realized that the same architecture designed to assess

intelligibility could be directly used to predict the performance of such system, and that

i-Vectors would also capture the information needed to make those predictions. ASR

has a high potential to be used by clinicians as an assistive technology for dysarthric

speakers, and if we were able to obtain a confidence measure of the recogniser, uptake

rates would increase and health related costs would diminish [Mengistu et al., 2011].

People with dysarthria have, in many occasions, limited range of movements, and it
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1.3 Introduction to Intelligibility Assessment of Dysarthric Speech

can be difficult for them to press the keys of a keyboard or move the mouse to use

a computer. ASR is an ideal human-computer interaction solution to overcome these

problems.

1.3.4 Organization of Part II

The Part II of the Thesis is organized as follows:

• Chapter 11: we review the literature about intelligibility assessment of dysarthric

speakers, and we cite the most remarkable works on ASR accuracy prediction for

dysarthric speech.

• Chapter 12: we present the experimental setup, including databases used in our

experiments and application evaluation metrics.

• Chapter 13: the system architecture is described.

• Chapter 14: the experiments for intelligibility assessment and ASR accuracy pre-

diction are detailed, including regression and classification approaches.

• Chapter 15: the goodness of the iVectors for intelligibility assessment is analyzed.

• Chapter 16: the conclusions of the work are drawn and discussed.
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2. LINEAR GAUSSIAN MODELS

In this chapter, we explain the training process of the most relevant linear Gaussian

models in our work, from PCA to i-Vectors. Additionally, Appendix A contains most

of the formulas to compute the parameters of these models. We will refer to them along

the text as necessary.

2.1 Principal Component Analysis

2.1.1 Introduction

PCA [Pearson, 1901; Hotelling, 1933; Jolliffe, 2002] can be considered to be the first and

most basic technique using the concept of subspace. PCA is a dimensionality reduction

technique, which finds the orthogonal directions with highest variance in the data, or

in other words, the most informative directions. These directions are named principal

components (PCs). By projecting the data into the directions with highest variance, a

compressed data representation with minimal loss of information is obtained. If most

of the variance is concentrated in a reduced set of dimensions, we can achieve very good

compression rates. However, PCA is only suited for Gaussian data, and it fails in other

cases. In short, PCA looks for:

• Directions with maximum variance (maximum information of the data).

• Orthogonality (no redundant information in the components).

In Figure 2.1 we show a 2-dimension example with PCA applied over Gaussian

data. In Figure 2.1a, we have the original 400 data points (blue points), with sample

covariance matrix Co =
[

1.27 0.30
0.30 0.33

]
, generated from a distribution N(0,Σ), with Σ =[

1 0.5
0.5 0.6

]
. As we can see, the PCs (black arrows) point in the directions of maximum

variance. We perform a lossy compression (red points) by projecting the data into the

main PC. The loss depends on the variance in the removed dimension. We can also

see that the covariance becomes diagonal if we project the data into the two PCs, what

corresponds to a rotation. This is represented in Figure 2.1b, and Cx =
[

1.36 0
0 0.24

]
.

2.1.2 Limits of PCA

In Section A.1.1 of Appendix A, we present a mathematical formulation of PCA. As we

can see, PCA is based on second order statistics of the data. If data are not completely
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(a) PCA for data compression. PCs

(black) point in the directions of maximum

variance. Original data (blue) projected

into the main PC (red).

−4 −2 0 2 4
−4

−3

−2

−1

0

1

2

3

4
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(b) PCA for data rotation. If we keep

the 2 dimensions, the effect is a rotation,

and the PCs are aligned with the coordi-

nate axes.

Figure 2.1: PCA with Gaussian data.

described by second order statistics, PCA will fail. The data in the example of Figure

2.1 were Gaussian distributed, and Gaussian data are completely described by second

order statistics. However, see the example of Figure 2.2, which shows a case with non-

Gaussian data. In Figure 2.2a, we can see the original space (blue points) with the PCs

(black arrows), and the projected points into the main PC (red points). It is obvious

that the compression in this case is very bad, and there is a big loss of information.

In Figure 2.2b we have the same data after a rotation using the two PCs. Clearly, we

can see that the directions with the highest variance are not orthogonal, and the PCs

do not point in those directions. The reason is that for non-Gaussian cases, we need

higher order moments, not captured with the covariance matrix, to explain the data.

If we use PCA to reduce dimensionality in these cases, a lot of information will be lost.

There are other techniques to cope with such cases, as independent component analysis

(ICA)[Comon, 1991], but this is out of the scope of this Thesis.
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(a) PCA compression with non-

Gaussian data. The compressed version

(red) of the original data (blue) using the

PC (black) with highest variance is very

lossy.
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(b) PCA rotation with non-Gaussian

data. PCs do not point in directions

of maximum variance, because such direc-

tions are not orthogonal.

Figure 2.2: PCA with non-Gaussian data.

2.2 Gaussian distribution

The Gaussian distribution is the essence of linear Gaussian models. The mathematical

definition for a D-dimension variable o is

N(o|µ,Σ) =
1

(2π)
D
2 |Σ|

1
2

e−
1
2

(o−µ)ᵀΣ−1(o−µ). (2.1)

, where µ is the mean of the distribution, and Σ is the covariance matrix.

2.3 Probabilistic Principal Component Analysis

PCA is not associated to any probabilistic model. However, a probabilistic formula-

tion of the problem would bring several benefits [Bishop, 2006]. The most remarkable

advantages are

• Enable comparison with other probabilistic techniques.

• Enable application of Bayesian methods.

• Facilitate statistical testing.
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2.3 Probabilistic Principal Component Analysis

• Combination of the model into a mixture of models.

• Treatment of missing data.

• Application of maximum likelihood (ML) for efficient parameter computation.

• Use of class-dependent models for classification tasks.

The probabilistic formulation of PCA is PPCA [Roweis, 1997; Tipping and Bishop,

1999b; Bishop, 2006]. In PPCA, the transformed space is modeled by a hidden latent

Gaussian variable, x, of dimension M , with M ≤ D, and D being the dimensionality

of our observations,

p(x) = N(x|0, I). (2.2)

The observations, o, given the compressed representation of the observations, x,

are expressed as

o = µ+ Wx + ε, (2.3)

where µ is an offset in our observations with respect to the origin, W is a reduced rank

DxM matrix that translates x from its M -dimension subspace to the D-dimension

original space, and ε is an isotropic Gaussian noise, ε ∼ N(0, σ2I). The probability of

the observations given the hidden variable is Gaussian,

p(o|x) = N(µ+ Wx, σ2I). (2.4)

Unlike PCA, where we want to calculate a compressed representation of our obser-

vations, in PPCA the formulation is the other way round. From a generative viewpoint,

we would first sample x to fix the mean of the conditional distribution of o, and then

the value of o would be determined by sampling the resulting conditional distribution.

A good graphical representation of this is given in Figure 2.3 (Figure taken from Bishop

[2006]). To imagine the generation of the density function of o, we can think of a spray

moving through the direction given by W, painting with intensity given by p(x).

To calculate the marginal probability of the observations, we have to apply the sum

rule of probability and integrate out the latent variable, x,

p(o) =

∫
p(o|x)p(x)dx. (2.5)
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Figure 2.3: PPCA - Illustration of the the data generation process in PPCA, with a

two-dimension data space and a one-dimension latent space. An observed data point, o,

is generated by first drawing a value of x, x̂, from its prior distribution, p(x), and then

drawing a value of o from an isotropic Gaussian distribution (illustrated by the red circles)

with mean µ + Wx̂ and covariance σ2I. The green ellipses show the density contours for

the marginal distribution p(o). (Figure taken from Bishop [2006]).

The mean and covariance can be determined as

E[o] = E[µ+ Wx + ε] = E[µ] + WE[x] + E[ε] = µ+ 0 + 0 = µ, (2.6)

cov[o] = E[(o− E[o])(o− E[o])ᵀ] = E[(Wx + ε)(Wx + ε)ᵀ]

= E[Wx(Wx)ᵀ + Wxεᵀ + ε(Wx)ᵀ + εεᵀ]

= E[Wx(Wx)ᵀ] + E[Wxεᵀ] + E[ε(Wx)ᵀ] + E[εεᵀ]

= WE[xxᵀ]Wᵀ + WE[xεᵀ] + E[εxᵀ]Wᵀ + E[εεᵀ]

= WIWᵀ + 0 + 0 + σ2I

= WWᵀ + σ2I = C

(2.7)

And then

p(o) = N(µ,C). (2.8)

Note how the covariance of the data can be modeled by fewer parameters than a full

covariance Gaussian model. Actually, an important utility of PPCA is to reduce the

number of parameters to be trained, what will be very advantageous in case of reduced

training datasets to avoid overtraining.

For a complete model definition we also need an expression for p(x|o). First, we

know that our model is a linear Gaussian model, with o being a linear function of x,
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2.3 Probabilistic Principal Component Analysis

and the covariance matrix, C, being independent of x. Then, it can be shown that

p(x|o) also follows a Gaussian distribution,

p(x|o) = N(x|B−1Wᵀ(o− µ), σ2B−1), (2.9)

with B = WᵀW + σ2I.

One important difference between PCA and PPCA is how the parameters are com-

puted. In PCA, the matrix of basis, W, was computed as the eigenvectors of the

covariance matrix of the original data. In PPCA, the solution for W are also (a scaled

version of) the eigenvectors of the covariance matrix, but we arrive via an ML formu-

lation of the problem. There are two different approaches to reach the ML solution:

direct differentiation of the log-likelihood function and through an iterative process like

the expectation-maximization (EM) algorithm. We describe them in Sections A.2.1

and A.2.2 of Appendix A, respectively.

2.3.1 Comparison of PCA, ML PPCA, and EM PPCA

Interestingly, there can be multiple solutions in ML PPCA depending on the value of

the orthogonal matrix R, defined in eq. (A.7), which, for simplicity, is normally chosen

to be the identity matrix, R = I. In this case, the solutions found by the two methods

point in the same direction, but differ in a scaling factor given by
√
λi − σ2 [Tipping

and Bishop, 1999b]. Observe that in PCA we set the constraint that the basis must

be orthonormal, whereas in ML PPCA, the orthogonal solution arises as a natural

consequence of maximizing the log-likelihood of the data. Meanwhile, in EM PPCA

the same solution is found iteratively, but also with a rotation ambiguity, which in this

case, can not be controlled.

Another point to compare is the way that PCA and PPCA obtain the compressed

representation of the observed data. Although the PCs found by PCA and PPCA

point in the same direction, the compressed representation in PPCA is equal to the

mean of p(x|o), given in eq. (2.9), whereas in PCA it is directly the projection of the

data on the transpose matrix with the eigenvectors of the sample covariance matrix, as

indicated in Section A.1.1. These values are, in general, not the same. The reason is

that PPCA has a probabilistic nature, what involves the consideration of uncertainty,

whereas PCA is a deterministic transform.
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In Figure 2.4 we can see an example with 400 2-dimension points generated from

a distribution N(0,Σ), with Σ =
[

1 0.5
0.5 0.6

]
. The PCA solution is represented in Figure

2.4a. In Figure 2.4b, we have the solution obtained with ML PPCA with a 1-dimension

subspace. Finally, in Figure 2.4c, we have the solution obtained with EM PPCA with 1-

dimension subspace. We can check that the solution found by the three algorithms point

in the same directions, and the PPCA solution is equal to the PCA solution multiplied

by the scaling factor
√
λi − σ2. In Figure 2.4d, we show how the log-likelihood increases

in every iteration, for EM PPCA.

In the case of EM PPCA, we can obtain the same solution as in the ML case, up to

a rotation matrix R. This can be expressed as WEM = WMLR. In the ML approach,

we can explicitly choose R = I, but not in the EM approach. Thus, the solution found

by the EM algorithm for PPCA may be non-orthogonal, due to the matrix R. Let’s

illustrate this with an example. In Figure 2.5, we have an example with 400 3-data

points generated from a Gaussian distribution with mean 0 and Σ =
[ 1 0.5 0.2

0.5 0.6 0.3
0.2 0.3 0.4

]
, where

we only plot the first and second dimensions. The solution given by PCA is WPCA =[ 0.90 0.43 0.10
0.41 −0.73 −0.55
0.16 −0.53 0.83

]
. The ML solution found by PPCA for a 2-dimension latent variable

is WML =
[−1.04 −0.23
−0.47 0.40
−0.19 0.29

]
, and σ2 = 0.14. We can check that eq. (A.7) holds. And

finally, the solution found by PPCA with the EM algorithm is WEM =
[−0.68 −0.82
−0.62 0.03
−0.33 0.12

]
,

and σ2 = 0.14. In Figure 2.5, we can see the basis found by the ML solution in black

(they point in the same direction as the PCA solution), and the basis found by the EM

solution in red. In order to know the rotation matrix, R, responsible for the difference,

we have to know that R is the eigenvector matrix of WEM
ᵀWEM, because

WEM
ᵀWEM = RᵀWML

ᵀWMLR = Rᵀ(LM − σ2I)R (2.10)

where we have used the relationship in eq. (A.7). In our example we obtain that

the eigenvectors of WEM
ᵀWEM are R = UM =

[
0.79 0.61
−0.61 0.79

]
, which is our rotation

matrix, as can be checked if we solve the problem WEM = WMLR. It corresponds to

a rotation of 37.7◦.

32



2.3 Probabilistic Principal Component Analysis

−4 −2 0 2 4
−2

−1

0

1

2

3
Original Data with Principal Components found with PCA

(a) PCA. PCs defined by W =[
0.96 0.30
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, with eigenvalues 1.32 and

0.24, for each column respectively.
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(b) ML PPCA. The solution is W =[
1.00
0.31

]
and σ2 = 0.24.
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(c) EM PPCA. The green point indi-

cates the initial value given to W, the red

arrow is the result after 50 iterations, and

the black arrows are the intermediate it-

erations. The final subspace is defined by

W =
[
1.00
0.31

]
and σ2 = 0.24.
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Figure 2.4: Comparison between PCA and PPCA.
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Figure 2.5: Solutions found by ML and EM PPCA - The original data has 3

dimensions, and the latent subspace has 2 dimensions. The W found by ML PPCA (black)

is rotated by 37.7◦ with respect to the W found by EM PPCA (red).

2.4 Factor Analysis

FA [Spearman, 1904; Rubin and Thayer, 1982; Bartholomew et al., 2011] is also a linear

Gaussian model, where the relationship between observed and latent variables is

o = µ+ Wx + ε. (2.11)

The prior distribution of the hidden variable is

p(x) = N(x|0, I). (2.12)

The main difference between FA and PPCA is in the modeling distribution of the noise

variable, ε. In FA, the marginal noise distribution of the noise variable is

p(ε) = N(ε|0,Ψ), (2.13)

where Ψ is a diagonal matrix, but not isotropic Then, the conditional probability of

the observations given the hidden variable is

p(o|x) = N(o|µ+ Wx,Ψ), (2.14)

and the marginal distribution of the observations is

p(o) = N(o|µ,C), (2.15)
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Figure 2.6: FA - Illustration of the the data generation process in FA, with a two-

dimension data space and a one-dimension latent space. An observed data point, o, is

generated by first drawing a value of x, x̂, from its prior distribution, p(x), and then

drawing a value of o from an diagonal Gaussian distribution (illustrated by the red ellipses)

with mean µ+Wx̂ and covariance Ψ. The green ellipses show the density contours for the

marginal distribution p(o). (This Figure is an adaptation of Figure 2.3 to the FA case.)

with C = WWᵀ + Ψ. The consequence is that FA makes distinction between vari-

ance and covariance, whereas PPCA, as we saw, does not. In FA, the first therm in

the covariance, WWᵀ, models the correlations among different dimensions, while the

second term, Ψ, models the variance of each individual dimension. The columns of W

are called factor loadings and and the diagonal elements of Ψ are called uniqueness.

For each data point, the role of the hidden variable is to capture the correlation among

different dimensions.

In Figure 2.6 we have a graphical view of the generative process of FA. In this case

and unlike PPCA, when we select a vector x, the covariance of the resulting distribution

is diagonal but not necessarily isotropic. We can consider PPCA as a particular case

of FA, where this covariance has all diagonal elements equal.

The EM derivation of FA can be found in Section A.3.1 of Appendix A.

2.5 Gaussian Mixture Model

The previous models are useful when data are unimodal. However, there are many

real cases where the distribution of the data is more complicated, and several modes

appear. For such cases, we need mixtures of the previous models that capture multi-

modality in data. The most known multimodal distribution is the GMM. A GMM is

a parametric density function represented as a weighted sum of Gaussian component
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densities [Reynolds and Rose, 1995]. It is considered as a generalization of linear Gaus-

sian models because it is a combination of linear Gaussian models. In this work, we

assume that every observation is generated by one of the Gaussians of a mixture, thus

every observation comes from a linear Gaussian model.

The mathematical formulation of a GMM distribution for a D-dimension continuous

variable o is

p(o|Θ) =
K∑
k=1

ωkN(o|µk,Σk), (2.16)

where K is the number of Gaussian components in the mixture, Θ = {ω, µ,Σ} are the

model parameters collectively represented, ωk, µk and Σk are the weight, mean and

covariance matrix associated with component k, respectively, and the weights satisfy

the constraints ωk ≤ 0 and
∑K

k=1 ωk = 1.

For maximization, it is usually more convenient to use the logarithm of the like-

lihood or log-likelihood instead of the likelihood. The reason is that the product of

very low probabilities can underflow the numerical precision of the computer, and the

computation of sums of log probabilities instead of product solves this problem. The

logarithm function is monotonic, so the final result will be the same. The logarithm of

function 2.16 for a dataset O of N points is given by

ln p(O|Θ) =

N∑
n=1

ln{
K∑
k=1

ωkN(on|µk,Σk)}, (2.17)

The ML training of this model has no closed-form solution and it must be performed

iteratively. Normally, the EM algorithm is used. As we know, the objective of a

ML formulation is to find the parameters Θ that maximize the likelihood function.

The logarithm in formula 2.17 acts on the summation over k and not directly on the

Gaussian. Setting the derivatives to zero will not obtain a closed-form solution for the

calculation of the parameters. The full derivation of the EM algorithm for GMM can

be consulted in Section A.4.1 of Appendix A.

2.6 Mixture of PPCAs

The nice properties of PPCA explained in previous sections can be applied to mixture

models. Such a model is known as MPPCA [Tipping and Bishop, 1999a]. In MPPCA

the components of a GMM are modeled according to the PPCA model defined in eq.
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(2.3). The PPCAs of each component are independent one of each other. The same

properties of PPCA hold locally for each PPCA in the mixture.

Now, the generative model requires the random choice of a Gaussian component

according to the proportions given by ω, as defined for a GMM, and then sampling

from the distributions of the hidden variable x, and from the noise variable ε. However,

the parameters µk, Wk, and σ2
k are component-dependent. In short, there is a different

subspace for each Gaussian component. So, the model is the same defined by eq. (2.16),

but with the covariance structure given by

Σk = WkW
′
k + σ2

kI. (2.18)

Unlike PPCA, the training of MPPCA can only be done with an iterative algorithm

like the EM algorithm. We have to maximize the objective function of a GMM but with

the covariance structure presented before. In this case, we have to include two hidden

variables into the EM objective function, z, that accounts for the Gaussian component

that generates the data, and x, that indicates a point in the subspace. The result is

that for each Gaussian component, we will obtain a different PPCA model. In Section

A.5.1 of Appendix A, we summarize the EM algorithm for MPPCA.

2.7 Mixture of FAs

The MFA [Ghahramani and Hinton, 1996] is a GMM where each Gaussian component

is modeled with FA. It is similar to MPPCA, but instead of PPCA, FA is used within

each component, and therefore, the covariance matrix of the noise variable is diagonal

instead of isotropic. The covariance matrix in Gaussian component k is

Σk = WkW
′
k + Ψk. (2.19)

The model parameters are estimated with the EM algorithm. We summarize the E and

M steps in Section A.6.1 of Appendix A.

2.7.1 Comparison of Mixture Models

In this section, we see how the different methods presented above differ in practice.

First, we show the graphical models of GMM and the associated subspace methods.
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zn

N on

(a) Graphical model of a GMM. The

unobserved variable zn determines the

Gaussian component that originates the

observed variable on at time n.

zn

N

xn

on

(b) Graphical model of MPPCA or

MFA. We have two unobserved vari-

ables. zn determines the Gaussian compo-

nent that originates the observed variable

on at time n. xn is the low dimension rep-

resentation of on.

Figure 2.7: Graphical models of GMM without or with subspace modeling.

As we can see in Figure 2.7, the only difference introduced in the subspace methods

compared to GMM is the addition of an unobserved continuous latent variable.

In Figure 2.9, we present a simple example with data coming from 8 clusters with

different covariance matrix around the origin of coordinates. Each cluster is represented

with an ellipse of a different color. From each of them, a total of 35 2-dimensional points

were generated. We trained 5 mixture models: an isotropic GMM, a diagonal GMM,

a full covariance GMM, an MPPCA, and an MFA. The latent variables in MPPCA

and MFA were 1-dimensional. The training was done by running 50 iterations of EM

algorithm. First, we can see that the simplest models with fewer number of parameters,

the isotropic and diagonal GMMs, clearly do not capture the correlations in the data.

The other three do capture correlations. In Figure 2.8, it is shown the log-likelihood of

each model at each iteration of training. Each model was initialized with the parameters

estimated for the previous model. The maximum log-likelihood on training data was

obtained with the full covariance GMM. The gap at the beginning of the MPPCA

model is due to the initialization of the subspace. Then, we generated another set of

test data not seen during training, from the same models as the training data. The

total log-likelihood obtained by each of the models on the test data is given in Table

2.1. We can see that the maximum log-likelihoods were obtained with MPPCA and

MFA, although their log-likelihoods on training data were lower than the log-likelihood

obtained by the full covariance GMM. The reason is that subspace models contain fewer
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Isotropic Diagonal Full Covariance MPPCA MFA

-6270.9 -6259.3 -6199.3 -6197.3 -6199.0

Table 2.1: Log-likelihood for different mixture models - Log-likelihood over test

data obtained with the isotropic GMM, diagonal GMM, full covariance GMM, MPPCA,

and MFA.
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−1460
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−1430

−1420

−1410

−1400

−1390

−1380

Iterations

LL
K

Isotropic

Diagonal

Full GMM MFAMPCCA

Figure 2.8: Log-likelihood on training data obtained by different mixture mod-

els - The log-likelihood is shown for each mixture model: isotropic, diagonal, full covariance

GMM, MPPCA, and MFA. 50 iterations were run for training each model. Each model was

initialized with the one on the left. The gap between full covariance GMM and MPPCA

is due to the MPPCA subspace initialization.

number of parameters, and avoid overtraining, especially when the training dataset is

small.

2.8 Maximum A Posteriori Adaptation

Before Patrick Kenny presented JFA in 2004 [Kenny and Dumouchel, 2004], he inves-

tigated other MAP [Gauvain and Lee, 1994] methods for speaker adaptation. We will

review the main ideas behind those methods for a better understanding of JFA. In fact,

JFA can be considered to be the union in a single algorithm of up to three MAP adap-

tations. The main difference among the different MAPs is that they model different

aspects of the speech signal, and they capture different correlations among data.

The first method he investigated was eigenphone MAP [Kenny et al., 2000, 2004].
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(a) Isotropic covariance GMM. Final

isotropic GMM obtained in training.
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(b) Diagonal covariance GMM. Final

diagonal GMM obtained in training.
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(c) Full covariance GMM. Final full

covariance GMM obtained in training.
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(d) MPPCA. Final MPPCA obtained in

training. Arrows point in the direction of

the subspaces.
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(e) MFA. Final MFA obtained in train-

ing. Arrows point in the direction of the

subspaces.

Figure 2.9: Gaussian mixture models trained with different covariance

structures: isotropic, diagonal, full, MPPCA, and MFA.
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The key assumption of this method is that the speakers of the database are corre-

lated whereas the components of the mixture are statistically independent. If D is the

dimension of the features and S is the number of speakers, there exists a symmetric

matrix, K, of size SDxSD that collects the correlations among speakers, and will allow

combining data from all of them to create speaker adapted models. This matrix is

called the speaker correlation matrix. The rationale behind this method is that, if we

have a GMM universal background model (UBM) that models all the speakers, with

mean µk and covariance Σk for Gaussian component k, an observation o generated by

component k and speaker s can be expressed as

o = µk + Msk + ε, (2.20)

where Msk is Gaussian distributed with mean M̃sk and covariance K̃ss, and ε is Gaus-

sian with mean 0 and covariance Σk. These mean and covariance are the parameters

of the posterior distributions for speaker s given the data of all the speakers, and if Sok

is the concatenation of the first order statistics of the observations around µk of all the

speakers, the posterior parameters, concatenated for all the speakers, can be calculated

as

M̃k = KkL
−1
k Σ−1

k Sok (2.21)

K̃k = KkL
−1
k , (2.22)

with Lk = Σ−1
k NkKk + I, and Nk is the concatenation of the zeroth order statistics of

all the speakers in the database for component k in matrix form. As we can see, these

parameters depend on all the speakers of the database.

The dual of this model is called eigenvoice MAP [Zavaliagkos et al., 1995; Kuhn

et al., 1998; Kenny et al., 2000, 2002, 2005]. In this method, speakers are statistically

independent, and Gaussian components are correlated. If M0 is the concatenation of

the means of all the components of the UBM, the model of speaker s can be expressed

as

Ms = M0 + Vys, (2.23)

where ys is a hidden variable with standard normal distribution. The premise is that

speaker information is low-dimensional.
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The posterior distribution of Ms given the data can be expressed as

M̃s = M0 + Vl−1
s VᵀΣ−1Ss, (2.24)

B̃s = Vl−1
s Vᵀ, (2.25)

where ls = I + VᵀΣ−1NsV. Ns is the concatenation of the zeroth order statistics

of all the Gaussian components for speaker s, and Ss is the concatenation of the first

order statistics of all the Gaussian components for speaker s. As we can see, for each

speaker, the posterior distribution parameters depend on the data of that speaker in

all components.

Then, suppose that o follows a GMM distribution, where each component k has

mean Mk0 and covariance Σk. If we know that an observation has been generated by

speaker s and component k, we can express

o = Mks + ε (2.26)

with ε following a normal distribution with mean 0 and covariance Σ. Then, the

posterior probability of o given the speaker s, has a mean equal to M̃sk, and a covariance

equal to B̃ks + Σk.

He investigated a third MAP model to adapt the channel. It is analogous to the

eigenvoice model, but with the channel playing the role of the speaker. It is known as

eigenchannel MAP [Kenny et al., 2003, 2007]. The premise is that channel information

is also low-dimensional. In eigenchannel MAP, once you have a model for speaker

s, as the once given by eq. (2.26), you proceed to adapt the channel. If M̃s is the

concatenation of the means of all the Gaussian components of the posterior distribution

for speaker s, the model that considers the channel effect can be expressed as

M̃sc = M̃s + Ux, (2.27)

where x is a hidden latent variable with standard normal distribution, and U is a low-

rank matrix spanning the channel subspace. The mathematical formulation is similar

to eigenvoice MAP, but now the initial model can be the speaker adapted model (note

that being adapted to a speaker is not a requirement), and we look for the channel

adapted model for speaker s. As in eigenvoice MAP, it exploits correlations among

different Gaussian components, but now assuming that channels are independent.
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2.9 Tied Factor Analysis

N on

xn

(a) Graphical model of FA. The unob-

served variable xn is the reduced version of

on at time n.

N on

x

(b) Graphical model of TFA. The un-

observed variable x is tied to theN samples

of the observed variable O = o1...oN.

Figure 2.10: Graphical models of FA and TFA.

2.9 Tied Factor Analysis

Tied factor analysis (TFA) was first introduced for a face recognition task [Prince et al.,

2008]. It follows the same foundations than FA but with a stronger constraint over the

hidden variable. In TFA, the hidden variable x is forced to be the same over a set

of data points. The physical meaning is that this set of points has one commonality

underlying in their generation process. For example, we may want all the samples in a

file to share the hidden variable because they were transmitted over the same channel,

or even we may want that all the samples belonging to a set of files generated by the

same speaker share the hidden variable. In fact, we can think of as many meanings

for the hidden variable as aspects labeled in our database are available. In short, the

hidden variable is used to model a specific aspect of the data: the speaker, the channel,

the face, etc. Now, our linear Gaussian model formula for FA seen in eq. (2.11), and

consequently, the probability of our observations given the hidden variable seen in eq.

(2.14), acquire a new utility. TFA can be used as a MAP technique to adapt a universal

model with mean µ to a specific aspect of the speech captured by the hidden variable

x. For clarity, we present the graphical models of FA and TFA in Figure 2.10.

In Figure 2.11, we see an example of TFA with 2-dimension Gaussian data and a

1-dimension hidden subspace. The points in different colors belong to different files.

The hidden variable models the channel and therefore it is tied to all the data points

within a file. The subspace points in the direction where the files are aligned, although

the sign of the subspace is not important (a valid solution would be to multiply by −1

the obtained solution). A specific value of the hidden variable, x, will fix the mean of
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the model that generated the data along the subspace pointed by the red arrow, and

the points of the corresponding file would be around such mean.

−8 −6 −4 −2 0 2
−1.5

−1

−0.5

0

0.5

1

1.5
Data Space and TFA

Figure 2.11: TFA - 2-dimension example of TFA with a 1-dimension subspace. The

hidden variable models the channel and it is tied to all data points within a file. All the

points in the same color belong to the same file.

The mathematical formulation is relegated to the next section, where we explain

TMFA, the mixture approach of TFA. As it happens in all the the relationships between

single Gaussian and mixture of Gaussians models, TFA can be considered as a special

case of TMFA. This concept could be also applied for PPCA, but we do not give the

details for it in this Thesis.

2.10 Tied Mixture of Factor Analyzers

TMFA [Kenny et al., 2004; Miguel et al., 2014] is the multimodal version of TFA.

It is related to MFA but the hidden variable is tied to a set of data points. Tying

the hidden variable allows us to capture the correlations among different Gaussian

components. Thus we learn how the points generated by a given Gaussian component

are distributed, if we know their distribution in the rest of Gaussian components. As

in TFA, the hidden variable can learn one underlying aspect of the speech, like the

speaker or the channel, and be used to adapt a universal model to a specific scenario,

but in addition, multimodality is considered. Unlike MFA, the sign of each subspace is
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important, because it is related with the signs of the rest of subspaces. In MFA, we can

change the sign of any subspace and obtain the same model, because they only have a

local meaning. However, in TMFA, if we change the sign of any subspace we will not

obtain the same solution. A valid solution would be obtained by changing the sign of

all the subspaces simultaneously.

In this section we present the exact formulation of TMFA. However, the obtained

solution is infeasible for real cases due to the required computational load. This model

was first introduced with some approximations to make it tractable with the name

of JFA [Kenny and Dumouchel, 2004; Kenny, 2006; Kenny et al., 2007]. JFA was

an evolution of the MAP techniques presented in Section 2.8. Initially, it contained

up to three hidden variables, two of them to model the speaker, and one to model

the channel. Later, it has been used for many other problems, like LID, with different

number of hidden variables [Castaldo et al., 2007b; Hubeika et al., 2008; Campbell et al.,

2008; Brümmer et al., 2009; Verdet et al., 2009; Jancik et al., 2010]. Recently, other

approximations, more accurate than JFA, have been presented with success [Miguel

et al., 2014]. Given the importance of JFA in this Thesis, it will be presented separately

in Section 2.11.

In TMFA, an observation at time n generated by component k can be expressed as

on = µk + Wkx + εk. (2.28)

We can see the graphical model in Figure 2.12a. In Figure 2.12b we can also see its

expanded version. Unlike MFA, whose graphical model is shown in Figure 2.7b, where

each data point has an associated hidden variable, TMFA has a hidden variable which

is common to a set of N data points.

2.10.1 Exact Calculation

Observe the difference between the graphical models of TMFA in Figure 2.12, and the

graphical model of MFA in Figure 2.7b. In TMFA, the whole sequence of N observed

variables, O = o1...oN , depends on the same hidden variable, x, and hence, they are

not independent of each other unless x is known. Thus we have to model the whole

sequence of observations together and capture the correlations of the observed variables

at different times n. This is achieved by modeling the concatenation of all the observed
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(a) Graphical model of TMFA. The

hidden variable, x, is common to a set of

N data points.

z1

o1

x
z2

o2

zN

oN

(b) Expanded graphical model of

TMFA. We see that N observations de-

pend on the same hidden variable x.

Figure 2.12: Graphical model of TMFA in short and expanded notation.

variables as a single vector Ō = [o1; ...; oN ] [Miguel et al., 2014]. From now on, we will

call supervectors to the concatenation of vectors. To compute the marginal distribution

of O, we have to integrate out the hidden variable, which follows a standard normal

distribution, and the sequence of indicator variables Z = z1...zN . Then

P (Ō) =

K∑
s1=1

...

K∑
sN=1

∫
p(Ō,x, z1 = zs1 , ..., zN = zsN )dx

=
K∑

s1=1

...
K∑

sN=1

∫ ∏
n

p(on|x, zn = zsn)p(zn = zsn)p(x)dx

=

K∑
s1=1

...

K∑
sN=1

ωs1 ...ωsNN(Ō|µ̄s, Σ̄s),

(2.29)

where s is an integer from 1 to KN that identifies the current sequence of Gaussian

indices s1, ...sN , sn indicates the active Gaussian component of sequence s at time n,

K is the number of Gaussian components, p(zn = zsn) indicates the probability that

Gaussian component sn is active at time n, also indicated as p(zsn = 1), µ̄s is the

concatenation of the means of Gaussian components indicated by s, Σ̄s is a DNxDN

matrix with the following structure

Σ̄s = W̄sW̄
ᵀ
s + Ψ̄s, (2.30)

where W̄s = Wᵀ
s1 ...W

ᵀ
sN is the concatenation of matrix subspaces corresponding to the

index combination s, and Ψ̄s is a very large diagonal matrix whose nth diagonal block

is Ψsn , and the off-diagonal blocks are set to 0. In order to keep notation uncluttered,

we express it as

P (Ō) =

KN∑
s=1

ω̄sN(Ō; µ̄s, Σ̄s), (2.31)
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Figure 2.13: Example of TMFA - TMFA modeling two clusters of data. This models

is able to learn correlations among different Gaussians. See the subspaces spanned by the

arrows. In the lower part of the arrows we find dark blue, red, green and black points in

the two components, while on the top part we find yellow, cyan, pink, and another set of

black points in the two components.

where now s goes through all possible KN permutations of Gaussian indices, and ω̄s

is the product of Gaussian weights corresponding to the combination s. As per eq.

(2.31), the model is equivalent to a mixture of factor analyzers with KN components.

The model parameters must be computed with an iterative process, like the EM

algorithm presented in Section A.7.1 of Appendix A.

2.10.2 Example

In Figure 2.13, we have an example of TMFA, with J = 5, Nj = 10, K = 2, and

we have run 10 iterations of the EM algorithm. We have artificially created 10 data

points for each file j, where the points of each file are printed in a different color. The

data are 2 dimensional, whereas the dimension of the hidden variable, x, is 1. Unlike

MFA, where we obtained a subspace for each component pointing in the directions of

maximum variability, and the model only captures correlations among points generated

by the same Gaussian component, in TMFA, the model learns correlations among

points generated by different Gaussian components. See for example the blue points

in the Figure. They are on the bottom of the arrow in both Gaussians. Or the yellow
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points, which are on top of the arrow. The hidden variable in the blue points is

always low, while in the yellow points is always high. The reason is that the model

has learnt the correlations among points generated by different Gaussian components.

The correlation among points of Gaussian component k = 1 will be given by W1W
ᵀ
1,

whereas the correlations among points of Gaussian components k = 1 and k = 2 will

be given by W1W
ᵀ
2. Now, the subspaces can not be considered only locally, and they

must be considered globally. We can see that, unlike MFA, the sign of the subspace is

important. As we said at the beginning of this section, only changing the sign of all

the subspaces simultaneously would give an equivalent solution.

2.11 Joint Factor Analysis

One interesting approximation to avoid the full computation of the KN Gaussian com-

binations over a file was introduced in Kenny and Dumouchel [2004] with the name

of JFA. It was designed as a MAP adaptation that included two hidden variables to

model the speaker and one hidden variable to model the channel, but addressed from

a FA perspective.

The main simplification made by JFA is that the Gaussian posteriors are known in

advance. They are given by a previously trained GMM, the UBM. This means that

we know beforehand which Gaussian component generated each data point. So, we

reduce the KN possible permutations in the likelihood function of TMFA in eq. 2.31 to

only one. However, the assignments are soft. Hence it is assumed that all the Gaussian

components partially contribute to the generation of each data point, and not only one.

Suppose that our D-dimension vector of N observations, O = o1...oN can be

modeled by a GMM distribution with K components, with weights ω1, ..., ωK , means

µ1, ..., µK , and covariance matrices Σ1, ...,ΣK . This distribution is the UBM. The

means can be concatenated to build a single supervector, µ = [µᵀ1, ..., µ
ᵀ
K ]ᵀ, with di-

mension KD. The analogous covariance supermatrix would be block-diagonal with 0s

in the off-diagonal entries,

Σ =


Σ1 · · ·

...

Σ2 .... . .

· · · ΣK

 . (2.32)
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In JFA, we suppose that the concatenated vector of means, M, can be factorized as

follows, if we know the hidden variables y, x, and z,

M = µ+ Vy + Ux + dz, (2.33)

where y, x, and z, are standard normal distributed of dimension My, Mx and KD,

respectively, V and U are low rank matrices of dimensions KDxMy and KDxMx, re-

spectively, and d is a diagonal matrix of size KDxKD. The term Vy was introduced

to model speaker information keeping the properties of eigenvoice MAP, which allows

fast adaptation to speakers; the term dz was introduced to model speaker information

not modeled with the term Vy, and it conserves the properties of classical MAP [Gau-

vain and Lee, 1994]; and the term Ux was introduced to model channel information

keeping the properties of eigenchannel MAP. The matrices V, U and d are also known

as factor loading matrices, while the hidden variables are also known simply as factors,

in this case speaker and channel factors.

One important difference between eigenchannel MAP and JFA is that, in the first,

the utterances of a given speaker are treated as statistically independent, whereas in the

second, they are not independent. JFA computes the speaker and channel subspaces

jointly, whereas in eigenchannel MAP, the speaker model (including speaker subspace

if it exists), and the channel subspace was calculated over the speaker model. In this

Thesis, we will use JFA for LID, with only one subspace to model the channel. Hence,

it can also be considered to be an eigenchannel model, and in the first investigations

the eigenchannel nomenclature was adopted [Castaldo et al., 2007c; Hubeika et al.,

2008; Matejka et al., 2008], but the name of JFA has eventually been preferred by the

community, probably due to the influence of speaker recognition investigations. Thus,

from now on we will only focus on the case with one hidden factor where the mean

supervector given x is expressed as

M = µ+ Ux. (2.34)

As x will be different for each utterance, we can say in practice that each utterance is

generated by a different GMM.

In the case of LID (it could be applied straight forward to any other classification

problem by changing the labels of the languages by the labels of the classes of the
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corresponding problem), each language is modeled by a different JFA model. The

supervector of means for language l, Ml(j), is

Ml = µ+
Fl − µNl

(r + Nl)
+ Ux = tl + Ux, (2.35)

where r is the relevance factor which controls the weight that the UBM and the new

data have on the model, and

tl = µ+
Fl − µNl

(r + Nl)
. (2.36)

In practice, x will be different for each utterance j, and is equal to the mean of its

posterior distribution given the observed data, as given by eq. (A.71) of Appendix A.

Therefore, Ml is also different for each utterance, as stated above. We introduce now

some statistics calculated over the UBM. First, the vector of zeroth order statistics for

the Nj observations of utterance j, O(j) = o1(j)...oNj (j), for component k, is defined

as

Nk(j) =

Nj∑
n=1

γjn(zk), (2.37)

where γjn(zk) was defined in A.22. The vector of first order statistics for component k

is defined as

Fk(j) =

Nj∑
n=1

γjn(zk)on(j). (2.38)

Finally, the vector of second order statistics for component k is defined as

Sk(j) =

Nj∑
n=1

γjn(zk)on(j)on(j)ᵀ. (2.39)

These statistics can be expressed in the form of supervectors to include all Gaussian

components as

N(j) = [N1(j) ·
D︷ ︸︸ ︷

[11...11]′;N2(j) ·
D︷ ︸︸ ︷

[11...11]′; ...;NK(j) ·
D︷ ︸︸ ︷

[11...11]′], (2.40)

F(j) = [F1(j); F2(j); ...; FK(j)]; (2.41)

S(j) =


S1(j) · · ·

...

S2(j) .... . .

· · · SK(j)

 . (2.42)
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Then, the global zeroth, first, and second order statistics for each language, for com-

ponent k, are

Nlk =
∑
j∈l

Nk(j), (2.43)

Flk =
∑
j∈l

Fk(j), (2.44)

Slk =
∑
j∈l

Sk(j), (2.45)

and to indicate the global supervector of zeroth, first, and second order statistics for

language l including all Gaussian components, we use the following notation,

Nl = [Nl1 ·
D︷ ︸︸ ︷

[11...11]′;Nl2 ·
D︷ ︸︸ ︷

[11...11]′; ...;NlK ·
D︷ ︸︸ ︷

[11...11]′], (2.46)

Fl = [Fl1; Fl2; ...; FlK ]; (2.47)

Sl =


Sl1 · · ·

...

Sl2 .... . .

· · · SlK

 . (2.48)

Also, we define the zeroth, first, and second statistics of the whole database as

Nk =
∑
l

Nlk, Fk =
∑
l

Flk, Sk =
∑
l

Slk. (2.49)

It is important to remark that the fixed alignments given by γ are previously computed

over the UBM, and we use these alignments to compute the statistics. Then, we can

see the UBM as a block that transforms features into sufficient statistics, and these

statistics are the input to the JFA training process. This flow can be schematically

seen in Figure 2.14.

In Figure 2.15, we present a schematic view of the model used in LID. For simplicity

we only show one component of the mixture. The non-compensated mean of the class

l is obtained via relevance MAP from the UBM, tl. To compensate for the channel,

the vector Ux(j) is added to obtain the final mean of the class, Ml(j), for utterance

j. In Figure 2.16, an artificial example of 3 classes is shown. In this case, we also
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Features UBM stats JFA

Figure 2.14: JFA training process flow - Features are used to calculate sufficient

statistics over the UBM. JFA model parameters are computed with supervectors of suffi-

cient statistics.

tl

channel subspaceUx(j)

Ml(j)

m0=(0,0,0)

Figure 2.15: JFA Model - The mean of the model, Ml(j), is a sum of the UBM mean,

the MAP adaptation for the class given by tl, and the channel compensation factor, Ux(j).

have for simplicity a single component of 3 dimensions. The black, blue, and cyan

points are the samples drawn from 3 different classes for x = 0. The yellow, red, and

magenta points are the same samples for different values of x. The green bars show the

direction of the channel subspace. In our example, the channel variability is confined

to a 1-dimension subspace. In Figure 2.17, 2 classes of a 2-dimension JFA model with

1 Gaussian component can be seen, with a 1-dimension channel variability subspace

aligned with the vertical dimension. The example shows that the model is adapted

differently in different utterances. In Section A.8 of Appendix A, we derive the EM

algorithm for JFA, which includes the traditional model estimation by differentiation

of the objective function, and also a minimum divergence (MD) step, an alternative

method to maximize the lower bound of the log-likelihood function, which requires a

change of variable to avoid an overparametrization of the model.
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Figure 2.16: Artificial example of JFA - The blue points are drawn from the model of

class 1 with mean (0, 0, 0), the black points are drawn from the model of class 2 with mean

(2,−4, 6), the cyan points are drawn from the model of class 3 with mean (10,−7,−1).

For the 3 cases, the models are Gaussian distributions with covariance matrix equal to the

identity matrix. The red, yellow and magenta clouds are the same distributions affected

by channel variability x 6= 0. The green bar is the channel subspace, and it indicates where

the channel factor can lie.
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Figure 2.17: JFA in 2D - 2 classes of a 2-dimension JFA model with 1-dimension channel

variability restricted to the vertical dimension.

2.12 Total Variability Subspace: i-Vectors

An i-Vector is a fixed-length low-dimension representation of a speech utterance [Dehak

et al., 2011a]. The first application of i-Vectors was in the field of speaker recognition
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Features UBM stats
JFA front-end

i-Vector Extractor
i-Vector

Figure 2.18: i-Vector training process flow - Features are used to calculate sufficient

statistics over the UBM. JFA model parameters are computed with supervectors of suffi-

cient statistics. Unlike the chart in Figure 2.14, where JFA was our final goal, now JFA is

used as a front-end to extract i-Vectors.

[Dehak et al., 2011a]. The first use in LID was presented by us [Mart́ınez et al., 2011b],

and simultaneously by Dehak et al. [2011b], in Interspeech 2011. The first use in the

processing of pathological voices was also introduced by us in Mart́ınez et al. [2013b,c].

In this section, we present the maths behind the i-Vector approach.

In Dehak [2009], it was shown that speaker information was not completely removed

from the channel subspace in a JFA model with speaker and channel factors. Motivated

by this finding, they redesigned a JFA model with a single factor, which did not collect

a specific aspect of speech, but all possible sources of variability in the data. This was

the reason to name T as the total variability subspace. It is the post-process of i-Vectors

with the appropriate database and file labeling what makes them useful for one task

or another, such as LID or intelligibility assessment. They are versatile features that

can be used for many speech related tasks. The mean supervector, M of this model is

expressed as

M = µ+ Ti, (2.50)

where µ is the mean supervector of the UBM, i is a standard normal distributed hidden

variable tied to all the data points within a file, and T is a low-rank matrix spanning

the subspace where the hidden variable, i, lies. The expected value of the posterior

distribution of the hidden variable, i, is the so-called i-Vector. We want to remark

that one i-Vector represents a single file, has low dimensionality (typically in the order

of hundreds), and it contains all the variability in the data. Hence, JFA can be seen

here as a dimensionality reduction technique that receives as input all features within

a file and returns a single low-dimension vector. In Figure 2.18, we show the flowchart

from features to i-Vectors. It is interesting to see how we have returned to the initial

objective pursued by PCA, but with a much more sophisticated method. The EM

training of the model for i-Vector extraction can be seen in Section A.9 of Appendix

A.
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3. STATE OF THE ART

We revise the most important literature in the field of LID. The structure of this

chapter is chronological. We have divided the time line in periods in which a particular

technology was predominant. We have devised the following periods:

• Period 1973-1992: the Initial Attempts.

• Period 1992-2001: the Phonotactic Era.

• Period 2002-2006: the GMM and SVM Establishment.

• Period 2007-2010: the Factor Analysis Era.

• Period 2011-2014: the i-Vector Era.

• Period 2014-: the Deep Era.

Additionally, we have reflected all the state of the art, from the initial days of LID

to date, in a diagram 3.11. In this diagram, each box represents a single work, in most

cases from one paper or one journal, but sometimes a box can include more than one

paper or journal. The works appear in chronological order, from up to down. Some

works extend for two years, and then the box is longer. There is also a color code.

Blue is used for acoustic or acoustic-phonetic systems, red is used for phonotactic or

syllabotactic systems, yellow is used for prosodic systems, orange is used for lexical

or LVCSR systems, gray is used for raw waveform systems, and white is reserved for

the calibration work of Niko Brümmer. Systems that capture the rhythm in a syllable-

based basis are considered to be prosodic. A syllabic system would be that that extracts

nonprosodic information at the syllable level. Boxes from hybrid works including two

or three systems are painted in the two or three corresponding colors. In the boxes,

the list of authors is complete if there is one or two authors. If there are more than

two authors, only the name of the first appears. Finally, the arrows indicate influence

between two works, and consequently, always go from older to newer investigations.

1We have tried to reflect the most important and relevant works in the history of LID until June

2014, but given the overwhelming amount of publications from the 1970s, specially in the last 15 years,

if some reader notes that some important work is missing, we will appreciate that he/she contacts the

author. We would like to keep this historical review and the diagram of Figure 3.1 as complete as

possible.
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Figure 3.1: State of the art diagram - In this diagram we collect the most relevant works in the

history of LID in chronological order from top to bottom, where each box represents a work. The color

coding shows the category to which the major contribution or contributions of that work belong to.
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3. STATE OF THE ART

3.1 Period 1973-1992: the Initial Attempts

Several features and methods were proposed in this initial experiments in the field of

LID. The main exploited idea was that the speech can be segmented in broad phonetic

units that vary among languages. Thus, approaches using “reference” sounds, syllable

and segment-based information like broad phonetic categories or phones, pitch, formant,

spectral, or raw waveform information, were investigated. Also, different linear and

quadratic classifiers were tried, built with different techniques like polynomials, vector

quantization (VQ), Markov model, hidden Markov model (HMM), GMM, or artificial

neural network (ANN). These systems were the first attempts of acoustic, prosodic, and

phonotactic LID. The main drawbacks at this time were that some of the experiments

were confidential and no deeply explained, and the lack of uniformity in the databases,

which made impossible to do fair comparisons. Another review of this period can be

found in Muthusamy [1992].

The first written reports in the history of LID were carried out by Texas Instruments

from 1974 to 1980 [Leonard and Doddington, 1974, 1975; Leonard, 1980; Muthusamy,

1992]. Their motivation was that languages differ by the frequency of occurrence of

certain sounds or sound sequences. They extracted reference sounds, and the likelihood

of new data over these references was computed. This can be considered as the begin-

ning of the acoustic and phonotactic approaches, because they exploited the similarity

of different spectral references, and the order in which they were found.

In 1977, House and Neuburg made an experiment with text transcriptions [House

and Neuburg, 1977]. They segmented the speech into broad phonetic categories, and

assumed that the sequence of segments obey a Markov model, whose parameters can be

estimated for a given language with sufficient amount of data. No speech was involved

in this experiment, but it was encouraging for the speech community as a motivation

for further research in this direction.

In 1980, Li and Edwards made one of the earliest efforts to develop statistical infer-

ence techniques to discriminate among languages [Li and Edwards, 1980]. Following the

suggestions of House and Neuburg [House and Neuburg, 1977], they employed zeroth,

first, and second order Markov models to classify 6 broad segmental acoustic-phonetic

classes. They defined two systems, one based on segments, and another based on syl-
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3.1 Period 1973-1992: the Initial Attempts

lables. The 6 classes were obtained based on acoustic information, and with Markov

models phonotactic information was also considered in the classification.

An acoustic approach was proposed in 1982 by Cimarusti and Ives [Cimarusti and

Ives, 1982], who developed a polynomial decision function with 100 features extracted

from linear predictive coding (LPC) analysis.

Research on prosodic features was initiated by Foil in 1986 [Foil, 1986]. He intro-

duced rhythm and intonation through pitch and energy contours. He used a quadratic

classifier. He also wanted to capture the frequency of apparition of sounds, and he used

formant frequency values and locations to represent them. As classifier, he used a VQ

distortion measure. The audio was recorded from radio in noisy conditions.

Sugiyama in 1991 proposed two algorithms based on VQ using acoustic features

obtained from LPC [Sugiyama, 1991]. In the first algorithm, he created a codebook for

each target language, and during test, he accumulated the distances of the test features

to each codebook. The language with the lowest accumulated distance was selected. In

the second approach, the difference was that he used a histogram VQ with a universal

codebook.

Neural networks were used for the first time in the works of Muthusamy in 1991

and 1992 [Muthusamy et al., 1991; Muthusamy and Cole, 1991; Muthusamy, 1992].

His works were based on the assumption that each language has a unique acoustic sig-

nature that can be characterized by the waveform, phonetic and prosodic information

of speech. First, he used a neural network to segment the speech into 7 broad pho-

netic categories. Second, he computed prosodic and frequency of occurrence features

within those categories for each utterance. Third, the previous features were the in-

put features to a second neural network that classified the spoken language. This can

be considered the first work including acoustic, phonetic, and prosodic information.

However, the three sources of information were used to segment the data, but for the

language classification step, only phonetic, phonotactic, and prosodic information were

considered.

Nakagawa made an interesting comparison of acoustic classifiers in 1992 [Nakagawa

et al., 1992]. He compared a VQ and a discrete HMM, as discrete classifiers, and

continuous HMM, and GMM, as continuous classifiers. It is notable that he was the

first researcher that used a GMM for LID. GMM was considered to be the output of

an HMM with one state. As features, he used 10 mel-frequency cepstrum coefficients
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3. STATE OF THE ART

(MFCCs) [Davis and Mermelstein, 1980]. The use of HMMs was also proposed by Savic

in 1991 [Savic et al., 1991] for prosodic features, but he did not report results.

The last study in this period was the one of Kwasny in 1992 [Kwasny et al., 1992].

The raw input signal filtered at four bands was the input to a neural network. In

1993, Wu [Wu et al., 1993], and also in 1993, Kwasny [Kwasny et al., 1993], made some

further work based on this. They applied 5 band-pass filters and the outputs were

passed to a recurrent neural network (RNN).

3.2 Period 1992-2001: The Phonotactic Era

This period began with the first attempt to create a common database to ease compari-

son among different works, the OGI multi-language telephone speech corpus (OGI TS)

[Muthusamy and Cole, 1992]. Initially, ten languages composed the corpus: English,

Farsi, French, German, Japanese, Korean, Mandarin, Spanish, Tamil, and Vietnamese.

A few years later, Hindi was added into the corpus. In 1996, NIST organized an LRE

to compare LID system performance under the same conditions at different research

groups [National Institute of Standards and Technology (NIST), 1996].

An this time we can see the birth of very successful ideas used still today, like

parallel phone recognition (PPR), phoneme recognition followed by language model

(PRLM), or parallel phoneme recognition followed by language model (P-PRLM). Most

approaches were based on HMMs with GMMs to tokenize data. Usually, acoustic scores

were given by HMMs, and phonotactics were captured by n-gram models or directly

through the state transitions of HMMs. For acoustic systems, it was observed that

GMMs performed similar than HMMs, so the dynamics of HMM were useless to model

acoustics. Important contributions like binary tree modeling of phonotactics in PRLM

systems or multilingual phoneme recognizers to cover a wide range of phonemes were

from this period. Using n-grams as feature vectors instead of building a language

model (LM) was also proposed in these years, and this approach was integrated in

most phonotactic systems. Also LVCSR was introduced for LID. In this period, the

phonotactic systems were, in general, dominant in LID.

The prosodic works at this time were focused on modeling the pitch and amplitude

contour to capture intonation and stress, and on modeling duration to capture rhythm.

Usually, these features were combined with simple classifiers.
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The first results with OGI TS database were published still in 1992 by Muthusamy

[Muthusamy and Cole, 1992]. He extended his previous work in [Muthusamy et al.,

1992] to a 10 language task.

In 1993, Muthusamy compared three approaches based on acoustic features, broad

category segmentation, and fine phonetic classification [Muthusamy et al., 1993]. For

the acoustic approach, he extracted 8 perceptual linear prediction (PLP) coefficients

[Hermansky, 1990] and averaged them with 7 contiguous regions spanning 171 ms.

In the second approach, 7 broad phonetic categories were created from PLP for each

language, and bigram statistics were created. In the fine phonetic classification, he

first recognized phonemes for each language and then obtained unigram and bigram

statistics. For classification he used a fully-connected feed-forward neural network in

the three cases. The idea resembles PPR but with a final neural network to classify

the n-gram features.

Zissman performed another interesting work in 1993 [Zissman, 1993]. He used er-

godic, continuous-observation, HMMs fed with cepstrum vectors. The output observa-

tion distributions were GMMs. The main conclusion was that the 8 states and 1 state

HMM performed very similar, what means that the sequential modeling capabilities

of HMMs were not exploited. He also applied channel equalization including spectral

norm removal and relative spectral (RASTA) [Hermansky and Morgan, 1994].

Hazen and Zue in 1993 proposed for the first time the idea of PRLM, and performed

the first fusion at score level [Hazen and Zue, 1993]. They also based his work on the

segmentation ideas of House and Neuburg [House and Neuburg, 1977]. First they

extracted meaningful segments, and as Muthusamy, these were based on phonemes.

However, as it was difficult to label data for each language, they used an English

phoneme recognizer trained on TIMIT database to segment all the languages, assuming

that different languages share sound categories. Then, they clustered the phones into

23 broad phonetic classes in a hierarchical manner. Finally, they built three classifiers:

acoustic, prosodic, and phonotactic. For the phonotactic, a bigram model obtained

the best performance. The prosodic information was included by modeling the number

of frames within each of the broad phonetic categories, and quantizing and modeling

the values of the fundamental frequency. The acoustic information was represented by

14 MFCCs and its derivatives, and each category was modeled with a full covariance

Gaussian distribution. Combining the scores of the three systems, they obtained better
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results. In 1994, they added channel normalization, a GMM to model duration, and

they used a language independent phoneme recognizer trained on new labeled target

data instead of the one trained on TIMIT [Hazen and Zue, 1994]. They worked directly

with phonemes instead of grouping them into broad phonetic classes.

The work of Lamel and Gauvain in 1993 also performed phoneme-based segmenta-

tion, and also followed a PPR approach [Lamel and Gauvain, 1993]. The evaluation was

made by the acoustic scores of the ergodic 3-state continuous density hidden Markov

model (CDHMM) with GMM output distributions, exploiting the phonotactics with a

bigram model. Probably, this can be considered to be the first PPR system.

Li in 1994 [Li, 1994] presented a system based on spectral features taken at the

syllabic rate [Li, 1994]. The selection of the language was made based on a speaker

identification system with the nearest neighbor algorithm. The language of the training

speaker closest to the test one was hypothesized as the language of the test utterance.

The work of Zissman and Singer in 1994 compared 4 very successful approaches

that can be considered to be the roots of the systems used today [Zissman and Singer,

1994]. The first was a GMM with spectral information (12 MFCCs, first derivatives,

and energy) for every target language. Actually, two different GMMs were trained for

each language, one for the cepstra and one for the derivatives. The other three were

variations of the phoneme segmentation followed by n-gram modeling. These techniques

are still used today with the original names given by these authors. The first of these

three was PRLM, where we only need one language with labels, and n-grams models

are trained for each target language. In the second approach, several languages, not

necessarily target languages, are used to train different phoneme recognizers. Then,

they are set in parallel to build a P-PRLM. The idea is to join results of several PRLM

systems. The third, also applied in Lamel and Gauvain [1993], was called PPR, and

requires labeled data of all the target languages to build a phoneme recognizer for each

one. The n-gram is normally integrated in the recognizer. This is the most difficult to

implement for the demanding data requirements.

Andersen introduced monophones in 1994 [Andersen et al., 1994], sets of phones

which are unique to a language because they are very distinguishable from phones of

other languages.

Bielefeld introduced the shifted delta cepstrum (SDC) in 1994 [Bielefeld, 1994]. At

that time, they did not succeed too much, but some years later SDC would become the
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state of the art features for LID until today.

Itahashi in 1994 modeled F0 contours with polygonal lines, and derived pitch-related

measures [Itahashi et al., 1994]. PCA was applied to keep only important variability,

and the classification was performed with a discriminant analysis. In 1995, he made

decisions based on minimal Mahalanobis distance [Itahashi and Du, 1995].

Yan and Barnard in 1995 and 1996 investigated a PPR system deeper [Yan and

Barnard, 1995a,b; Yan et al., 1996]. Their major contribution was the use of forward

and backward bigrams, which contain information about past and future phonemes.

The output scores of each LM contained acoustic, language, and prosodic information,

and these were merged with a neural network.

In 1995, there were three attempts to incorporate lexical information to LID sys-

tems. Kadambe and Hieronymus investigated the addition of a lexical module to PPR

system [Kadambe and Hieronymus, 1995]. Sequences of phonemes recognized by the

phone recognizer were mapped to words in an automatic way. They created language-

dependent lexicons with thousands of words. Berkling and Barnard obtained categories

from phonemes recognized by a phoneme recognizer and created words by concatenating

several categories [Berkling and Barnard, 1995]. The frequency of apparition of these

sequences were the input to a neural network. Schultz incorporated higher level of

knowledge to an LID system [Schultz et al., 1995] . She compared 5 systems and intro-

duced LVCSR for the first time in LID. The first was based on the likelihood obtained

by a phone recognizer for each language; the second was based on phone recognition

followed by a bigram model; the third included a word recognizer; the fourth included

a word recognizer with a bigram model integrated; and the fifth was a word recognizer

with bigram model integrated followed by a bigram to model the resulting sentence.

Later in 1996, Mendoza built an LID system with an LVCSR system for each language

[Mendoza et al., 1996]. The decision was based on the probability of the output word

sequence of the recognizer of each language.

In 1996, Thyme-Gobbel and Hutchins presented a prosodic system using running

averages, deltas, standard deviations, and autocorrelations, in a syllable-by-syllable

basis [Thymé-Gobbel and Hutchins, 1996]. In total, 224 features divided into eight

descriptive classes: pitch contour, differential pitch, size, differential size, amplitude,

differential amplitude, rhythm, and phrase location. The scores were calculated by

histogram modeling, what allowed them to compute log-likelihood ratios.
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Kwan and Hirose used an RNN and a multilayer perceptron (MLP) to classify

unigrams obtained with a multilingual phoneme recognizer [Kwan and Hirose, 1997].

Navratil and Zühlke made important contributions to the field in two works in

1997 [Navratil and Zühlke, 1997a,b]. In the first, they proposed to use an HMM to

decode phonemes, but with several bigrams during the Viterbi decoding, as if several

phoneme recognizers were run in parallel, similarly to P-PRLM. Once the phonemes

were decoded for each grammar, another bigram was run for each target language. This

was called double bigram-decoding. The phoneme recognizer was multilingual. Also,

they introduced the concept of “skip-gram”, a bigram model trained on the current

phoneme and the one before the previous, to overcome the problem of scarcity of data

for trigram training. Another contribution of this first work was in the classifier, and

they proposed to weight more the bigrams that differ most among languages. In the

second work, they modeled bigrams taking into account information about the sequence

of phonemes of the two past phonemes instead of just one, but reducing the inventory

of possible pairs based on the frequency of apparition. A second and very important

proposal of this work was to model phonotactics with a binary tree.

In 1997, Zismman introduced some modifications to his baseline system, based on

P-PRLM with interpolated n-grams and phones including short or long duration labels

[Zissman and Street, 1997]. First, he presented the concept of Gaussian backend, a

Gaussian distribution for each language over the output scores given by the n-grams

coming from each phoneme recognizer. Usually, that Gaussian distribution had diago-

nal covariance shared among languages. This backend allowed adding languages to the

system for which only development data were available, without the need of training

data. Also, he proposed to treat an n-gram count as a vector of phone frequencies

(VPF), and to model them with a Gaussian distribution, which is characterized by a

mean and a diagonal covariance. This approach made possible to add an extra param-

eter with respect to the multinomial distribution normally used with n-grams, and to

treat each phone independently. Both approaches were very important in future works.

One interesting idea in the work of Lloyd-Thomas in 1998 was the use of anti-

models for score normalization [Lloyd-Thomas et al., 1998]. They are acoustic scores

from models trained on languages different from the target language. He combined

them with other phonotactic approaches using MLPs.
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The work of Navratil in 1998 proposed to combine the scores obtained by a mul-

tilingual phone recognizer including a bigram model, a selection matrix to consider

phone triples, and a binary decision tree to constrain up to three preceding phone,

with language-dependent pronunciation models for each phone, which models phone

acoustics with Gaussian probability density models [Navrátil and Zühlke, 1998]. For

the fusion and classification, an MLP was used.

In 1999, Harbeck and Ohler experimented with multigrams, n-grams of variable

length and at most length n, and fenons, segments automatically found, not necessarily

equal to phonemes [Harbeck and Ohler, 1999]. Fenons helped in longer sentences, but

multigrams did not improve results.

In 1999, Cummins investigated prosody for LID [Cummins et al., 1999]. He used

pitch and amplitude envelope information. For classification, he used a long-short term

memory (LSTM) model with modest results.

Wong in 2000 compared the performance of a GMM system with the performance

of a GMM adapted from a UBM [Wong et al., 2000]. The input were 12 MFCCs and

their first delta parameters. He used 512 components.

In 2001, Kirchhoff and Parandekar proposed to use multi-stream of features instead

of only the phone sequence, where the new features were combination of phones to form

meaningful groups like manner of articulation, consonantal place, vowel place, front-

back, and rounding [Kirchhoff and Parandekar, 2001]. In this way, more information

was extracted from the same training database, and the number of classes was reduced

compared with phones. After the tokenization, n-gram models were trained like in a

PRLM system. Additionally, they modeled cross-stream dependencies, by adding the

current token of another class into the n-gram of a feature class as part of the history.

In 2001, Gleason and Zissman presented a way to model out-of-set languages, that

is, non target languages that are in the evaluation test [Gleason and Zissman, 2001].

They worked with a P-PRLM system. If there were not enough data to train a model

for such languages, they proposed to build a universal model with all unlabeled data

and treat this model as another target language. They called it composite background

(CBG) model. However, they showed that just the addition of a Gaussian backend over

the scores of target languages was a better solution than the CBG.
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3.3 Period 2002-2006: The GMM and SVM Establish-

ment

This period established the basis for modern LID. First, acoustic systems improved

with the success of GMMs, and the gap between phonotactic and acoustic systems was

drastically reduced. Second, the use of support vector machines (SVM) was extensive

for both acoustic and phonotactic systems for discriminative training. In the case of

acoustic systems, the generalized linear discriminant sequence (GLDS) kernel was used,

and in the case of phonotactic systems, Zissman’s idea of 1997 about VPF was contin-

ued. The introduction of lattices instead of the best-scoring phoneme sequence was a

very important contribution to phonotactic systems. The successful Brno University of

Technology (BUT) phoneme recognizer is from this period [Schwarz, 2008], and the im-

portance of calibration was revealed by Brümmer and van Leeuwen in 2006 [Brümmer

and van Leeuwen, 2006]. This work would change the way LID scores are managed by

researchers of this field.

In prosodic systems, new methods to extract syllables were investigated, GMMs

were extensive to model pitch and energy contours, and token-based approaches were

also explored.

NIST standardized LREs and two more took place during this period, in 2003

[National Institute of Standards and Technology (NIST), 2003] and 2005 [National

Institute of Standards and Technology (NIST), 2005]. LID was considered to be a

consolidated research field.

Farinas presented a system with rhythm and stress features in 2002 [Farinas et al.,

2002]. As rhythmic units, he used the pattern of CnV , where n indicates the number

of consonants that precede an indefinite number of vowels. He called this pattern

pseudosyllable. The features were the duration of the consonant part, the duration of

the vowel part, and the number of consonants or complexity. Also, he added F0 and

energy. He used GMM with 12 components for classification.

In 2002, Sai Jayram proposed to substitute the phone recognizer in PPR by a sub-

word modeling block named parallel sub-word recognition (PSWR) [Sai Jayram et al.,

2002]. In this idea was, first 12 MFCCs were extracted and segmented along each file

with a dynamic programming (DP) procedure. Once the segmentation was done, the

next step was to build L clusters with similar acoustic content. The clustering was
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done with a K-means algorithm. These units were treated as the phones of a PPR

system, and for each one an HMM was trained for every target language. In this work

only the acoustic part was used, but they suggested that an LM after the HMMs could

improve the results. In 2003, he introduced two bigram language models, one during the

decoding of the states with Viterbi algorithm, and one after the sub-word recognition

module [Sai Jayram et al., 2003].

In 2002, Torres-Carrasquillo presented a new tokenization approach [Torres-Carrasquillo

et al., 2002a]. Instead of using the outputs of a phone recognizer, he proposed to use

the Gaussian component index of a GMM with highest score at each frame. He trained

unigram and bigram interpolated LMs with the index sequence. He compared PRLM

and P-PRLM configurations.

One important work in the history of LID was presented by Torres-Carrasquillo in

2002, where he obtained similar results with an acoustic based system and with a PRLM

system [Torres-Carrasquillo et al., 2002b]. He trained GMMs of up to 1024 components

with cepstrum data and some special derivatives. Instead of using derivatives as they

were commonly used, he used SDCs. SDCs are the derivatives of future frames added

to the current MFCCs. They were already tried for LID by Bielefield in 1994 [Bielefeld,

1994], but at that time they did not succeed so much. In this way, long-term information

was considered. He used a 10-1-3-3 configuration for SDCs.

In 2002, Kohler and Kennedy made experiments to find the optimal configuration of

SDC parameters in a GMM LID approach with 512 components [Kohler and Kennedy,

2002]. He found that the configuration 9-1-3-3 was optimal.

Singer in 2003 [Singer et al., 2003] continued the work of Torres-Carrasquillo pre-

sented in Torres-Carrasquillo et al. [2002b]. He worked with three systems. First, he

added duration-dependent Gaussian backends to the output of the P-PRLM system, he

included representations for silence and closures to the dictionary of phones, and he also

added trigram LMs. Second, he used a 7-1-3-7 configuration for the SDC in the GMM

acoustic system, he removed non-speech frames, he performed channel normalization

with the RASTA technique, he trained a single background model first that was later

adapted to the individual languages, and he also used a duration-dependent Gaussian

backend. Also, he performed a feature warping technique proposed in [Reynolds, 2003]

to map each feature vector into a channel-independent feature space, with the goal

of providing additional robustness to variations in recording conditions and channels.
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Additionally, he changed the gender-independent GMMs by gender-dependent ones.

He presented a third system based on SVM using GLDS with an expansion into fea-

ture space using a monomial basis. An average feature space expansion vector with

all languages was found, and then a standard SVM was built. LM scores for the test

utterances were calculated as the inner product between the language model and the

average expansion of the utterance. Also, duration-dependent Gaussian backends were

used with this system. The fusion of the three subsystems was performed with another

duration-dependent Gaussian backend. This was the first time that the GMM approach

performed better than phonotactics.

Adami and Hermansky in 2003 created boundaries based on the changes of F0

and energy, in a similar way to the use of phones in a PRLM system [Adami and

Hermansky, 2003]. He obtained 10 to 60 classes and modeled them with trigrams.

This can be considered to be a “prosotactic” approach.

Dan and Bingxi in 2003 trained a GMM discriminatively based on the minimum

classification error (MCE) [Dan and Bingxi, 2003]. He used 256 Gaussians.

Rouas in 2003 [Rouas et al., 2003] continued the experiment with prosodic features

started by Farinas in 2002 and presented in Farinas et al. [2002]. He distinguished

between rhythmic features and intonation features. First, he automatically segmented

the speech into pseudosyllables in a language independent manner. Within a pseudo-

syllable, he extracted three parameters to capture rhythm, namely the duration of the

consonant group, the duration of the vowel group, and the number of consonants, and

also 6 intonation features, namely mean, standard deviation, skewness, and kurtosis of

F0, F0 location, and normalized F0 bandwidth. As classifier, he used a GMM.

In 2004, Campbell published his system based on SVM with GLDS kernel [Campbell

et al., 2004]. He used SVM in a one-vs-all strategy. The input features were SDC with

configuration 7-1-3-7.

Gauvain introduced the use of lattices for phonotactic systems in 2004 [Gauvain

et al., 2004]. The idea of a phonotactic system was to decode the most likely sequence of

phonemes. However, this is a hard decision. The use of lattices relaxes this assumption

and treats probabilistically all possible sequences of phonemes. The final score for each

phone recognizer is calculated by summing the likelihoods over all paths in the phone

lattice.

70



3.3 Period 2002-2006: The GMM and SVM Establishment

In 2004, Gutiérrez presented different fusion techniques for an LID system [Gutiérrez

et al., 2004]. The first method, called empirical, was just to sum and multiply score val-

ues. As statistical techniques, he presented a GMM and a discriminant factor analysis

fusion. Separately, he presented the theory of evidence to perform fusion.

In 2005, Zhu presented an LID system with multilingual phone inventory, and he

showed that it performed better with a small number of phonemes, specially for longer

file durations [Zhu et al., 2005]. Also, he created a syllabotactic approach, where the

acoustic decoder produced syllable streams instead of phones, and n-gram models were

trained on the syllable sequences. He showed that context-dependent models performed

better than context-independent ones, but the differences disappeared for segments 20

s long or longer. The syllabotactic and phonotactic approaches were complementary.

In 2005, Li and Ma proposed to create bag-of-sounds, a vector of counts of n-grams

[Li and Ma, 2005]. This work can be considered to be a development of the works of

Zissman in 1997 [Zissman and Street, 1997]. The dimension of a bag-of-sounds could be

reduced with latent semantic analysis (LSA). The classifier was a K nearest neighbors

with centroids found after applying VQ for partitioning the space.

Matejka in 2005 compared the performance of several PRLM systems and P-PRLM

[Matejka et al., 2005]. He used a hybrid phoneme recognizer, the BUT phoneme rec-

ognizer [Schwarz, 2008], which was made open to the community and has been very

successful until today. The recognizer is already trained on Czech, Hungarian, Russian,

and English. It is based on neural networks and Viterbi decoding, it does not use any

LM, and it uses a temporal context known as temporal pattern (TRAP). Matejka

also tuned a phoneme insertion penalty embedded in the recognizer. The temporal

context was left and right and included 31 frames. In that experiment, he trained 4

phoneme recognizers in Czech, Hungarian, Polish, and Russian, using the SpeechDat-E

database, and 6 phoneme recognizers in English, German, Hindi, Japanese, Mandarin,

and Spanish, using OGI TS database. He used trigram LMs.

In 2005, Rouas introduced his system to model long- and short-term prosody for

LID [Rouas et al., 2005]. Based on the rhythm (isochrony) and intonation’s theories of

language, and on perceptual experiments, he introduced the notion of pseudo-syllable as

a common segment to capture prosody in intervals of equal rhythm in all the languages.

A pseudo-syllable normally gathered only a vowel and preceding consonants. Static

modeling was reflected by F0 variations and durations, and as classifier, he used a GMM

71



3. STATE OF THE ART

for each language. Dynamic modeling was captured by approximating the difference

between the F0 contour and a baseline curve obtained by linear regression in each

pseudosyllable. The energy was modeled in the same way. Duration was also included.

To model the prosodic variation, he used an n-multigram, which are patterns with

variable length. In another work of 2005, following the CnV segmentation of Farinas

et al. [2002], he used as features duration of the consonant cluster, duration of vowel

cluster, and number of consonants [Rouas, 2005]. He modeled them with 16 component

GMMs.

Lin and Wang in 2005 proposed to model pitch contour to build an LID system

based on prosody [Lin and Wang, 2005]. First, they segmented the pitch according

to syllable or word boundaries, and if the segment was too long, they used energy

valleys as markers. In each segment, the pitch contour was modeled with the first three

Legendre polynomials. The features were composed of the coefficients of the polynomial

approximation, together with the duration of the segment, and the difference in energy

calculated within the same segment. They used only the second and third coefficients,

which modeled slope and second order curves. The features were modeled with a GMM.

In a posterior work in 2006, the authors substituted the GMM by a dynamic model in

ergodic topology, a Markov model, where the transition probabilities were calculated

by a trigram model approximated as mixture of two bigram models [Lin and Wang,

2006].

Campbell and his group at MITLL participated in the 2005 NIST LRE evalua-

tion and presented several systems [Campbell et al., 2006]. One of them was a PPR

with lattices, where the counts of phones were derived on a per segment basis and

summed across all segments for each utterance. Then, they were normalized to pro-

duce probabilities on a per utterance basis, which were at the same time term-frequency

log-likelihood ratio (TFLLR) weighted. The final vector of each utterance was classified

with SVM.

In 2006, van Leeuwen and Brümmer presented his systems submitted to the 2005

NIST LRE [van Leeuwen and Brümmer, 2006]. First, they included a GMM system

with 5 PLP coefficients and log-energy, with derivatives. In order to perform channel

compensation, they trained a different GMM for each channel and sex, starting from a

common UBM and applying MAP adaptation. Second, they also included a discrim-

inative multi-class logistic regression (MLR) classifier, whose input was a supervector
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obtained from a third order multinomial expansion of SDC features. Finally, one vec-

tor per utterance was obtained. Third, also a phonotactic MLR was built. For this

system, a phone recognizer was trained which produced 44 phone probabilities every 15

ms. The vector stream was segmented based on where the maximum vector probability

change was, and then averaged over those phone-like segments. MLR supervectors were

formed by the 44 phone probabilities averaged over the segment and by the 44 x 44

bi-phone probabilities. Fourth and last, an SVM system was also included, using SDC

from PLP expanded in third order monomials. A Gaussian backend was included to

perform fusion and calibration of the scores.

In 2006, Burget presented results of his discriminative acoustic system based on

maximum mutual information (MMI) [Burget et al., 2006]. He used SDC in 7-1-3-7

configuration. Additionally, he also added heteroscedastic linear discriminant analysis

(HLDA) and ergodic HMM.

In 2006, Matejka presented antimodels for PRLM approaches [Matejka et al., 2006].

For each target language, an antimodel was a LM trained with all data from the rest

of languages. In test, he subtracted the score given by the antimodel to the score of

the target LM.

White in 2006 made an effort to include more discriminative parts in standard

P-PRLM systems [White et al., 2006]. First, he proposed to substitute the model

combination commonly done by averaging the contributions of each PRLM subsystem

by a model combination based on SVM. Second, he proposed to substitute LMs after

each phone recognizer by SVMs too. Also, he proposed to merge sounds from the

phone recognizers that do not match in the target languages to obtain less patterns or

tokens to be recognized but with higher frequency of apparition. This allowed creating

more robust models. Finally, he also proposed to create cross-language models or

cross-stream dependencies, similarly to Kirchhoff and Parandekar [2001].

In 2006, Noor and Aronowitz presented a system based on anchor models, where

a GMM is trained for a set of speakers called anchors [Noor and Aronowitz, 2006]. A

technique named test utterance parametrization (TUP) was used, where a GMM is

trained for the test speaker and another GMM is trained for the target speaker. The

Gaussians were compared to determine if they belonged to the same speaker or not by

using multiple discriminant analysis (MDA) and SVM. They trained the models for

each language with the scores of all anchor models.
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Brümmer and van Leeuwen in 2006 precisely defined the concept of calibration of

LID scores [Brümmer and van Leeuwen, 2006]. This work had important consequences

on the LID community, since many people became aware of the importance of calibra-

tion. He introduced the metric Cllr, an empirical measure of information expressed in

terms of bits of Shannon entropy. He developed the software FoCal Multi-class Toolkit

[Brümmer, 2007], very useful to fuse and calibrate LID scores, and exploited by a large

number of researchers of the community.

3.4 Period 2007-2010: the Factor Analysis Era

The main contribution to LID in this period was the application of JFA to compensate

for channel mismatches. This technique was introduced by Kenny for speaker recogni-

tion in 2004 [Kenny and Dumouchel, 2004; Kenny, 2006; Kenny et al., 2007]. The main

idea is that the means of the GMM can be factorized, and each factor models a different

aspect of speech. Usually in LID, one factor models the language, and one factor models

the channel. Also, other approaches to reduce noise mismatches in the feature domain,

like nuisance attribute projection (NAP), were investigated. SVMs were used in the

acoustic systems mainly with GMM means as input. In the phonotactic approach, the

use of the n-gram counts as feature vector was the main used technique. In this case,

SVM was the preferred technique for classification.

For prosody, new features to model rhythm, stress, and intonation were investigated,

and techniques used in the acoustic and phonotactic systems were also tried, like n-gram

counts with SVM.

NIST continued with LREs in 2007 [National Institute of Standards and Technology

(NIST), 2007] and 2009 [National Institute of Standards and Technology (NIST), 2009],

and very competitive systems were presented. LID technology was very robust. In Spain

in 2010, the Red Temática en Tecnoloǵıas del Habla (RTTH) organized the Albayzin

LRE to evaluate LID systems where the target languages were the languages spoken in

the Iberian peninsula [Red Temática en Tecnoloǵıas del Habla, 2010].

In 2007, Li [Li et al., 2007] expanded his work about bag-of-sounds of 2005 [Li and

Ma, 2005]. He proposed to use segments universal to all languages in two ways: either

with several phoneme recognizers to build a single vector of n-grams by concatenat-

ing their individual vectors, in a similar approach to PPR, or with universal phones

74



3.4 Period 2007-2010: the Factor Analysis Era

extracted from a single universal phone recognizer that build a single n-gram vector.

Specifically, he used trigrams. This vector was the document to be classified, and the

classifier could be a traditional LM or a classifier in the vector space model (VSM) like

an SVM or a neural network. In his experiments, he used an SVM. The phonemes in

the universal multilingual phoneme recognizer were obtained by an automatic segment

model. He used a coverage of 258 phonemes of 6 languages, and they were modeled

with HMMs with GMM output distributions of 32 components.

The work of Castaldo in 2007 can be considered to be the first in using the FA

techniques [Castaldo et al., 2007c]. Actually, he proposed two new techniques for an

LID system. The FA one, with high impact on posterior researches, consisted in a MAP

channel adaptation in the form of a subspace of a GMM, also known as eigenchannels.

This compensated interspeaker and intersession variability that could be found within

a language. The other, time-frequency or discrete cosine transform (DCT) features,

which were an alternative to SDC, more flexible, and also allow controlling the time

interval spanned by the features. They showed similar performance to SDC and the

combination of both was complementary. In a second work during this year, Castaldo

investigated the performance of a 512 component GMM LID system with channel com-

pensation in the feature space [Castaldo et al., 2007b]. He proposed to subtract the

contribution of the intersession compensation values obtained with the first 5 top-

scoring Gaussians to the features. The intersession compensation values were obtained

with the intersession factor loading matrix. He performed a similar idea to compensate

for speaker variability within each language. He also used a GMM-SVM system, a

technique borrowed from speaker recognition that creates supervectors for training and

testing by adapting the means of the UBM to the corresponding train or test utterances

by MAP. The supervectors were classified with an SVM. He remarked that the factor

loading matrix trained for channel compensation used the same data used for training

the channel compensation matrix in a speaker recognition task, and then, the matrix

was task-independent and reusable, and that the compensated features could be used

for another classifiers like SVM, and not only to the GMM framework. In a third work

in 2007, he proposed to train discriminative GMMs from the separating hyperplanes of

a GMM-SVM system [Castaldo et al., 2007a]. When moving the Gaussian components

of the GMM in this way, the total log-likelihood of the training data decreased, be-

cause the parameters were optimized for maximum log-likelihood. However, the equal

75



3. STATE OF THE ART

error rate (EER) also decreased, because the models of different languages were more

separated. When he compared the GMM approach with the GMM-SVM, the former

worked worse for long test utterances and better for shorter utterances.

In 2007, Cordoba proposed to substitute the classical LM by an n-gram frequency

ranking in P-PRLM, where the scores were calculated as the distance between the

ranking of the n-grams sorted according to the number of counts obtained from the

training database, and the ranking of the n-grams sorted according to the number of

counts obtained from the test utterance [Cordoba et al., 2007]. Better performance was

obtained using only the most discriminative n-grams.

Ma in 2007 [Ma et al., 2007] built an LID system based on phoneme recognizers

followed by a series of 1-vs-all SVMs [Ma et al., 2007]. The output of the SVMs were

0 or 1 depending on if the target language was present in the test utterance or not.

Combining this binary output of all the recognizers he reduced the dimension to the

number of target languages. This binary vector was used for classification. He relaxed

the binary output to obtain continuous values. The classifier for each language was a

GMM.

Rouas in 2007 worked on prosodic LID [Rouas, 2007]. He distinguished between

sub-phonemic segments and pseudo-syllables to segment speech. First, he modeled

F0 by linking the minima of the values, and calculating the linear regression curve of

those points. Features were discrete, and they indicated if the curves were ascending,

descending, or unvoiced. Another alternative was to subtract the regression curve to

the raw values and performing the same discrete analysis into ascending, descending,

or silence classes. The result of the difference was called residue. The energy was

modeled in the same way, but only with ascending and descending classes. Duration

was coded as short or long, if the segment was above or below the average segment

duration. He built two systems. One based on short-term modeling, including the

sub-phonemic segmentation, and using the residue, energy and duration labels. Other

based on long-term modeling used pseudo-syllables, and F0 and energy labels. The

labels were modeled by LMs with trigrams.

Yin proposed in 2007 an innovative hierarchical LID system [Yin et al., 2007]. First,

he defined a distance metric between clusters to measure similarity. Then, he used a

hierarchical agglomerative approach, in which he started with all the clusters indepen-

dently and continued joining them into groups according to the similarity obtained
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at each step. The distance was based on the accuracy obtained by the classifier. In

this way he built a tree with the clusters. During the evaluation, he followed the tree

to reach a leaf and decide a language. He investigated different types of features to

perform the clustering, like MFCC, pitch and intensity to capture prosody, and MFCC

with the prosodic features together. He used a GMM with 256 components for classifi-

cation. In 2008, he improved his system by adding different distance metrics, namely a

PRLM system, and a fusion at each of the hierarchy step instead of a single LID system

[Yin et al., 2008a]. The same year, Yin presented frequency modulation (FM) features

for LID [Yin et al., 2008b]. Traditionally, MFCC-like features only carry magnitude

information, while phase information is discarded. FM features try to capture phase

information. The features were also modeled with a GMM.

Richardson and Campbell in 2008 suggested a method to select discriminative n-

grams in a phonotactic SVM LID system [Richardson and Campbell, 2008]. The idea

was to start with n-grams, add another phone to have n+1-grams, and remove the least

discriminative ones from the resulting list.

Mary and Yegnanarayana in 2008 presented an LID system based on prosody [Mary

and Yegnanarayana, 2008]. First, they extracted syllable-like units without any ASR

by automatically searching for the vowel-onset point (VOP). Then, they extracted

parameters to represent intonation, rhythm, and stress from three consecutive syllables,

and they concatenated the parameters to feed a multilayer feedforward neural network.

The parameters to represent intonation were the change in F0, the distance from F0

peak to VOP, the amplitude tilt, and the duration tilt. Syllable duration and duration

of the voiced region within a syllable were used to represent rhythm. They used the

change in energy within a voiced region as stress feature.

The work of Sim and Li in 2008 proposed the use of acoustic diversification in

addition to the traditional phonetic diversification found in P-PRLM systems [Sim and

Li, 2008]. The standard approach in P-PRLM was to use several phoneme recognizers

trained on different languages. The idea of acoustic diversification was to use a single

phoneme recognizer trained with phonemes of just one language, but trained several

times, each time with a different techniques. The techniques that the author proposed

were ML and MMI with diagonal covariance, semi-tied covariances, and subspace for

precision and mean.
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In 2008, Hubeika proposed channel compensation in a GMM system using eigen-

channels in feature and model domain [Hubeika et al., 2008]. The approach was similar

to the works of Castaldo in 2007 Castaldo et al. [2007b,c]. She also combined it with

MMI using 2048 Gaussian components. The improvement of channel compensation

techniques were very impressive. Channel compensation in model domain performed

better than in feature domain. Additionally, she showed the complementarity with a

phonotactic system. Moreover, the system was successfully used for theNIST LRE 2007

Matejka et al. [2008].

Campbell in 2008 compared two subspace methods for channel compensation in the

feature space for LID [Campbell et al., 2008]. These were feature domain latent factor

analysis (fLFA) and his proposal, feature domain nuisance attribute projection (fNAP).

For classification, he used SVM where the inputs were a kernel with GMM means and

covariances of a UBM adapted to each utterance.

Glembek presented some advances to phonotactic systems in 2008 [Glembek et al.,

2008]. He proposed the adaptation of binary trees and LMs from an UBM, a novel

smoothing technique applied to LMs, FA applied to the phonotactic approach, and

multi-models, a different model for each language depending on the accent or on the

dialect, with supervised labeling. He showed that binary trees and LMs performed

similar with these improvements.

Montavon in 2009 proposed a deep convolutional neural network (CNN) imple-

mented as a time-delay neural network (TDNN) [Montavon, 2009]. This was the first

work on deep architectures, although the big effort on these techniques for LID would

arrive some years later. He wanted to better model short utterances that other ap-

proaches did not model properly. The input to his network were matrices of 39x600

with 39 MFCCs between 0 and 5 kHz, and a temporal context of 600 frames represent-

ing 8.33 ms. The deep architecture contained 5 layers and a total of 2.8 · 107 neuron

connections, and it was trained with stochastic gradient descent (SGD).

Ng in 2009 made an experiment to select the best combination of prosodic features

[Ng et al., 2009]. The classifier was a bag-of-sounds with trigrams and SVM. The

features were divided in F0, energy, and duration groups, and there were four types:

frame-based, syllable-based, regression, and residual. The selection was made with a

mutual information criterion.

78



3.4 Period 2007-2010: the Factor Analysis Era

In 2009, Tong presented some proposals to improve a phonotactic PPR LID system

[Tong et al., 2009a]. The system was configured as the phone recognition followed by

concatenation of n-grams classified with an SVM. The first proposal was to restrict the

number of phones of each PPR branch to the most discriminative ones for the target

language corresponding to that branch. This allowed training models with higher n-

grams. The criteria to select the most discriminative phones were the separation margin

of the SVM given by the phone and the mutual information between the phone and

the language. The second proposal was a tokenizer selection. That means, using

only those phoneme recognizers that obtain better results. The phoneme recognizers

selected were called target-oriented phone tokenizers (TOPTs). Finally they proposed

to use universal phone tokenizers, with phones from as many languages as possible.

In another work of 2009, the authors presented target aware language model (TALM)

for P-PRLM [Tong et al., 2009b]. In this case, several LMs were built from the same

phone recognizer, each for a target language, only with the most discriminative phones

for that target language.

Castaldo in 2009 proposed an approach for LID similar to the eigenvoice approach

for speaker recognition [Castaldo et al., 2009]. He proposed to create language factors

by performing PCA on the differences between the set of supervectors of a language

and the average supervector of every other language. The language factors had low

dimensionality and could be the input to an SVM classifier. He also applied nuisance

compensation. He used language factors to adapt GMM means and then the resulting

model was evaluated, and also to directly classify them with an SVM. Since SVMs were

computed from the means of a GMM, the support vectors could be used to build a model

for positive samples, associated to positive Lagrange multipliers, and an antimodel

with the support vectors associated to negative Lagrange multipliers. The positive

and negative SVM boundaries could be weighted and combined to create a GMM,

and then obtaining log-likelihood ratios from them. This model could also be trained

discriminatively.

Yin in 2009, on the premise that phone durations are different in different languages,

proposed to build an LID classifier based on the duration patterns of the sounds [Yin

et al., 2009]. He took as unit the pattern formed by an unvoiced-voiced group, what cre-

ated 2-dimension features. He also experimented with individual unvoiced and voiced

units. He normalized and quantized the durations to obtain discrete values that could
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be modeled with an LM. Thus, he modeled the temporal sequence with n-grams,

bigrams and trigrams. He used 20 discrete values.

The FA approach applied to LID continued in the work of Brümmer in 2009

[Brümmer et al., 2009]. He presented a 2048 component GMM system for LID with

channel compensated statistics, using the ideas of JFA. First, the language models

were adapted from a UBM via MAP. The channel subspace was modeled with FA

for each of the languages, but with a shared subspace. The channel loading matrix

was obtained with the EM algorithm, and channel factors were obtained as a MAP

point-estimate of its posterior distribution given the sufficient statistics. The score of

the baseline system was computed by dot scoring of the language locations and the

sufficient statistics. The scores with channel compensated statistics were obtained in a

similar way, but the language locations were also obtained with channel compensated

statistics. The language locations could be also obtained discriminatively with MLR,

either in a pair-statistic or per-segment fashion.

In 2009, Verdet applied a similar idea to Brummer’s work, with FA over a GMM

[Verdet et al., 2009]. He proposed to first adapt each language by MAP, and then, to

obtain the channel subspace over the remaining model, with a single channel matrix for

all languages. The channel compensation was added to the model of each language at

test, and the unnormalized feature was scored over it. He stated that the channel factors

could be computed individually for each language, or a single one for all languages from

the UBM. He followed the latter strategy for the experiments. For evaluation, he stated

that one could first compensate the features and apply the LM, or one could use the

non compensated statistics over the compensated model.

Stolcke in 2010 investigated the performance of multilingual recognizers on the 30

s task of 2005 NIST LRE [Stolcke et al., 2010]. He used PRLM and P-PRLM systems.

First, he showed that a multilingual phoneme recognizer with phones of individual lan-

guages mapped to a multilingual phone set performed better than language-dependent

phoneme recognizers. The system was fed with PLP features. By adding MLP fea-

tures results were improved. Also, he experimented with maximum likelihood linear

regression (MLLR) models for speaker adaptation, and NAP for noise compensation.

He obtained the best results by fusing MLLR, cepstral GMM, PRLM, and phonotactic

SVM.
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In 2010, Mikolov presented a phonotactic P-PRLM system with important com-

putational reductions [Mikolov et al., 2010]. First, he proposed to obtain the square

roots of the expected n-gram counts of lattices. Then, he selected the most frequent

n-grams in the training dataset. Next, he proposed to compute a PCA transformation

to reduce the high-dimension vectors to a dimension more tractable by an SVM. Thus,

for example, by using trigrams of the BUT Hungarian phoneme recognizer with a re-

duced phoneme repertoire of 33 phonemes, the initial vector was of dimension 35937,

and he reduced to 4000 and 100 dimensions with PCA while keeping the classification

accuracy.

The importance of data processing in 2009 NIST LRE was reflected in the work of

Jancik in 2010 [Jancik et al., 2010]. The authors presented the system submitted by

BUT and Agnitio to the 2009 NIST LRE. Their JFA model adapted to LID was built

by adapting a GMM via MAP to each target language, and the channel compensation

subspace was modeled with ML. They used 2048 components, and SDC features in

7-1-3-7 configuration. This system was one of the best performing ones in the 2009

NIST LRE. They also presented region dependent linear transform (RDLT) features

for LID, but these did not perform very well.

In 2010, Ng made an experiment to select prosodic features for LID [Ng et al., 2010].

He discretized F0, intensity, and duration, and he used 20 and 67 different attributes

formed with this information. For classification, he built bigrams and he used an SVM.

Sangwan in 2010 proposed a production model based on phonological features,

specifically hybrid features including height-of-tongue, frontness-of-tongue, rounding,

nasality, voicing, place-of-articulation, and manner-of-articulation [Sangwan et al., 2010].

Combinations of these features were grouped according to if they belonged to consonant,

vowel, or consonant-vowel clusters. Also, pitch contours were identified and approxi-

mated by cubic polynomials, whose coefficients were used to cluster the contours with

K-means. n-gram combinations were built with these groups and a maximum entropy

model was trained for classification.

3.5 Period 2011-2014: The i-Vector Era

JFA was used as a front-end to extract i-Vectors. i-Vector became the state-of-the-art

technique for acoustic, phonotactic, and prosodic systems. Most of the works focused
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on the study of backends to classify i-Vectors, and different acoustic, phonotactic, and

prosodic features to be modeled with the i-Vector approach.

In 2011, NIST conducted the last LRE to date [National Institute of Standards and

Technology (NIST), 2011]. The goal was to discriminate between pairs of languages,

instead of identifying or detecting one among a set of L. The technology was mature,

and data management was one of the keys to obtain good results. In Spain in 2012,

RTTH organized a second Albayzin LRE [Red Temática en Tecnoloǵıas del Habla,

2012].

i-Vectors were used for the first time for LID in 2011. Our work presented in

Mart́ınez et al. [2011b], and the work of Dehak presented in Dehak et al. [2011a] ap-

plied this technique with great success in the acoustic space. In our work, we compared

generative and discriminative classifiers, and the generative ones outperformed the

discriminative ones. Specifically, the best results were obtained with 600 dimension

i-Vectors classified with a Gaussian model with shared covariance among languages. In

addition, the fusion with a JFA system helped. In the work of Dehak, i-Vectors were

used with SVMs and different dimensionality reduction techniques like linear discrim-

inant analysis (LDA) and neighborhood component analysis (NCA). They found 400

to be the optimal i-Vector dimension. However, he obtained similar or better results

with MMI. Fusing i-Vectors and MMI only helped in the 3 s task case.

Soufifar in 2011 presented a novel method to represent n-gram counts in phonotactic

LID using i-Vectors [Soufifar et al., 2011]. He modeled the counts with a multinomial

model, and created a subspace spanning the variability in the counts, where i-Vectors

lied. The classification was made with SVM and logistic regression (LR).

In 2011, we presented the results we obtained in the 2010 Albayzin LRE [Mart́ınez

et al., 2011a]. In our phonotactic systems, N-best hypothesis were taken instead of

lattices to reduce complexity.

In 2011, other approach to score i-Vectors was proposed by Lopez-Moreno [Lopez-

Moreno et al., 2011]. He proposed the von Misses-Fisher distribution, which models

directional data.

Plchot in 2012 proposed to use features derived from a subspace Gaussian mixture

model (SGMM) for LID [Plchot et al., 2012]. The idea of SGMM is that the GMM

mean supervectors modeling output distributions in HMMs of an LVCSR system can

be represented in a low-dimension subspace, which is common to all the states. He
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added a term to adapt also the speaker, and the speaker-specific vectors were used for

classification. He used a phoneme recognizer instead of LVCSR. For classification he

used MLR. Note that this SGMM is a specific technique, while we have used the name

subspace Gaussian mixture models in the title of the Thesis to refer to all methods

belonging to the family of linear Gaussian models described along the work.

In 2012, Singer presented the MITLL system submitted to the 2011 NIST LRE

[Singer et al., 2012]. One of them proposed to score i-Vectors with dot-scoring for LID.

Matejka in 2012 presented some state of the art systems on the robust automatic

transcription of speech (RATS) database [Matejka et al., 2012]. RATS contains record-

ings from existing databases and new collections of data retransmitted by 8 degraded

channels, and it presents very challenging scenarios. They used 600 dimension i-Vectors

with a neural network classifier with 3 hidden layers.

Penagarikano in 2012 analyzed the performance of different backends in an LID

system [Penagarikano et al., 2012]. He explored: a generative Gaussian backend with

a Gaussian trained for each target language; a discriminative Gaussian backend, where

the Gaussian was refined with the MMI criterion; a fully-Bayesian Gaussian backend,

where priors were set to the model parameters and integrated to evaluate the likelihood;

the generative Gaussian mixture backend, where more than 1 component was added to

the Gaussian model; and an LR backend, where the scores were transformed according

to MLR. Also, the influence of Z-norm and ZT-norm were studied.

D’Haro in 2012 introduced a new approach to cope with the outputs of a phoneme

recognizer in a phonotactic LID system [D’Haro et al., 2012]. They proposed to work

with the posterior probabilities of each of the phonemes. First, they segmented the

speech into phonemes, they took all the frames belonging to each phoneme, and they

averaged the posterior probabilities within each segment, to obtain a single vector of

posterior probabilities per phoneme. They built a joint posteriogram, i.e., a matrix

built by doing the outer product of the n− 1 previous vectors with the current one. In

this way, a sequence of nxn matrices was obtained. Next, they summed all the joint

posteriogram matrices to obtain a single matrix per utterance. Then, they concatenated

all the columns to build a row vector with all possible n-grams. This vector was the

input to a subspace multinomial model, from which i-Vectors were extracted in a

similar way to Soufifar et al. [2011]. In this work, the authors used trigrams. For

i-Vector classification, MLR was used.
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Diez in 2012 [Diez et al., 2012], proposed to use phone log-likelihood ratios (PLLRs)

instead of the posterior probabilities of the phonemes. The likelihood of a phone was the

sum of the likelihoods of each state within an HMM modeling that phone. They mod-

eled these features with the i-Vector framework, with a 1024-component GMM. Only

the first PLLR derivative helped. In 2013, they introduced dimensionality reduction

techniques like PCA to boost performance of PLLR features [Diez et al., 2013].

In 2012, we presented an i-Vector -based system with prosodic features [Mart́ınez

et al., 2012a]. The features were pitch, energy, and duration of the segments where

these features were computed. Different segments were computed, like the ones defined

by energy valleys, or fixed segments of 200 ms shifted every 50 ms. The fixed segments

solution was the one that performed the best. In the segments, the contour of the pitch

and energy was calculated by means of the Legendre polynomials. The polynomial

coefficients and the duration were the input to the i-Vector system. The UBM had

2048 components and i-Vectors had 400 dimensions. i-Vectors were classified with

a Gaussian classifier. In 2013, we enriched the prosodic system presented previously

with formant information [Mart́ınez et al., 2013b]. Formants were also modeled with

Legendre polynomials. It was checked an increase in performance by using regions

shifted 10 ms instead of 50 ms. In this experiment, the UBM had 2048 components,

and the i-Vectors had 600 dimensions. The best performance was obtained by adding

F1 and F2 frequencies to the prosodic system.

Ganapathy in 2012 presented a system to adapt models in a noisy task, in a super-

vised and in an unsupervised manner [Ganapathy et al., 2012]. The baseline system

classified GMM means with an SVM. The unsupervised adaptation was made with an

MLP classifier in a cotraining framework.

McLaren in 2013 proposed a backend classifier trained only on the most similar data

to the test utterance [McLaren et al., 2013]. He called it adaptive Gaussian backend

(AGB). He compared a situation with a Gaussian trained only with the closest i-

Vectors in terms of Euclidean distance, and the situation where the support vectors of

a previously trained SVM were used to build a Gaussian for each target language. In

this case, the impostor class only contained the test utterance, even if this was of the

target language. The support vectors were weighted by their Lagrange multipliers.

In 2013, Lawson studied several features with different i-Vector classifiers [Lawson

et al., 2013]. The features were combined with different classifiers, namely a Gaussian
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backend, an AGB, and neural networks. Then, the following combinations of fea-

tures and classifiers were explored: subband autocorrelation classification with Gaus-

sian backend, mean Hilbert envelope coefficient with AGB, medium duration modula-

tion cepstral with neural networks, power normalized cepstral coefficient (PNCC) with

AGB, MFCC with neural networks, and PLP with a Gaussian model. Finally, some

system fusions were investigated with SVM.

Song in 2013 presented bottleneck features calculated from a deep neural network

(DNN) of 5 layers for LID [Song et al., 2013]. In the input, he used 39 MFCCs and 4

pitch parameters. He used 10 frames, so in total, he used 430 visible units. He extracted

43 bottleneck features. Then, he built an i-Vector system of 600 dimensions on top

of the bottleneck features. He applied LDA and within class covariance normalization

(WCCN).

Nandi in 2013 made an experiment for LID based on the Hilbert envelope and phase

information of the LPC residual [Nandi et al., 2013]. Phase information obtained better

results than Hilbert envelope joining subsegmental, suprasegmental, and segmental

levels of information.

3.6 Period 2014- : The Deep Era

In this period, very good results were presented with DNNs, specially for shorter du-

rations, where the i-Vector modeling capabilities were less accurate. The motivation

of using DNNs came from the speech recognition field, where they had been shown to

be very powerful for acoustic modeling. In the previous works Montavon [2009] and

Song et al. [2013], the authors experimented with deep CNNs and bottleneck features

for LID, respectively, with good results. The first attempt of directly applying DNNs

for LID was made at the 2013 Johns Hopkins University (JHU) Summer Workshop

[The Center for Speech and Language Processing at Johns Hopkins University, 2013],

where we also contributed [Lopez-Moreno et al., 2014]. In this experiment, we had a

very large database of short segments available provided by Google. The DNN had 8

layers with 21 input frames (10 past, current, and 10 future frames), and 2560 hidden

nodes. The input features were 39 PLPs. The training was made with asynchronous

stochastic gradient descent (ASGD). Soon later, other works using bottleneck features

and other DNN configurations were presented. We think that this technology can still

85



3. STATE OF THE ART

improve state of the art performance, specially for short segments. Additionally, DNNs

are being investigated for other purposes, like noise compensation. Nevertheless, the i-

Vector approach, either with SDC, or with bottleneck features, was still offering better

classification rates for segments longer than 10 s than DNNs alone..

In 2014, NIST announced that there will be another NIST LRE at the beginning

of 2015 [Martin et al., 2014], that will be focused on language pairs discrimination.

In 2014, D’Haro presented some modifications to PLLR features [D’Haro et al.,

2014]. The first one was to use the log likelihood ratio of each individual state instead of

summing up the posteriors corresponding to phone states in an HMM. The motivation

was to take advantage of the transitions between phones as well as between states.

The log likelihoods of each state were concatenated, resulting in higher dimensional

features. This was compensated with a PCA dimensionality reduction. The posterior

modeling was done with i-Vectors.

The work of Lei in 2014 presented two different approaches of CNNs adapted to

LID [Lei et al., 2014]. First of all, a CNN was trained for an ASR system. The first

of the two approaches proposed to use this CNN to obtain the zeroth order statistic of

the senones (tied states of phones) of the ASR. That is, it was used to align the frames

instead of the traditional GMM-UBM. Once they were aligned, the normal procedure

with GMM-UBM was followed, and single Gaussians were computed for each senone

and first order statistics could be obtained from them, even with different features.

The second approach was to use the posterior of the senones obtained from the CNN

as features. The vectors of posterior probabilities were reduced in dimension with

PPCA, and the resulting vectors were modeled by the usual i-Vector system. In this

case, note that only zeroth order statistics of the initial senones were used.

In 2014, Boonsuk presented an LID system with an latent-dynamic conditional

random field (LDCRF) fed with phonological features based on the sound pattern of

English, where each phone can be broken in 14 phonological feature attributes [Boonsuk

et al., 2014].

Zhang in 2014 made an experiment to study the behavior of different features and

fusions in an LID system [Zhang et al., 2014]. He studied MFCC, PLP, linear fre-

quency cepstral coefficient (LFCC), gammatone frequency cepstral coefficient (GFCC),

PNCC, perceptual minimum variance distortionless response (PMVDR), RASTA-PLP,

86



3.6 Period 2014- : The Deep Era

RASTA-LFCC, multi-peak MFCC, Thomson MFCC, and sine-weighted cepstrum esti-

mator (SWCE) MFCC. First, he obtained 400 dimension length-normalized i-Vectors,

and for classification, he proposed a Gaussian backend and a Gaussianized cosine dis-

tance scoring. For fusion, he used two complementary alternatives: the front-end fusion,

where he concatenated the i-Vectors coming from different features, and the back-end

fusion, where he used a discriminative LR to combine the outputs of the two previous

classifiers.

McCree in 2014 presented an i-Vector -based system with a Gaussian classifier re-

trained discriminatively with MMI [McCree, 2014].

Matejka in 2014 presented another approach of bottleneck features for LID [Matejka

et al., 2014]. First, the signal was filtered in several frequency bands applying Bark

critical band windowing. Frequency domain linear prediction (FDLP) was applied to

the filters to obtain a smooth parametric model of temporal envelope. He used 476

modulation coefficients and 11 pitch coefficients, totaling 487 coefficients for the input

to a first neural network that obtained a first output of 80 bottleneck features. 5

consecutive frames of these bottleneck features were stacked to obtain a context of

± 10 frames and they were used as input to a second neural network, that obtained

a second output of 80 bottleneck features. Bottleneck features had linear activation

functions. The second output were the features to train a standard i-Vector system.

The i-Vector extractor was based on a 1024 GMM and they had 400 dimensions. i-

Vectors were classified with another neural network, and LR was used to calibrate the

results.

In 2014, we introduced an unsupervised accent modeling in the i-Vector space

[Mart́ınez et al., 2014b]. First, we performed an agglomerative hierarchical clustering

(AHC) step to find accents within each language. Then we classified with probabilistic

linear discriminant analysis (PLDA), in a similar way to a speaker recognition system.

Actually, the grouping did not have necessarily to correspond to actual accents, but

just to similar acoustic characteristics.
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4. EXPERIMENTAL SETUP

In this chapter, we present the basic architecture of our LID systems. This will be

conveniently adapted for the acoustic and prosodic approaches. Also, we describe the

experimental setup of our work, including database, and evaluation metrics.

4.1 General Architecture of our LID system

In Figure 4.1, we can see the general architecture of our LID systems. Before we decide

the language spoken in test utterance, the main blocks that it passes through are the

feature extractor, which parametrizes the signal; the language models, which calculate

a score for each target language from the features; the calibrator, which transforms

the scores so we can use the Bayes decision threshold ; and the decisor, which makes

decisions, typically comparing the calibrated score to the Bayes decision threshold.

Preferably, we use three different datasets to conduct experiments: the Train dataset,

to train model parameters; the Dev (of development) dataset, to train the calibration;

and the Test dataset, which is used to evaluate our system. The Dev data should

match as much as possible the Test data, in order to have a system adapted to the

type of data under evaluation.

Feature 

Extractor

Language 

Models

Scoring
Decisor

Feature 

Extractor

features
uncalibrated 

scores

calibrated 

scores
decisions

Feature 

Extractor

Language 

Models

Training

features

Language 

Models

Scoring

features

DEV

TRAIN

TEST

model 

parameters

model 

parameters
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parameters
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Figure 4.1: General architecture of our LID system - First, the audio signal is

parametrized. Language models use features to compute scores for each language. Scores

are calibrated in the calibrator. Finally, decisions are made in the decisor block. Train

dataset is used to train the language models, Dev is used to train the calibration block,

and Test is used to evaluate the system.
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4.2 Calibration and Fusion

In this Thesis, the feature extractor converts the audio signal into acoustic or

prosodic features. The feature extraction process for acoustic features will be detailed

in Section 6.1, and in Section 7.2, for prosodic features. In addition, i-Vectors will be

computed in this block where appropriate.

The language model block is the core of the classifier because it will generate scores

for each language. In our experiments, we will use GMM, JFA or i-Vector to model

languages. GMM and JFA are generative models. In the i-Vector approach, we will

compare generative and discriminative classifiers. In fact, any classifier able to generate

scores could be here. The scores coming out of this block are not necessarily calibrated,

so a post-processing step is required to be able to apply the Bayes decision threshold.

The calibration is a final step in the system that allows to transform the scores in

such a way that: i) scores are well-calibrated so cost effective Bayes decisions can be

made, by setting the threshold to the Bayes decision threshold, η,

η = log
Cfa
Cmiss

− logit(π), (4.1)

with π being the prior probability of the target language, and Cfa and Cmiss the costs

of false alarms and miss, respectively; ii) scores coming from different recognizers are

fused to obtain a better recognizer. In our experiments, the calibration block has two

steps, a generative and a discriminative calibration. They were trained with FoCal

Multi-class Toolkit [Brümmer, 2007]. We will explain this block in detail in Section

4.2.

Finally, decisions using the Bayes decision threshold can be made with the calibrated

scores. Remember that our task is the detection of languages, and this means that the

same utterance can be said to be in zero, one, or more than one language.

4.2 Calibration and Fusion

The calibration block in Figure 4.1 is composed of two blocks in cascade. The first is a

generative calibration called Gaussian backend (GB), and the second is a discriminative

calibration performed with MLR. This decomposition is shown in Figure 4.2. The

training of these two blocks is preferably done with a Dev dataset not seen during

training, that matches as much as possible the Test dataset. The reason is that this

block must serve as a bridge between our system and the outer world, and it must allow
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Figure 4.2: Calibration Blocks - The calibration is composed of two blocks in cascade:

a GB, and an MLR. Both are trained on a Dev dataset. The output of the GB is used to

train the MLR block.

us to adapt our system to the type of data seen in real applications. This configuration

with two blocks in cascade is not crucial to obtain good results. In general, good

calibrations are achieved only with the discriminative block. Actually, we have observed

that adding the generative calibration only helps in some situations, and it eventually

depends on the database, but there is no theoretical reason to choose one configuration

or another. The criterion for the configuration selection is merely empirical [Brümmer,

2007].

4.2.1 Generative Calibration

The GB is essentially an ML Gaussian classifier trained on the scores coming from the

models of each target language. Thus, a Gaussian model is trained for each language

l, and consequently, we have to calculate the mean, µl, and the covariance, Σl, of

each Gaussian. The covariance is shared among languages, and is equal to the within-

class (WC) covariance of the data. So, Σl = ΣWC . The ML training process can be

summarized as follows:

• Take all Dev utterances belonging to each target language. Suppose we have Nl

utterances for language l.

• For each utterance, score the models of the L target languages. An L-dimension

vector of uncalibrated scores, sl(on), is obtained for utterance on of language l.
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• For each language, obtain the mean of the distribution,

µl =

∑Nl
n=1 sl(on)

Nl
. (4.2)

• With S̄l being a matrix whose columns are the score vectors of language l centered

around their mean, S̄l = [sl(o1)− µl ... sl(oNl
)− µl], the WC covariance matrix

is obtained,

ΣWC =

∑L
l=1 S̄lS̄

ᵀ
l∑L

l=1Nl

. (4.3)

During the evaluation, the log-likelihood for each target language, lgenl , is just the log

Gaussian probability density of the score-vector, given the language. The formula to

compute this log-likelihood is the log of eq. (2.1), which results in

lgenl (on) = ln p(sl(on)|l) =

−L
2

ln(2π)− 1

2
ln |ΣWC | −

1

2
sl(on)ᵀΣ−1

WCsl(on) + sl(on)ᵀΣ−1
WCµl −

1

2
µᵀl Σ

−1
WCµl

(4.4)

However, given that the covariance is shared among classes, we drop the constant terms

(first, second and third terms on the right-hand side [RHS] of eq. 4.4), which would

only shift the same amount the L log-likelihoods of each utterance. Then, GB becomes

a linear transform, where the scores are scaled by vector al and shifted by the scalar

bl,

lgenl (on) = ln p(sl(on)|l) = sl(on)ᵀΣ−1
WCµl −

1

2
µᵀl Σ

−1
WCµl = alsl(on) + bl, (4.5)

with

al = µᵀl Σ
−1
WC , (4.6)

bl = −1

2
µᵀl Σ

−1
WCµl (4.7)

Since this is not the last block in our system, dropping the quadratic term can bring

differences in the results. Nevertheless, we prefer to keep this calibration step linear

for simplicity. A deeper analysis of this issue is given in Section 5.4.1.1.
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4. EXPERIMENTAL SETUP

4.2.2 Discriminative Calibration

In the discriminative calibration step, a calibration-sensitive metric, Cllr [Brümmer,

2007] is optimized. The objective is to better calibrate the previously calibrated log-

likelihood vectors in such a way that this error metric is minimized. Cllr is defined as

Cllr = − 1

T

T∑
t=1

ωt log2 Pt, (4.8)

where, if we define a trial as the evaluation of an audio recording against a target

language in a detection task, T is the number of trials (equal to the number of Test

files times the number of target languages), and ωt is a weight to normalize the class

proportions in the evaluation trials,

ωt =
πc(t)

Qc(t)
(4.9) , Qi =

nr. of trials of classHi

T
, (4.10)

c(t) is the true language of trial t with c(t) ∈ {1, 2, ..., L}, πc(t) is its prior, and Pt is the

posterior probability of hypothesis Hc(t) of true language given the L-dimension vector

of discriminatively calibrated log-likelihoods, ldis(ot), which is computed as follows,

Pt = P (Hc(t)|ldis(ot)) =
πc(t)e

ldis
c(t)

(ot)∑L
l=1 πle

ldisl (ot)
, (4.11)

with ot being the observation of trial t. See how Cllr evaluates an N -class problem

built from several binary detection trials.

Cllr has the sense of a cost and it is measured in terms of bits of information.

0 ≤ Cllr ≤ ∞, where 0 means perfect recognition.

Well-calibrated discriminatively log-likelihoods, ldis(ot), are the final output of our

calibration procedure. They are obtained as,

ldis(ot) = αlgen(ot) + ~β, (4.12)

where lgen(ot) is the log-likelihood vector obtained from the GB. Through Cllr min-

imization we obtain the scalar α and the vector β that transform the scores coming

from the GB block. This optimization is made via discriminative MLR.
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Figure 4.3: Fusion of K systems - The fusion is performed via discriminative MLR,

and it also performs calibration. For training the fusion parameters, the Dev dataset is

used.

4.2.3 Fusion

Imagine we have K LID systems, hopefully as complementary as possible, that we want

to combine to build a better classifier. The strategy followed in this Thesis to combine

them is to fuse the output scores given by the GB of each system. The previously

explained discriminative calibration step will be used to perform this fusion. In Figure

4.3, we can see the architecture of a fusion system where K systems are fused. The

training of the fusion is done with the Dev dataset. Our new discriminatively calibrated

log-likelihoods will be a linear combination of the GB outputs of our K systems, lk
gen,

lfus(ot) =

K∑
k=1

αklk
gen(ot) + β. (4.13)

As we can check, the fusion is a generalization of the calibration of a single system

(where K = 1), and since the fusion is also a calibration, because of the linearity of the

operation, there is no need to pre-calibrate each input system, or to post-calibrate the
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4. EXPERIMENTAL SETUP

fusion [Brümmer, 2007].

4.3 Evaluation Metric

The primary metric used along this Thesis is Cavg. Cavg is a metric defined by NIST

to evaluate systems submitted to NIST LREs. It has the meaning of a cost, so the

lower, the better. As NIST defines a verification task in his evaluations, a single cost

is computed for each target language against the rest of languages, and a final average

of all the costs is computed as a single system performance metric. For a closed-

set evaluation, this average metric is defined as [National Institute of Standards and

Technology (NIST), 2007, 2009]

Cavg =
1

L

∑
LT

{Cmiss · πLT
· Pmiss(LT ) +

∑
LNT

Cfa · πLNT cdotPfa(LT , LNT )}, (4.14)

where L is the number of target languages, Cmiss and Cfa are the costs of a miss

and of a false alarm, respectively, πLT
is the a priori probability of a target, πLNT =

(1− πLT
)/(L− 1) is the a priori probability of non-target, LT and LNT are the target

and non-target languages, and Pmiss and Pfa are the probabilities of miss and false

alarm obtained by our system.

We select the working point Cmiss = Cfa = 1, and πLT
= πLNT = 1

L , a flat prior.

Note that in NIST evaluations the target language prior is set to πLT
= 0.5, because

the problem is a binary detection task. However, we think that a flat prior over all

target languages is a more realistic situation. Nonetheless, in Chapter 9, where we

report results on the 2009 NIST LRE dataset, we will use both target language priors

for ease of comparison with other works in the bibliography where NIST evaluation

rules are followed.

4.4 Database

A database was designed to report the experiments on this Thesis by taking recordings

from other databases. The idea was that all the results were given on the same dataset

and were comparable. 6 languages of the 2011 NIST LRE evaluation dataset were

included: English, Farsi, Hindi, Mandarin, Russian, and Spanish. The reason of this
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4.4 Database

Total CTS LRE03 LRE05 LRE07t CALLFR OHSU SRE04 SRE06 SRE08 VOA3

Language # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs

English 1412 21.67 1280 19.86 495 1.32 498 1.42 0 0 39 6.70 60 3.86 0 0 197 6.58 0 0 132 1.81

Farsi 1375 19.12 830 14.45 717 2.01 0 0 0 0 56 10.42 0 0 0 0 1 0.02 56 2.01 545 4.67

Hindi 1376 21.89 1153 17.51 385 1.02 385 1.08 0 0 0 0 72 4.72 0 0 23 0.84 288 9.85 223 4.38

Mandarin 1357 21.31 1068 19.99 349 0.92 300 0.85 0 0 20 3.71 20 1.31 138 4.90 141 4.99 100 3.32 289 1.32

Russian 1367 21.89 680 17.44 240 0.67 0 0 40 2.65 0 0 0 0 140 4.97 120 4.11 140 5.05 687 4.45

Spanish 1473 20.94 1173 17.64 450 1.27 449 1.21 0 0 26 4.80 60 3.78 145 5.15 37 1.24 6 0.21 300 3.30

Table 4.1: Train Data for LID.

Total CTS LRE07e LRE09cts BNBS LRE09bnbs VOA3.3 VOA3.10 VOA3.30

Language # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs

English 300 0.97 98 0.37 60 0.25 38 0.12 202 0.60 22 0.07 60 0.04 60 0.12 60 0.37

Farsi 300 0.95 65 0.23 60 0.21 5 0.02 235 0.72 55 0.17 60 0.04 60 0.12 60 0.39

Hindi 300 0.96 79 0.31 60 0.24 19 0.07 221 0.65 41 0.13 60 0.04 60 0.11 60 0.37

Mandarin 310 1.00 102 0.39 65 0.22 37 0.17 208 0.61 28 0.08 50 0.03 65 0.12 65 0.38

Russian 300 0.92 90 0.33 60 0.21 30 0.12 210 0.59 30 0.10 60 0.04 60 0.11 60 0.34

Spanish 310 0.95 65 0.23 65 0.23 0 0 245 0.72 65 0.19 50 0.03 65 0.12 65 0.38

Table 4.2: Dev Data for LID.

Total total.3 total.10 total.30 CTS cts.3 cts.10 cts.30 BNBS bnbs.3 bnbs.10 bnbs.30

Language # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs # hrs

English 1356 3.44 452 0.29 683 1.71 221 1.44 363 1.03 121 0.06 121 0.22 121 0.75 993 2.40 331 0.22 562 1.49 100 0.69

Farsi 1215 3.73 405 0.24 406 0.81 404 2.68 591 1.85 197 0.12 197 0.40 197 1.33 624 1.88 208 0.12 209 0.41 207 1.35

Hindi 1254 3.24 418 0.26 621 1.54 215 1.44 210 0.62 70 0.04 70 0.13 70 0.45 1044 2.62 348 0.22 551 1.41 145 0.99

Mandarin 1296 3.78 432 0.26 504 1.18 360 1.34 777 2.29 259 0.15 259 0.50 259 1.64 519 1.49 173 0.11 245 0.68 101 0.70

Russian 1323 4.33 441 0.28 441 0.95 441 3.10 417 1.27 139 0.08 139 0.28 139 0.91 906 3.06 302 0.20 302 0.67 302 2.19

Spanish 1257 3.93 419 0.25 419 0.86 419 2.82 693 2.02 231 0.13 231 0.44 231 1.45 564 1.91 188 0.12 188 0.42 188 1.37

Table 4.3: Test Data for LID - 2011 NIST LRE test data.

selection was that those were the only languages for which we could collect 20 h for

training and 1 h for development for each. We also wanted an experimental scenario

where training and development data were balanced among target languages. The

databases from which data were taken, hours of speech (after voice activity detection

[VAD]), and number of utterances used for Train, Dev, and Test datasets are reflected in

Tables 4.1, 4.2, and 4.3, respectively. VOA3 received an especial processing explained in

Mart́ınez et al. [2011c]. Basically, we only used segments marked as telephone by NIST,

we removed English labeled as other language, and we removed repeated speakers within

each language. The evaluation data was composed of conversational telephone speech

(CTS) and broadcast narrowband speech (BNBS) [National Institute of Standards and

Technology (NIST), 2011]. In order to cover both types of channel in training, VOA3

was BNBS and the rest of datasets were CTS, and in development, VOA3 and part of

LRE09 were BNBS, and the other part of LRE09 and LRE07e was CTS. Note that

neither LRE07 data nor VOA3 data used in development was seen in the Train dataset.

Additionally, the VOA3 data used for development was segmented to obtain 3 s, 10 s,
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4. EXPERIMENTAL SETUP

and 30 s long files that match better with the Test dataset.

There are also experiments to study the influence of the number of hours of training

and development data on the results. In the case of training, we built two smaller

datasets, one with 7 h and one with 1 h per language, evenly distributed over the

different databases and channels. In the case of development, we created a dataset of

4 h per language with the same database and channel proportions as the 1 h dataset.

In both training and development cases, the smallest datasets were fully contained into

larger ones. It will be indicated adequately when these datasets are used. Nonetheless,

in most experiments, the standard procedure is to work with the 20 h and 1 h datasets.
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5. EVALUATION METHODS

In this chapter, we explain different evaluation methods used with our linear Gaus-

sian models. Referring to Figure 4.1, we explain how the box Language Models Scoring

computes scores for each language. Specifically, we investigated the performance of

GMMs, GMM with MAP adaptation, JFA, and i-Vectors. In addition, some dimen-

sionality reduction techniques, train and test mismatch adaptations, and channel and

noise compensation methods are presented. A good understanding of these models is

fundamental to comprehend the results of this Thesis. In Appendix A, the training of

these models is detailed.

5.1 Gaussian Mixture Model

A GMM is trained independently for each language from scratch, and during evaluation,

the log-likelihood of each utterance is obtained for each model. The likelihood function

of a GMM can be seen in eq. (2.16). Those log-likelihoods are the scores passed to

the calibration step. By using GMMs, Figure 4.1 is converted into Figure 5.1. In this

Figure, we have omitted the development branch for clarity, but the GMM scoring

block would be identical to one in the test branch.

Decisor
Feature 

Extractor

features
uncalibrated 

scores

calibrated 

scores
decisions

Feature 

Extractor

features

TRAIN

TEST

model 

parameters

calibration 

parametersknown labels

DEV
known labels

Figure 5.1: GMM System Architecture - A GMM is trained for each language.

During evaluation, each model is scored for every test utterance. The development branch

is omitted for clarity, but the GMM scoring block would be identical to the one in the test

branch.
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5.2 MAP Gaussian Mixture Model

In our experiments, a full-covariance GMM is trained for every language. We have

followed a splitting strategy, where we start with one Gaussian trained with 10 iterations

of the EM algorithm (for one Gaussian it is not really necessary an iterative process).

Then, we split the resulting Gaussian in two, and run other 10 iterations of the EM

algorithm. Next, every Gaussian is split in other two, and 10 iterations of the EM

algorithm are run. We repeat this until we reach the desired number of Gaussians.

This is a splitting strategy with H = 2, as explained in Section A.4.1 of Appendix A.

5.2 MAP Gaussian Mixture Model

In this case, first we train a full-covariance GMM UBM with all training data including

all languages. Second, for each target language, we adapt the UBM via MAP with the

training data of that language. The covariances are not adapted, and consequently,

are shared among all languages. During evaluation, every test utterance is evaluated

on the adapted GMMs to obtain a log-likelihood for each language, as in the GMM

case. MAP is normally used when the amount of data of each target language is not

enough to robustly train a model. By starting with a UBM, we benefit from data of

other languages, and more robust parameters are trained, especially for the case of the

covariances, which are more sensitive to data scarcity. This method can be considered

to be an intermediate step between GMM and JFA, because we make MAP adaptation

from a GMM, like in JFA, but we do not train a channel subspace, like in GMM.

Therefore, the comparison with JFA is fairer with this approach than with GMMs.

The training of the UBM is done with the EM algorithm with the same splitting

strategy followed for GMMs explained in previous section. The MAP adaptation is

made with the zeroth and first order accumulated statistics of each language, as per

eq. (2.36), and the relevance factor is r = 14. In experiments not reported in this

Thesis, we checked that the results are stable for a wide range of values of r. We chose

a central value in this interval.

The architecture of this system is shown in Figure 5.2. Note that the training is

divided in two steps, but there is a single training dataset which is used in both. The

development branch is omitted to make the figure clearer, but the GMM scoring block

would be identical to one in the test branch.
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Figure 5.2: MAP GMM System Architecture - First, a UBM is trained, and second,

a GMM per language is built by adapting the UBM with the zeroth and first order statistics

of the corresponding language. During evaluation, each GMM is scored for every test

utterance. The development branch is omitted for clarity, but the GMM scoring block

would be identical to the one in the test branch.

5.3 Joint Factor Analysis

The training of JFA also has several steps. First, a GMM UBM is trained with all

training data. As in previous sections, we train a full-covariance model, with a splitting

strategy with H = 2. The UBM allows obtaining fixed alignments, and computing

sufficient statistics. These statistics are the input to the next step, in which we adapt

the UBM means to each language via MAP with eq. (2.36) with r = 14. Finally,

we compute the channel loading matrix, U. We calculate a unique channel subspace,

common to all language models, as per eq. (A.80). U is computed by running 20

iterations of the EM algorithm, alternating between an ML step and an MD step,

as explained in Section 2.11 of Appendix A. Means and covariances are not updated.

Note that the covariances of the UBM are full, but for the JFA model, we only keep

the diagonal part. Also note that the covariances are shared among language models.

At the end, we have a JFA model for each language, with shared channel sub-

space and covariances, and different means. During evaluation, every test utterance is

evaluated against each JFA model, and the resulting log-likelihoods are passed to the
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Figure 5.3: JFA System Architecture - First, a UBM is trained, and second, MAP

adaptation is done for each language from the UBM with the zeroth and first order su-

pervectors of statistics, and a channel subspace common to all languages, U, is trained.

During evaluation, each JFA model is scored for every test utterance. The development

branch is omitted for clarity, but the JFA scoring block would be identical to the one in

the test branch.

calibration block. The architecture of a JFA system is shown in Figure 5.3. We have

separated the UBM training from the MAP adaptation and from the channel subspace

training. The development branch is omitted to keep the figure uncluttered.

5.3.1 Evaluation of JFA

Different JFA scoring techniques have been developed in the literature, aiming at giving

the best accuracy in the lowest computational time [Glembek et al., 2009]. In this

section we review the most important ones. The final scores obtained for each class

are given in terms of log-likelihood ratio (LLR) between the log-likelihood given by the

model of each language and the log-likelihood given by the UBM. Actually, the final

score of an utterance is given as the average LLR of all frames in that utterance. In all

the following scoring methods, the final LLR for language l is computed, for file j with

Nj frames, as

LLRl(j) =
1

Nj
ln p(O(j)|Θl)− ln p(O(j)|ΘUBM ), (5.1)
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with Θl being the model parameters of language l, ΘUBM being the model parameters

of the UBM, and O(j) being D-dimension features extracted for file j.

In the next paragraphs we review the principal JFA scoring techniques from the

most to the least accurate as per the approximations made in their formulation.

5.3.1.1 Frame by Frame

The full evaluation of the model is infeasible even with a few number of Gaussian

components or a few frames. This would correspond to TMFA, presented in Section

2.10 of Appendix A.

5.3.1.2 Integrating over Channel Distribution

In JFA, we approximate the combinatorial explosion of TMFA by assuming that there is

only one path over the different possible combinations of Gaussian components, but this

path is evaluated softly, in the sense that all Gaussian components partly contribute to

the generation of each frame. Thus, the closest solution to the exact TMFA calculation

given by JFA is to integrate over the channel distribution while keeping the fixed soft

alignments given by the UBM,

p(O|Θl) =

∫
p(O|X,Θl)p(X)dX =

∫
p(O|X,Θl)N(0, I)dX, (5.2)

with X being the channel factor, and Θl = {tl,Σ,U} being the model parameters

mean supervector, covariance supermatrix, and channel loading matrix of language l,

respectively. This equation can be solved analytically as shown in Kenny et al. [2005].

The solution for utterance j is given in terms of supervectors of sufficient statistics

obtained over the UBM [Kenny et al., 2007],

ln p(O(j)|Θl) =

K∑
k=1

Nk(j) ln
1

(2π)D/2|Σk|
1
2

− 1

2
Tr(Σ−1Ŝ(j))

−1

2
ln |L|+ 1

2
||L−

1
2 UᵀΣ−1F̂(j)||2,

(5.3)

where L is defined in eq. (A.72), L
1
2 is its Cholesky decomposition, and

F̂(j) = F(j)−N(j)tl, (5.4)

Ŝ(j) = S(j)− 2 diag(F(j)tᵀl ) + diag(N(j)tlt
ᵀ
l ), (5.5)
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5.3 Joint Factor Analysis

with supervectors of sufficient statistics N(j), F(j), and S(j) defined in eqs. (2.40-

2.42), respectively. Note that the terms 1 and 3 in eq. (5.3), and the first term in eq.

(5.5) cancel out in the LLR computation.

5.3.1.3 Channel Point Estimate

In this strategy we avoid the integration over the channel distribution by obtaining a

fixed value for the channel factor. This fixed value is the MAP point estimate of the

channel factor x. The log-likelihood function is given by eq. (A.67). Again, fixed soft

alignments given by the UBM are considered, and the equation is a lower bound to

the true log-likelihood, since the Kullback-Leibler (KL) divergence of the true posterior

alignments and the alignments given by the UBM will be greater than 0. The analytical

form of A.67 is, as shown in Theorem 1 of Kenny [2006],

ln p(O(j)|X,Θl) =
K∑
k=1

Nk(j) ln
1

(2π)D/2|Σk|
1
2

−1

2
Tr(Σ−1S(j)) + Mᵀ

l (j)Σ
−1F(j) +

1

2
Mᵀ

l (j)N(j)Σ−1Ml(j),

(5.6)

where Ml(j) is the channel compensated GMM mean for language l and utterance j

defined in eq. (2.35), and the rest of variables were defined in the previous section.

Note that in the LLR computation, the terms 1 and 2 cancel out.

The MAP point estimate of the channel factors, x, is done over the model of the

language in the numerator of the LLR, and over the model of the UBM in the denom-

inator of the LLR. A simplification that we investigated was to use the UBM MAP

point estimate for both the model of the language and the UBM [Glembek et al., 2009].

This reduces the computational cost because only one vector of channel factors is cal-

culated for each utterance. In the following approaches presented in Sections 5.3.1.4,

and 5.3.1.5 this simplification was also investigated.

5.3.1.4 Channel Point Estimate with UBM weights

In this approach, we use UBM weights instead of UBM soft assignments to compute

the log-likelihood ln p(O(j)|X,Θl) [Glembek et al., 2011]. To make it clearer, instead of

expressing the log-likelihood in terms of supervectors of statistics, we will express it in
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terms of the features O(j), and the approximation sign indicates that soft alignments

were substituted by UBM weights,

ln p(O(j)|Θl) =
1

Nj

Nj∑
n=1

ln
K∑
k=1

γjn(zk)N(on(j)|tlk + Ukx(j),Σk)

≈ 1

Nj

Nj∑
n=1

ln
K∑
k=1

ωkN(on(j)|tlk + Ukx(j),Σk),

(5.7)

where K is the number of Gaussian components in the mixture, γjn(zk) is the assignment

made to Gaussian component k for frame n of utterance j, and x(j) is the MAP point

estimate of the channel factor of that utterance.

5.3.1.5 Linear Scoring

Let us define the channel-compensated UBM for utterance j as

µc(j) = µ+ Ux(j). (5.8)

Then, we move the origin of the supervector space to µc(j), and our model is expressed

as

Mlc(j) = Ml(j)− µc(j), (5.9)

and the first order channel-compensated sufficient statistics as

Fc(j) = Fl(j)−N(j)µc(j). (5.10)

Now, after omitting the terms that cancel out in the LLR computation, eq. (5.6) can

be expressed as,

Q(O(j)|X,Θl) = Mlc(j)
ᵀΣ−1Fc(j) +

1

2
Mlc(j)

ᵀN(j)Σ−1Mlc(j). (5.11)

If we approximate equation 5.11 by its first order vector Taylor expansion as a function

of Mlc(j), only the first term is kept, leading to

Q(O(j)|X,Θl) = Mlc(j)
ᵀΣ−1Fc(j). (5.12)

Since the compensated UBM is now the coordinate origin, or in other words, it is a

vector of zeros, the LLR of this approach is directly

LLRl(j) =
Q(O(j)|X,Θl)

Nj
(5.13)
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Figure 5.4: i-Vector-Based System Architecture - First, a UBM is trained, and

second, a JFA model is trained and used as feature extractor. We build models for each

language with i-Vectors, which are used to score the Test dataset. The development branch

is omitted for clarity, but the i-Vector scoring block would be identical to the one in the

test branch.

5.4 Total Variability Subspace: i-Vectors

The training of JFA as feature extractor is made with the very same configuration

as the training of JFA as classifier explained in the previous section. The difference

between both is that, in the use as feature extractor, we train a single model with all

data of all languages. More details about the training can be seen in Section 2.12 of

Appendix A. Once we extract i-Vectors, we use them for the classification of languages.

In Figure 5.4, we present the architecture of a LID system based on i-Vectors. As we

can see, the i-Vector extraction can be seen as part of the feature extraction process.

The development branch is omitted to keep the figure clearer.

In the next paragraphs we present different evaluation methods built upon i-Vectors.

We divide them into generative and discriminative classifiers. In the first, the goal is

to build probabilistic models that generated the training i-Vectors of each language. In

this group we can find ML Gaussian classifier and CSS (CSS) classifier. In the second,

the goal is to minimize the classification error in the training data. In this group we

can find SVM and LR.

Also, notice that i-Vectors contain all sources of variability, included the desired

information, i.e. language, but also undesired information like channel. In Section
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5.4.2, we present some methods to compensate channel mismatch in i-Vectors.

5.4.1 Evaluation of i-Vectors

5.4.1.1 Gaussian Classifier

The i-Vectors of each language are modeled with a Gaussian distribution with full-

covariance matrix shared among languages. This covariance is equal to the WC covari-

ance matrix of the training data. During evaluation, every utterance is scored against

the Gaussian models of all languages, and the obtained log-likelihoods, given in eq.

(4.4), are used for classification. This approach was successfully applied in Mart́ınez

et al. [2011c], and nowadays, this classifier is used in many state of the art systems.

If log-likelihoods were directly used to decide about the language, the quadratic

term (third term in RHS of eq. (4.4)) could be ignored because it is independent of

the class, given that the covariance is shared among classes. This would lead to a

linear classifier as the remaining terms are only linear in the i-Vector. In our case,

however, the log-likelihoods are used as inputs to another classifier, the calibration

block described in Section 4.2. For this reason, we include the quadratic term, and

thus, we avoid the i-Vector- (and therefore utterance-) dependent shift in our scores.

Note that this is opposite to the GB described in Section 4.2.1, where we dropped this

term for simplicity.

The heteroscedastic version of this classifier trains a different covariance matrix for

each language. We also investigated this approach, although we advance that it is less

efficient, unless you have a huge amount of data [Lopez-Moreno et al., 2014]. Also,

we considered modeling each language with a GMM, but they only outperformed the

Gaussian classifier when the amount of data was big enough [Lopez-Moreno et al., 2014],

as could be expected after checking that the heteroscedastic version did not improve

the results either.

5.4.1.2 Cosine Similarity Scoring

This method measures the angle between two i-Vectors [Dehak et al., 2011b]. If the

two vector are in the same direction, the cosine of the angle between them will be 0◦

and the scoring will be 1. Otherwise, if they point to perpendicular directions, their

cosine will be 90◦ and the scoring will be 0. If they are pointing to opposite directions,
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the scoring will go to -1. We calculate the CSS between two vectors a and b as the

cosine of the angle between them, Θ,

CSS = cos(Θ) =
a · b
||a||||b||

. (5.14)

Note that only the angle between the i-Vectors is considered, and not their magnitudes.

It is believed that the magnitude of the i-Vectors affects channel or session information,

but not language, so removing the magnitude in scoring is expected to increase the

robustness of the system [Dehak et al., 2010].

In our experiments, one of the vectors of the formula above was the mean i-Vector

of the evaluated language, and the other was the i-Vector of the test utterance.

5.4.1.3 Support Vector Machine

SVM is a discriminative classifier that constructs a hyperplane to separate data points

from different classes, with a margin between points from different classes as wide as

possible [Vapnik, 1995]. It only uses certain points named support vectors. In our

experiments, we built binary classifiers in a one-versus-all strategy with the software

LIBSVM [Chang and Lin, 2011]. We used a linear kernel of the form v′ · u, for input

vectors v and u, and C-support vector classification (C-SVC) [Chang and Lin, 2011],

where the only tunable parameter is C. C is the regularization parameter. The higher

C, the lower the error that is allowed, because we give more importance to classify all

training data correctly, and a low C results in a more flexible hyperplane that tries to

minimize the margin error in training, at the expense of having more missclassifications.

Then, C = ∞ would correspond to having all training data correctly classified. In

addition, we used L2 regularization.

5.4.1.4 Logistic Regression

LR is a discriminative and linear classifier [Bishop, 2006]. The main difference with

SVM is the loss function to be minimized. Whereas in SVM, we maximize the margin

between the hyperplane and the training data points, in LR we maximize the probability

of the correct class given in the form of a logistic function. Note that, in spite of its

name, LR is a classifier, not a regressor, and it is linear because the input to the

logistic function is the dot product between the two input kernel vectors. Hence, a

linear hyperplane is built in the kernel space. C is the only tunable parameter and has
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the same meaning as for SVM. In addition, we used L2 regularization. We built binary

classifiers in a one-versus-all strategy with the software LIBLINEAR [Fan et al., 2007].

5.4.2 Channel Compensation for i-Vectors

In the next paragraphs different techniques to compensate i-Vectors for undesired mis-

matches between train and test caused, for example, by channel or noise, are presented.

5.4.2.1 Centering and Whitening

Our model assumes that our i-Vectors follow a Gaussian distribution. However, this

can not be always an exact assumption. i-Vectors centering and whitening have the

objective of obtaining i-Vectors that follow more faithfully a Gaussian distribution

[Garcia-Romero and Espy-Wilson, 2011]. Centering is just the removal of the global

mean of the i-Vectors, computed with the training data, in such a way that the new

mean of centered i-Vectors will the coordinate origin. Once they are centered, we apply

the whitening, a decorrelation transform that converts the global covariance of the

training i-Vectors into the identity matrix. Now, i-Vectors are centered and evenly

distributed around the origin. Centering and whitening are usually a previous step

to length normalization, because if we apply length normalization without a previous

whitening, all the i-Vectors would fall in a small region of a hypersphere, and they

would lose their discriminative power.

5.4.2.2 Length Normalization

Length normalization means that all i-Vectors are normalized to have unit length,

and therefore, they will be projected into the unit hypersphere. The benefit of this

transformation is that the mismatch between training and testing i-Vectors is reduced

[Garcia-Romero and Espy-Wilson, 2011]. The length normalization is computed for an

i-Vector i as

î =
i

||i||
(5.15)

5.4.2.3 Linear Discriminant Analysis

LDA is a technique to separate as much as possible data belonging to different classes

[Fisher, 1936; Bishop, 2006]. The idea is to project data into a space where the means
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of the classes are as much separated as possible, whilst keeping the variance of each

class as small as possible. The transform, given by the orthogonal matrix Wmax, is

calculated by maximizing the following expression,

Wmax = argmax
W

J(W) = argmax
W

WᵀSBCW

WᵀSWCW
, (5.16)

where SWC is the WC class scatter matrix defined in eq. (4.3), and SBC is the between-

class (BC) scatter matrix defined as

SBC =
1

N

L∑
l=1

(φ̄l − φ̄)(φ̄l − φ̄)ᵀ, (5.17)

with φ̄ being the global mean of the data, φ̄l being the mean of language l, N is the

total number of training data points, and L being the number of classes.

The technique is useful for classification, but also as dimensionality reduction, be-

cause after applying the transform, we obtain a space of dimension the number of

classes minus one. In our case, each class corresponds to a language. The projections

with maximum separability are the eigenvectors of S−1
WCSBC with highest eigenvalues.

Once we apply the transform, we hope that only the important dimensions are kept

while the noisy ones are discarded. If W is the projection matrix, an i-Vector would

be transformed as î = Wᵀi.

5.4.2.4 Within-Class Covariance Normalization

WCCN was presented in Hatch et al. [2006]; Hatch and Stolcke [2006] as a method to

minimize the expected rate of false acceptances and false rejections in an SVM-based

speaker recognition classifier. The physical idea behind is to normalize all the classes

by the same within class covariance matrix to remove undesired class-independent vari-

ability from the signal. Note that our definition of the covariance matrix in eq. (4.3)

is slightly different but equivalent to the one in Hatch et al. [2006]. We can express

SWC = BBᵀ, with B being the Cholesky decomposition of SWC . Then, each i-Vector

is transformed as î = Bᵀi.

5.4.2.5 Nuisance Attribute Projection

NAP is a technique that finds and removes nuisance directions [Solomonoff et al., 2004].

A nuisance attribute is defined as some quality or attribute that affects the appearance
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of an observation without being correlated with the classes to be classified. In order

to remove such directions, we consider, as in WCCN, the WC covariance matrix as

the description of the directions within a class that must be minimized. These are

considered to be class-independent. To remove such directions we apply the projection

P = I−RRᵀ on i-Vectors. R is a matrix with columns equal to the eigenvectors with

highest eigenvalues of SWC . The i-Vectors are transformed as î = Pi.
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6. ACOUSTIC LID RESULTS

In this chapter, the performance of LID systems with acoustic features is analyzed

on the Test dataset presented in Section 4.4. We studied GMM, MAP GMM, JFA

and i-Vector approaches, described in Chapter 5. It is shown how the performance

with GMMs was improved by introducing a subspace to model the undesired vari-

ability among different files. However, as it already happened in the field of speaker

recognition [Dehak, 2009], we observed that this subspace still contained language in-

formation, and the i-Vector approach arose as an alternative to avoid this problem.

In addition, i-Vectors allow building simple classifiers thanks to their fixed-length and

low-dimensionality, and nowadays, they are the state of the art technology in LID.

6.1 Acoustic Features

The term acoustic feature is commonly used to refer to parameters that contain spec-

tral information. In this type of features, speech information is extracted at different

frequency bands. MFCC and PLP coefficients are the most extended ones. In this

Thesis, we used MFCCs. MFCCs are computed by first calculating the fast Fourier

transform (FFT) of the signal; then we map the FFT into a mel filter bank, a set of

overlapping triangular filters distributed along the speech spectrum according to the

mel scale, which tries to approximate the human ear response; we take the logarithm

of the filtered spectrum; and finally a DCT of the resulting log values is calculated to

decorrelate the feature elements. We used 25 mel filters. The rate of extraction was 10

ms, and the window length in which MFCCs were computed was 25 ms. A VAD was

used to keep only speech frames. In the next paragraphs, we explain different feature

normalization techniques applied to remove as much as possible channel, noise, and

speaker information while keeping language information, and also how and when to ex-

tract the SDC features. The schematic process from the audio file to the MFCC+SDC

features is depicted in Figure 6.1.

6.1.1 Feature Normalization

Several techniques are used to make the acoustic features as independent as possible

of speaker and channel information, in such a way, that only language information is

preserved. In our work, we use three different techniques: VTLN, CMVN, and RASTA

filtering.
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MFCCVTLN

VAD

VTLN

CMVN SDC
MFCC

+

SDC
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Figure 6.1: Acoustic features extraction process - MFCCs are computed with vo-

cal tract length normalization (VTLN). Then, cepstral mean and variance normalization

(CMVN) and RASTA filtering are applied to MFCCs. Finally, SDC are computed and

concatenated to MFCCs using the VAD output to filter out nonspeech frames. For VTLN,

MFCCs with different configuration (MFCCVTLN) are computed.

6.1.1.1 Vocal Tract Length Normalization

In Bamberg [1981], it was investigated the relationship between the vocal tract length

and the formant frequencies. For a vocal tract of length L, each formant frequency will

be proportional to 1
L . Then, it is desired to rescale the frequency axis to make speech

of all speakers appear as if it was produced by a vocal tract with a single standard

length [Wegmann et al., 1996]. There are different methods to accomplish this task.

We follow an approach similar to the ones proposed in Wong and Sridharan [2002];

Sarkar et al. [2010]. The goal is to find the scaling factor, α, for each speaker. This is

achieved by first training a GMM for each possible scaling factor, as follows:

• Build a UBM GMM with the MFCCs of all training data. These MFCCs have

been previously computed only for VTLN purposes (MFCCVTLN).

• Sweep all possible values of α for each file in the training dataset. For each α,

evaluate the rescaled version of the file on the UBM. For each file, select the α

that obtains maximum likelihood.

• Group the files with the same α together. Perform a MAP adaptation over the

UBM with each group. You will obtain a new GMM for each α.

During the feature extraction process, each file is evaluated without rescaling over all

adapted models. The α corresponding to the model that obtains the highest likelihood

is selected to rescale that file. Then, MFCCs with the configuration for classification (25
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mel filters, 25 ms long windows, 10 ms window shift) are computed using the selected

α. In our experiments, we built models from α = 0.85 to α = 1.15 in steps of 0.02. We

remark that the MFCCs computed to select α and the final MFCCs computed with the

selected α used for classification can be obtained with different configuration. In our

system, both configurations are the same. The main difference is the obvious VTLN

effect, because the first ones are not rescaled by any α and the second ones are rescaled

by the selected α. This is clearly seen in Figure 6.1.

6.1.1.2 Cepstral Mean and Variance Normalization

CMVN [Viikki and Laurila, 1998; Barras and Gauvain, 2003] is a double transformation

applied, in our case, in a per-file basis. We have to bear in mind that only the frames

detected by the VAD are used. First, the mean of the MFCCs of the current file is

subtracted to every frame of the same file. The idea behind mean subtraction is that,

if the channel is constant, it will be reflected in the cepstral mean. Thus, it is a method

to primarily remove the channel contribution. Second, the variance of the MFCCs is

calculated over the whole file, and each frame, after mean subtraction, is divided by the

standard deviation. This allows removing noise effects and consequently having a better

match between training and testing features. Note that after these transformations, all

features will have zero mean and unit variance.

6.1.1.3 RASTA

RASTA filtering is a band pass filtering applied over the resulting normalized MFCCs

[Hermansky and Morgan, 1994]. The goal is to remove any slow variation in the short-

term spectrum. Even though humans are not sensitive to slow varying components

in the speech signal caused by the communication channel or to steady background

noise present in the environment, because these does not impair human speech com-

munication, it makes good engineering sense. Mainly, it is useful to alleviate the effect

of convolutional noise and to smooth the fast frame-to-frame spectral changes present

in the short-term spectral estimate due to analysis artifacts [Hermansky and Morgan,

1994]. In other words, it keeps the modulation frequencies more important for human

speech communication, which are normally between 0.26 Hz and 50 Hz.
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t t+dt-d t+P t+P+dt+P-d t+(k-1)P t+(k-1)P+dt+(k-1)P-d
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c(t) c(t+P) c(t+(k-1)P)

MFCC+SDC(t)=[c(t);    c(t);    c(t+P);   ...    c(t+(k-1)P]

Figure 6.2: SDC computation scheme - SDC features stacked with MFCC at frame

t for parameters N -d -P -k.

6.1.1.4 Shifted Delta Cepstra Coefficients

After the normalization process, a common practice is to calculate the first and second

derivatives of the MFCC, in order to compensate for the independence assumption

among frames. However, Torres-Carrasquillo obtained better results in a LID task

with SDC [Torres-Carrasquillo et al., 2002b], a stacking of future MFCC derivatives

onto the current frame derivative. The reason of this success was that these features

also capture long-term information, and this was proved to be beneficial for LID. Four

parameters define SDC: N, d, P, and k. N is the number of cepstral coefficients

computed at each frame, d represents the time shift for the delta computation, P is the

shift between consecutive blocks, and k is the number of blocks whose delta coefficients

are concatenated. We used a 7-1-3-7 configuration, and stacked also MFCCs of the

current frame, to obtain a 56-dimension vector every 10 ms. Only the frames detected

by the VAD were conserved. In Figure 6.2, it is shown a schematic view of how SDC

coefficients are computed.

6.2 Results

6.2.1 GMM

In this section, we test the LID approach described in Section 5.1 based on GMM.

In Figure 6.3, we evaluate the GMM for different number of Gaussians, and we

compare the results obtained with the Dev dataset including 1 h of data per language

(straight green lines) and the results obtained with a Dev dataset of 4 h of data per

language (striped black lines). The first clear observation is that the results for the 30
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Figure 6.3: Performance of a GMM-based LID system as a function of the

number of components - Results with 20 h for training and 1 h (straight green lines)

and 4 h (striped black lines) for development, for 3 s, 10 s and 30 s tasks. Results in terms

of 100 ·Cavg.

s task were much better than for the 10s and 3 s tasks, and the results of the 10 s task

were much better than for the 3 s task. This trend was observed in all the experiments of

the Thesis. Nonetheless, it is a general characteristic of speech technologies: the longer

the test audio segment, the better the results. We have more information. Second, the

error decreased as we increased the number of Gaussians. Third, as we increased the

amount of development data, Cavg was slightly reduced. For example, with a GMM

with 2048 components, we obtained 100 · Cavg = 7.91 and 100 · Cavg = 7.74, with 1 h

and 4 h of development per language, respectively, for the 3 s task; for the 10 s task,

we obtained 100 · Cavg = 4.01 and 100 · Cavg = 3.92, with 1 h and 4 h of development

per language, respectively; and for the 30 s task, we obtained 100 · Cavg = 2.56 and

100 · Cavg = 2.39, with 1 h and 4 h of development per language, respectively. For the

rest of the experiments in the Thesis, we used the Dev dataset with 1 h of data per

language.

The goal of the next experiment was to analyze the influence that the amount of

training data has in system performance. In Figure 6.4, we show Cavg for three differ-

ent systems trained on 1 h, 7 h, and 20 h per language. We include results for GMMs

with 256, 512, 1024 and 2048 Gaussian components. The main idea gathered from this

experiment is that, in general, the more the training data, the better the system perfor-
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Figure 6.4: Performance of a GMM-based LID system as a function of the

training time per language - 256 (straight green lines), 512 (long striped purple lines),

1024 (dotted black lines), and 2048 (short striped blue lines) Gaussians for the 3 s, 10 s,

and 30 s tasks, 1 h development dataset. Results in terms of 100 ·Cavg.

mance. As we increased the number of hours of training, more complex systems, with

higher number of parameters, could be robustly trained. This is, in general, a property

of ML methods. Increasing the amount of data for training has as a consequence that

the test samples have more chances of having been seen during training. However, this

is not always true. We can see one exception in these experiments in some cases for

the 10 s and 30 s tasks, where the performance degraded when passing from 7 h to 20

h for training with models with less than 2048 components. We think that this is due

to the type of data used for training, which fitted better to the Test dataset in the case

of 7 h than in the case of 20 h, in spite of our efforts to build datasets with the same

database and channel proportions (see Section 4.4). In the 10 s and 30 s tasks, only the

model with 2048 Gaussian components benefited from having more hours of training

data. One last point we want to remark is that, when we used only 1 h for training,

it was not the system with 2048 Gaussians the one performing the best, but the one

with 512 Gaussians. This indicates that 1 h was not enough to robustly train a large

number of parameters.

In order to see the effectiveness of the two blocks that form the calibration step, we

tested the same GMM-based LID system with and without each of them. The results

are in Table 6.1. It is evident that the most effective solution was the cascade of the
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GB & MLR noGB & MLR GB & noMLR noGB & noMLR

3 s 7.91 8.59 8.29 12.30

10 s 4.01 4.68 4.18 11.28

30 s 2.56 3.33 2.58 11.02

Table 6.1: Effect of GB and MLR in the calibration of a GMM-based LID

system - 100 ·Cavg for a GMM-based system with 2048 Gaussians, using 20 h for training

and 1 h for development, for different activations of GB and MLR calibration, for the 3 s,

10 s, and 30 s tasks.

generative and discriminative calibration. Nonetheless, most of the benefit came from

the GB, as we can see if we compare the results with the two blocks (GB & MLR) with

those obtained only with the GB (GB & noMLR), and with those obtained only with

MLR calibration (noGB & MLR). The numbers obtained only with the GB are closer

to the numbers obtained with the cascade of both. This is especially true for the 30 s

task. In the last column (noGB & noMLR), it can be seen that if neither GB nor MLR

calibration was activated, the error increased dramatically. In the rest of experiments

of the Thesis, we used the configuration with the two blocks in cascade.

6.2.2 GMM MAP

In this section, we investigate the performance of the LID approach described in Section

5.2 based on MAP adaptation of a GMM UBM. There is a need in this Thesis to report

experiments with this technique because JFA and i-Vector models were created by MAP

adaptation of the UBM. Hence, in order to make fair comparisons, we have to compare

JFA and i-Vectors with GMM MAP training, and not with GMM trained from scratch.

In Table 6.2, we show the results of a GMM MAP adaptation of the means of each

language for a 2048-component UBM. Remember that the weights and the covariance

matrix remain the same as in the UBM, and that the UBM is a GMM trained identically

to the models of the previous section but including data of all languages. We used the

Train dataset of 20 h per language, the Dev dataset of 1 h per language, and the

calibration included the generative and discriminative blocks in cascade.

We can see that the results obtained with the GMM trained from scratch, reported

in Table 6.1 (column GB & MLR), were better than the results obtained with MAP

adaptation. The difference was not big for the 10 s (100 · Cavg = 4.01 with GMM vs.
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Task MAP

3 s 10.61

10 s 4.43

30 s 2.63

Table 6.2: Results of a GMM-based LID system trained with MAP - 100 · Cavg

for a GMM-based LID system trained with MAP adaptation of UBM means, using 20 h

for training and 1 h for development, for the 3 s, 10 s, and 30 s tasks. The covariance and

weights remain the same as in the UBM. The number of Gaussian components was 2048.

100·Cavg = 4.43 with MAP) and 30 s (100·Cavg = 2.56 with GMM vs. 100·Cavg = 2.63

with MAP) tasks, but it was larger for the 3 s task (100 · Cavg = 7.91 with GMM vs.

100 · Cavg = 10.61 with MAP). The reason is that 20 h of training data per language

were enough to robustly train GMM model parameters, and the models adapted from a

common UBM were less descriptive of the languages. They were forced to stay closer to

the UBM than the models created from scratch, and this limitation did not help. After

watching these results, one could think that the channel adaptation performed by JFA

could rather be made from the GMM models trained from scratch. And it is probably

true. However, this is dependent on the database size. As we looked for a standard

recipe valid in most scenarios, we maintained MAP adaptation in JFA training at the

expense of, probably, obtaining higher Cavg.

6.2.3 JFA

In this section, experiments with the JFA model described in Section 5.3 are presented.

In all, we used the Train dataset of 20 h per language, the Dev dataset of 1 h per

language, and the calibration included the generative and discriminative blocks in cas-

cade.

The two most common evaluation methods of JFA are integration over channel

distribution and linear scoring. They were described in Sections 5.3.1.2 and 5.3.1.5,

respectively. In Figure 6.5, the performance of these two methods for different number

of channel factors is compared. In this experiment, in the case of linear scoring, channel

factors were obtained over the UBM, and hence they were the same for all languages.

It can be observed that there is a plateau from 100 to 300 channel factors, with slightly

better performance with 200 and 300 than with 100 in the 3 s and 10 s tasks, whereas
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Figure 6.5: Performance of a JFA-based LID system with different number of

channel factors - Evaluated with linear scoring (dotted red) and integrating over channel

distribution (straight black), with 20 h for training and 1 h for development, for the 3 s,

10 s and 30 s tasks. Results in terms of 100 ·Cavg.

in the 30 s task the optimal result was obtained with 200 channel factors. We can

also observe that the performance with both evaluation methods was similar. If we

fix the number of channel factors to 200, marginally better results were obtained with

integration over channel distribution in the 3 s (100 · Cavg = 9.31 with integral vs.

100 · Cavg = 9.55 with linear scoring) and 10 s (100 · Cavg = 2.48 with integral vs.

100·Cavg = 2.63 with linear scoring) tasks, while in the 30 s task there was no significant

difference between both of them (100 · Cavg = 0.72 with integral vs. 100 · Cavg = 0.69

with linear scoring). For the rest of the experiments, we used 200 channel factors.

Next, we compare the rest of evaluation methods of JFA. Remember from Section

5.3.1 that according to the level of approximation, the most accurate method that we

used is integration over channel distribution, followed by channel point estimate, and

finally linear scoring. In methods that require to compute channel factors, they are

theoretically computed with the specific model of each language, resulting in channel

factors that are different for each of these languages, but we can reduce the compu-

tational cost by calculating channel factors over the UBM, obtaining a single vector

of channel factors that is shared among languages. In practice, we did not see clear

advantage of computing channel factors over the MAP models of each language and

the results were similar or even better when we computed them over the UBM. The
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Figure 6.6: Performance of JFA obtained with different evaluation methods -

Results with 200 channel factors, 20 h for training and 1 h for development, per language,

in the 3 s, 10 s and 30 s tasks. Methods: integral over channel distribution (Integral),

channel point estimate (ChPE), channel point estimate with UBM weights (ChPEw), and

linear scoring (Linear). ” LANG” means that channel factors were obtained over language-

specific models; ” UBM” means that channel factors were obtained over the UBM. Results

in terms of 100 ·Cavg.

results are shown in Figure 6.6.

For the 30 s task, we can see that the best performance was obtained with channel

point estimate with UBM weights and channel factors obtained with MAP models

(100 ·Cavg = 0.54), but linear scoring with channel factors obtained with the UBM and

integration over channel distribution also performed very well (100 · Cavg = 0.69 and

100 · Cavg = 0.72, respectively). For the 3 s and 10 s tasks, integration over channel

distribution performed the best (100 · Cavg = 9.31 and 100 · Cavg = 2.48, for 3 s and

10 s tasks, respectively), and again, channel point estimate with UBM weights (with

channel factors obtained with MAP models in the 10 s task and with the UBM in the 3

s task), and linear scoring with channel factors obtained with the UBM were the other

two methods with lowest Cavg.

Actually, we expected integration over channel distribution to perform better than

the rest of methods, especially in short durations, because in addition to being closer to

the exact computation, channel factors are not computed but integrated out, and these

are less reliable when the segment duration is short. As it can be seen in eq. (A.72), the

covariance depends on the inverse of the zeroth order statistic. Thus, in short durations,
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zeroth order statistic is small, the covariance is larger, and as a consequence, channel

factors are less reliable.

It is remarkable that the approximation in channel point estimate with UBM weights

gave better results than using soft alignments, although theoretically it is less exact.

In fact, standard channel point estimate using soft alignments did not perform as

expected. A surprising result is that linear scoring with channel factors computed over

MAP models was one of the methods with worse results. However, if channel factors

were computed over the UBM, linear scoring was one of the best scoring methods.

In general, we would recommend integration over channel distribution if you want to

obtain very good performance at a reasonable speed, and the linear scoring with channel

factors computed over the UBM, if you can afford a slight decrease in performance and

you look for maximum speed.

In Dehak [2009], it was checked that channel factors calculated for a JFA model in

a speaker recognition task also contained information about the speaker. In order to

check if our channel factors also contained information about the language, we built a

classifier where the input features were channel factors. The architecture was similar to

the one shown in Figure 5.4 for i-Vectors, but using channel factors instead. First, we

extracted channel factors computed over the UBM, and not over the language-specific

MAP models, to have a single vector per utterance. Then, channel factors were used

to model a Gaussian distribution per language, similarly to the system presented in

Section 5.4.1.1. During evaluation, we extracted channel factors and evaluated them

over the Gaussian models of each language. The scores generated by these models were

calibrated before making decisions. Actually, this could be considered to be another

JFA evaluation method where the input information is further compressed. But we

want to separate it from the rest of methods to make clear that the only information

used for classification was our channel information. The results are in Table 6.3. The

number of extracted channel factors was 200. As we can see, the results were not as

good as those obtained with the rest of JFA evaluation methods seen in Figure 6.6, but

it is clear that the channel factors still contained information about the language. Thus,

the next step was to build the total variability space, where JFA was used as feature

extractor and the subspace included not only channel, but all sources of variability.
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Task 200 channel factors

3 s 12.13

10 s 5.12

30 s 2.62

Table 6.3: Performance of a LID system based on JFA channel factor classi-

fication - 100 · Cavg for LID with channel factor classification. A Gaussian distribution

per language was used as classifier. 200-dimension channel factors were obtained over the

UBM. Results using 20 h for training and 1 h for development, per language, for the 3 s,

10 s, and 30 s tasks.

6.2.4 i-Vectors

In this section, experiments using i-Vectors are shown. Description of an LID system

based on i-Vectors can be seen in Section 5.4.1. First, results with the ML Gaussian

classifier are presented. Then, several techniques are applied to compensate possi-

ble mismatches between train and test. Last, we study discriminative techniques for

i-Vector classification, also analyzing some compensation techniques. In all the ex-

periments, we used the Train dataset of 20 h per language, the Dev dataset of 1 h

per language, and the calibration included the generative and discriminative blocks in

cascade.

6.2.4.1 Gaussian Classifier

In Table 6.4, we analyze the results with the Gaussian classifier for different i-Vector

dimensions. The best results for the 30 s condition were obtained with 600 dimensions

(100·Cavg = 0.36). Adding more dimensions did not give further improvements and the

computational load was highly increased. For the 10 s and 3 s tasks, small reductions in

Cavg were still obtained with 700 and 800 dimensions (with 800 dimensions, 100·Cavg =

8.17 in the 3 s task, and 100 · Cavg = 1.75 in the 10 s task), but a huge increase in

computational load was required. Hence, for the rest of the experiments we used 600-

dimension i-Vectors.

Theoretically, each language has its own mean and covariance. However, we used

a shared WC covariance matrix for all languages. We investigated using a different

covariance matrix for each language, but the results were worse, as shown in Table

6.5. However, we have shown in recent experiments that better results can be obtained
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i-Vector Dimension

Task 100 200 400 600 700 800

3 s 8.44 8.40 8.36 8.29 8.17 8.17

10 s 2.04 1.92 1.88 1.83 1.77 1.75

30 s 0.55 0.46 0.44 0.36 0.39 0.39

Table 6.4: Results of an i-Vector-based LID system as a function of i-Vector

dimension - 100 · Cavg for an i-Vector -based LID system with Gaussian classifier and

different i-Vector dimensions. Results with 20 h for training and 1 h for development, per

language, for the 3 s, 10 s, and 30 s tasks.

Task Heteroscedastic

3 s 13.75

10s 5.91

30s 1.99

Table 6.5: Results for an i-Vector-based LID system with heteroscedastic Gaus-

sian classifier - 100 ·Cavg for a 600-dimension i-Vector -based LID system with Gaussian

classifier and different covariance matrix for each language. Results with 20 h for training

and 1 h for development, per language, for the 3 s, 10 s, and 30 s tasks.

with different covariance matrix for each class, if the amount of training data for each

language is large enough [Lopez-Moreno et al., 2014].

Additionally, one could think that i-Vectors could have different modes within the

same language and a GMM would be more appropriate than a single Gaussian. How-

ever, the fact that the heteroscedastic experiment did not outperform the one with

shared covariance matrix, discouraged us to use GMMs, because if there were no data

to train a different covariance matrix for each class, definitely there were no data to

train more than one mode of a GMM either. Nonetheless, in Lopez-Moreno et al.

[2014], it was also possible to train a GMM using a large enough dataset.

As it happens with channel factors in JFA, i-Vectors are less reliable when the audio

segment is short. The reason is the same as for JFA. Larger covariance is obtained,

since it depends on the inverse of the zeroth order statistic, which is small for short

utterances. This relationship can be seen in eq. (A.104).
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NAP Dimension

Task 20 30 40 50 60 75 100 125 150 200

3 s 8.31 8.31 8.30 8.29 8.27 8.26 8.25 8.25 8.29 8.27

10 s 1.83 1.83 1.83 1.83 1.83 1.83 1.83 1.83 1.81 1.81

30 s 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.38 0.38 0.38

Table 6.6: Results of an i-Vector-based LID system with NAP - 100 · Cavg for a

600-dimension i-Vector -based LID system with Gaussian classifier and NAP with different

dimensions. Results with 20 h for training and 1 h for development, per language, for the

3 s, 10 s, and 30 s tasks.

6.2.4.2 Gaussian Classifier with Nuisance Attribute Projection

In this section we study the performance of NAP technique applied with the Gaussian

classifier of i-Vectors. In Table 6.6, we show results of the i-Vector system using 600

dimensions for different number of dimensions in the NAP projection. In this system,

i-Vectors were previously centered around the origin. As we can see, the the system was

practically insensitive to variations over a wide range of NAP dimensions. Comparing

with the results in Table 6.4, there was no improvement over the i-Vector system

without NAP.

6.2.4.3 Gaussian Classifier with Other Compensation Techniques

We experimented with other compensation techniques for the 600-dimension i-Vector

system with Gaussian classifier. Results are shown in Table 6.7. Unfortunately, there

were no gains with respect to the case without compensation.

6.2.4.4 Discriminative Training

In Figure 6.7, we show results for two discriminative classifiers built on top of 600-

dimension i-Vectors. The first is an SVM and it is represented by the straight blue line.

The second one is an LR classifier and it is represented by the dashed orange line. The

parameter C was swept to find optimal performance. In general, it can be observed

that LR performed better than SVM, and the optimal value of C was 0.001 in all cases,

except for the LR system in the 3 s and 10 s tasks, for which the optimal value of C

was 0.0001. Nonetheless, results with the generative Gaussian classifier outperformed

discriminative ones.
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Figure 6.7: Comparison between SVM and LR classifiers for i-Vector-based

LID - Results with 20 h for training and 1 h for development per language, for the 3 s, 10

s, and 30 s tasks, in terms of 100 ·Cavg. 600-dimension i-Vectors. SVM (straight blue)

and LR (dashed orange).

Task CW CWN CLDA CNLDA

3 s 8.29 8.33 8.29 8.32

10 s 1.83 1.81 1.77 1.82

30 s 0.37 0.37 0.43 0.40

Table 6.7: Results for an i-Vector-based LID system with different compensa-

tion techniques - 100·Cavg for a 600-dimension i-Vector -based LID system with Gaussian

classifier and different channel compensation techniques. Results with 20 h for training and

1 h for development, per language, for the 3 s, 10 s, and 30 s tasks. The abbreviations are

• Centering+Whitening (CW)

• Centering+Whitening+Length Normalization (CWN)

• Centering+Linear Discriminant Analysis (CLDA)

• Centering+Length Normalization+Linear Discriminant Analysis (CNLDA)

6.2.4.5 Compensation Methods for Discriminative Training

Next, we incorporate channel compensation techniques to discriminative methods. In

Figure 6.8, we see how LDA, NAP with 60 dimensions, length normalization, and

combinations of these three, affected SVM. The regularization parameter was C =

0.001. In this case, LDA was the most effective transform in the 3 s and 10 s tasks, but
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Figure 6.8: Results for an LID system using 600-dimension i-Vectors with SVM

classifier and several channel compensation techniques - Specifically, LDA, NAP

with 60 dimensions, length normalization (NORM), and combination of them. Results

with 20 h for training and 1 h for development, per language, for the 3 s, 10 s, and 30 s

tasks, in terms of 100 · Cavg.

not enough to beat the generative results, while in the 30 s task, the best results with

SVM were obtained without any compensation method.

The same exercise was done with an LR classifier with C = 0.0001. NAP was also

applied with 60 dimensions. In Figure 6.9, we can see the results. LDA and NAP

helped, but not significantly. The results with the generative Gaussian classifier were

still better.

6.3 Comparison and Fusion of Acoustic Systems

In this section, we compare the results obtained with the different acoustic approaches

and investigate if they are complementary. In Figure 6.10, we present some of the

best individual results obtained with GMM, MAP, JFA and i-Vector approaches, and

different fusions at score level, with the system architecture proposed in Figure 4.3.

Specifically, we make all possible combinations of the MAP system with 2048 Gaussians,

the JFA with integral over channel distribution scoring and 200 channel factors, and the

600-dimension i-Vector system with Gaussian classifier. We also included GMM with

2048 for comparison, although as we have stated before, it is not a fair comparison in

the sense that, unlike the other three approaches, GMMs are built from scratch and not
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Figure 6.9: Results for an LID system using 600-dimension i-Vectors with an

LR classifier and several channel compensation techniques - Specifically, LDA,

NAP with 60 dimensions, length normalization (NORM), and combinations of them. Re-

sults with 20 h for training and 1 h for development, per language, for the 3 s, 10 s, and

30 s tasks, in terms of 100 · Cavg.

from a MAP adaptation of a UBM. As we can see, the performance varied depending

on the duration of the test segments.

In the case of 30 s, the best performing system was the one based on i-Vectors

(100 · Cavg = 0.36), and the fusion did not help, probably because we had already

reached nearly optimal performance using SDC features with the i-Vector approach

alone. Comparing i-Vectors with JFA evaluated with integration over channel distri-

bution and with MAP, the first obtained a 50% relative improvement with respect

to the second, and a 86.31% with respect to the third. The relative improvement of

JFA with respect to MAP was of 72.62%. Note that in this case it is harder to ex-

tract significant conclusions, since the number of errors is very small (below 40 in the

best-performing system).

In the case of 10 s test segments, the best individual result was obtained with the

i-Vector system (100 · Cavg = 1.83). This meant a 26.21% relative improvement over

the best JFA evaluation method, namely integral over channel distribution scoring,

and 58.69% relative improvement over MAP. The relative improvement of JFA with

respect to MAP was of 44.01%. Interestingly, the fusion of MAP and i-Vector obtained

lower Cavg than the fusion of JFA and i-Vector. By fusing the three approaches the

best result was obtained, 100 ·Cavg = 1.62. This meant a 11.48% relative improvement
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Figure 6.10: Results for fusion of acoustic systems - GMM with 2048 components,

GMM MAP with 2048 components, JFA evaluated with integral scoring and 200 channel

factors, and 600-dimension i-Vectors evaluated with a Gaussian classifier. Results with 20

h for training and 1 h for development, per language, for the 3 s, 10 s, and 30 s tasks.

Results in terms of 100 · Cavg.

over the i-Vector approach alone.

In the case of 3 s test segments, and considering only the three techniques that used

MAP adaptation, the best individual result was obtained with the i-Vector approach

(100·Cavg = 8.29). However, a better result was obtained with GMM (100·Cavg = 7.91).

See that the subspace was still doing its job, because the results with JFA and i-Vectors

were better than the results with GMM MAP. However, note that the difference

between GMM and MAP was relatively higher (25.44%) in this case than in the 10 s

and 30 s tasks (9.48% and 2.66%, respectively), and the improvement that the subspace

allowed us to achieve was not enough to beat the results with GMMs. The relative

improvement of the i-Vector approach with respect to JFA was of 10.96%, and with

respect to MAP was of 21.86%. The relative improvement of JFA with respect to

MAP was of 12.25%. As it already happened in the 10 s task, the fusion of MAP and

i-Vector obtained better result than the fusion of JFA and i-Vector. By fusing the

three MAP-based techniques, we obtained 100 · Cavg = 7.82, a relative improvement

of 5.67% over the i-Vector system alone. By adding the GMM system to this fusion,

we obtained 100 · Cavg = 6.84, showing the complementarity of this technique with

the others when the utterances were short. This meant a 12.53% relative improvement
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Figure 6.11: Results per language for acoustic systems in the 3 s task - GMM with

2048 Gaussian components, MAP with 2048 Gaussian components, JFA evaluated with

integral scoring and 200 channel factors, 600-dimension i-Vector with Gaussian classifier,

and fusion of previous MAP, JFA, and i-Vector systems. Results with 20 h for training

and 1 h for development, per language, in terms of 100 · Cavg.

over the previous fusion without MAP, and a 17.49% relative improvement over the

i-Vector system alone.

These results prove the complementarity of MAP, JFA and i-Vectors in the 3 s

and 10 s tasks. Probably, they would also be complementary in the 30 s task in more

challenging databases. Also, it is clear the advantage of the subspace, because the

results obtained with JFA and i-Vectors were always better than those obtained with

MAP. At the same time, the i-Vector approach outperformed JFA. A reason may

be that i-Vectors do not discard any language information, as we saw in Section 6.2.3.

Finally, GMM alone outperformed MAP, and as we proposed in Section 6.2.2, probably

better results would have been obtained if we had used the GMM models instead of

the MAP models to build JFA and i-Vector systems.

In Figures 6.11, 6.12, and 6.13, we split Cavg into the individual results obtained for

each language with the previous systems, in the 3 s, 10 s, and 30 s tasks, respectively.

In this way, we can see if some languages benefited more from using one approach or

another.

In the 3 s task, the languages with lowest error were English, Mandarin and Russian.

Opposite, Hindi obtained the worst results. It is interesting that the fusion was the best
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Figure 6.12: Results per language for acoustic systems in the 10 s task - GMM

with 2048 Gaussian components, MAP with 2048 Gaussian components, JFA evaluated

with integral scoring and 200 channel factors, 600-dimension i-Vector with Gaussian clas-

sifier, and fusion of previous MAP, JFA, and i-Vector systems. Results with 20 h for

training and 1 h for development, per language, in terms of 100 · Cavg.

performing system for all languages, except for Mandarin, for which GMMs performed

the best. Unlike the behavior for the rest of languages, MAP performed better than

GMM for Hindi. The rest of results followed the general trend commented above.

In the 10 s task, the best results were obtained again for English, whereas Hindi

was again the language with worst results. However, in this case and for the i-Vector

system, Hindi and Spanish obtained very similar results. In addition, both languages

had in common that GMM performed worse than MAP. The fusion was the system

performing best for all languages, and the rest of results followed the general trend.

In the 30 s task, excellent results were obtained for Mandarin. Cavg of English and

Russian were close to Mandarin. The results obtained for Farsi, Hindi, and Spanish

were similar and with higher Cavg than for the other three. In this case, the i-Vector

system performed the best for all languages except Hindi, and identical results than with

i-Vectors were obtained with the fusion for Mandarin and Russian. It is remarkable

the very bad results obtained with GMM for Hindi.

Finally, we show the confusion matrices for the i-Vector system in Tables 6.8, 6.9,

and 6.10, for the 3 s, 10 s, and 30 s tasks, respectively. In the rows we have the

true spoken language, and in columns, the decisions made by our system. Results are
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Figure 6.13: Results per language for acoustic systems in the 30 s task - GMM

with 2048 Gaussian components, MAP with 2048 Gaussian components, JFA evaluated

with integral scoring and 200 channel factors, 600-dimension i-Vector with Gaussian clas-

sifier, and fusion of previous MAP, JFA, and i-Vector systems. Results with 20 h for

training and 1 h for development, per language, in terms of 100 · Cavg.

shown in percentage of files. Thus, we can know the number of files incorrectly classified

using these percentages and Table 4.3, where we indicated the number of target files

per language and task. We want to remind that this is a detection task, where each

utterance can be said to be spoken in zero, one or more than one language, and thus,

the sum of each column does not have to sum 1.

For the 3 s task, it is interesting to see that the lowest numbers of correctly classified

files belonged to Hindi (54.07%) and Spanish (58.23%). The other languages varied from

70% (Farsi) to 83% (English) of files correctly classified. The major confusion was for

Spanish files classified as Hindi (10.50%). Also, there was big confusion in Hindi files

classified as Farsi (8.37%), Russian (7.66%), and Spanish (7.18%). Moreover, 7.90% of

Farsi files were classified as Mandarin.

For the 10 s task, the percentage of correctly classified files improved very much

with respect to the 3 s task. Hindi, Farsi and Spanish were between 86% and 90% of

correct classifications, whereas the other three languages were over 96%. The biggest

confusion was between Hindi and Spanish. Also, Farsi with Mandarin and Russian,

Hindi with Russian, and Spanish with Farsi obtained a percentage over 1%.

Finally, for the 30 s task, all languages obtained a correct classification rate over
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English Farsi Hindi Mandarin Russian Spanish

English 83.85 2.43 2.65 2.43 1.33 1.99

Farsi 3.95 70.37 2.96 7.90 3.46 1.98

Hindi 3.35 8.37 54.07 5.26 7.66 7.18

Mandarin 0.93 5.09 3.94 76.62 3.24 1.62

Russian 2.04 3.63 4.31 1.81 78.46 2.04

Spanish 4.06 5.01 10.50 3.82 5.01 58.23

Table 6.8: Confusion matrix for an i-Vector-based LID system in the 3 s task

- Confusion matrix (%) with the 600-dimension i-Vector -based LID system and Gaussian

classifier in the 3 s task. Results with 20 h for training and 1 h for development, per

language. Rows are true spoken language, and columns are decisions made by our system.

English Farsi Hindi Mandarin Russian Spanish

English 97.80 0.44 0.29 0.15 0.00 0.15

Farsi 0.25 89.41 0.74 1.72 1.48 0.74

Hindi 0.48 0.97 86.47 0.32 1.13 2.25

Mandarin 0.00 0.20 0.99 97.62 0.40 0.00

Russian 0.00 0.45 0.68 0.23 96.83 0.23

Spanish 0.95 1.91 2.39 0.72 0.72 87.11

Table 6.9: Confusion matrix for an i-Vector-based LID system in the 10 s task

- Confusion matrix (%) with the 600-dimension i-Vector -based LID system and Gaussian

classifier in the 10 s task. Results with 20 h for training and 1 h for development, per

language. Rows are true spoken language, and columns are decisions made by our system.

96%. In the case of English, Mandarin, and Russian, it was over 99%. The biggest

errors were made for Spanish files, with 0.48% classified as Farsi, and 0.48% classified

as Hindi, and for Hindi files, with 0.47% classified as Russian. Interestingly, in this

case no Hindi file was confused with Spanish.
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English Farsi Hindi Mandarin Russian Spanish

English 99.10 0.00 0.00 0.00 0.00 0.00

Farsi 0.00 97.28 0.25 0.25 0.25 0.00

Hindi 0.00 0.00 96.74 0.00 0.47 0.00

Mandarin 0.00 0.00 0.00 99.72 0.00 0.00

Russian 0.00 0.00 0.00 0.00 99.55 0.00

Spanish 0.00 0.48 0.48 0.00 0.00 96.90

Table 6.10: Confusion matrix (%) with the 600-dimension i-Vector -based LID system and

Gaussian classifier in the 30 s task. Results with 20 h for training and 1 h for development,

per language. Rows are true spoken language, and columns are decisions made by our

system.
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Given the success of the i-Vector classifier for acoustic LID, we kept the same archi-

tecture for the prosodic system. The only difference were the input features extracted

from speech. Whereas in Chapter 6 we focused on spectral information, now we focus

on prosody and evolution of formants along time. Prosodic LID can be considered to

be a traditional research field in the LID community, and formant information has also

been used in many works. Our major contribution in the experiments presented in this

Chapter is the use of prosodic and formant information together in an i-Vector-based

LID system. This allowed us to obtain much better results than previous approaches

[Ng et al., 2010; Mart́ınez et al., 2012a, 2013b]. However, the performance of this

approach was below the acoustic one. Nevertheless, both types of information were

complementary, and a the fusion of both approaches increased system accuracy. This

behavior is in agreement with most of the works of the literature.

7.1 Introduction to Prosodic LID

Prosody is encoded in syllable length, loudness, and rhythm. These attributes make

humans perceive rhythm, stress, and intonation in speech. Additionally, formants are

very useful to disambiguate vowels, and vowels can be a good hint to identify a lan-

guage. Furthermore, vowel evolution in time is dependent on prosody itself and also

on phonotactics, another important cue to distinguish languages. As vowels are sur-

rounded by consonants, formant transitions are affected by phonotactics.

Traditionally pitch, energy, and duration of specific speech segments have been

used to capture prosody for LID systems [Foil, 1986; Lin and Wang, 2005; Mary and

Yegnanarayana, 2008]. One of the first attempts to automatically identify language

from prosody is found in Foil [1986]. In that work, several techniques were used to model

pitch and energy contours, and linear prediction coefficients were used to also model

formants. The author chose formant values for two reasons: i) it is known that human

ear and brain make use of formant information to distinguish sounds, and ii) additive

wideband noise has less effect in the peaks of the spectrum. We also know that the

repertoire of voiced sounds is different for every language, and thus vowels are different

in different languages, and consequently formants differ from one language to another.

In addition, the frequency of formants is heavily dependent on stress, and less (but also)

significantly on duration [Gay, 1978]. This second phenomenon happens because of the
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influence of neighboring segments and it is known as undershoot [Lindblom, 1963].

Since stress and duration behave different in different languages, formants should be a

good feature for LID.

Some authors obtain prosodic features with the help of an ASR system [Mary and

Yegnanarayana, 2008], but this makes the process computationally expensive. In most

works ASR is avoided. In Lin and Wang [2005], pitch contours were approximated

using Legendre polynomials over long temporal intervals with very promising results.

This approach was adopted for speaker identification [Dehak et al., 2007a; Ferrer et al.,

2010; Kockmann et al., 2010a], where pitch and also energy contours were approximated

using linear combination of Legendre polynomials over syllable or syllable-like units.

The regression coefficients together with durations of corresponding segments were

the features describing the three characteristics of prosody. In Dehak et al. [2007b],

formants were used additionally to pitch, energy, and duration, and they were modeled

in units representing syllables, for another speaker identification task. In that work, the

use of formant information made possible to reduce the error function with regard to

the prosodic system without formants, but there were no further improvements when

fusing a cepstral system with the prosodic system including formants, compared to the

fusion of the cepstral system with the prosodic system without formants.

Our work is inspired by the prosodic-based speaker identification literature. One

of the most popular prosodic approaches for speaker identification was JFA [Dehak

et al., 2007a,b; Kockmann et al., 2010a]. The standard i-Vector approach initially pro-

posed to model MFCC features, was tested on polynomial coefficient prosodic features

in Kockmann et al. [2011], and a remarkable performance was shown for a speaker

identification task, compared to JFA. These approaches are applicable only to features

that are always defined and are relatively low-dimensional, like the polynomial coeffi-

cient features described above. For more complex sets of features, another subspace

modeling technique called the subspace multinomial model (SMM) [Kockmann et al.,

2010b] was introduced, which models the vector of weights from a background GMM

that takes into account probabilities of undefined values.

For LID, the i-Vector approach combined with prosodic feature was used for the

first time in our work in Mart́ınez et al. [2012a]. In Mart́ınez et al. [2013a], we expanded

the previous work with the addition of formant information.
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Prosody Aspect Intonation Rhythm Stress Vowel Evolution

Feature Pitch Duration Energy

Duration

Formants

Table 7.1: Relationship between features and prosodic aspects.
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Figure 7.1: Extraction process of prosody and formant features - For each audio

file, we compute pitch, energy, and formants, we normalize them, we obtain meaningful

segments, and we compute the contour of each segment with Legendre polynomials. Finally,

the segment duration is added to the polynomial coefficients to obtain the feature vector

used as input to the LID classifier.

7.2 Prosodic Features

In this section we explain the feature extraction process of prosodic features and for-

mant information. The process is depicted in Figure 7.1. First, we calculated the

pitch, the energy, and the formants of each audio file. Second, we normalized these

measures. The third step in the process was the segmentation. The goal was to obtain

meaningful regions where we could compute reliable contours for pitch, energy, and

formants. Finally, we computed contours by means of Legendre polynomials within

each of the previous segments. The coefficients of those polynomials were our features,

which together with the segment duration, were the input to our LID classification

system. Then, we can consider that our features contained information about the three

components of prosody: intonation in pitch, rhythm in duration, and stress in energy

and in duration. Formant contours primarily carry information about vowel evolution.

In Table 7.1, we summarize how our features collect the prosodic information of speech.

In the following paragraphs, we explain this process in depth.
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7.2 Prosodic Features

7.2.1 Pitch, Energy and Formant Extraction

Our features carried information about the evolution of pitch, energy and formant

central frequencies along time. The Snack Sound Toolkit [Sjölander, 1997] was used

to extract these features. They were obtained every 10 ms with 7.5 ms long windows.

First, pitch, energy and formant values were converted to log domain, to simulate

human perception. Next, energy was normalized by subtracting its maximum value in

the log scale. This made it more robust to language-independent phenomena such as

channel variations. The log pitch and log formant values were normalized by subtracting

mean and dividing by standard deviation estimated over the corresponding file. Thus we

avoided the dependence on the absolute pitch value of the speaker. Formant processing

was similar to Dehak et al. [2007b], but unlike this work, they were converted to log

domain and we studied the influence from F1 to F4.

7.2.2 Segment Definition

Once we extracted pitch, energy and formant central frequencies for whole speech

recordings, the next step was to model their contours over time. First, we had to

define over which time intervals we would create those contours and segment the signal

accordingly. In Kockmann et al. [2010a], different segment definitions were tested and

segmentation based on syllables detected using an ASR system was found to perform

best. Since the language is unknown in the case of LID, we wanted to avoid the use of

ASR. In the present work, we compared fixed length segments of 200 ms shifted every

10 ms and 50 ms, with segments whose boundaries were delimited by energy valleys

[Dehak et al., 2007a; Kockmann et al., 2010a; Mart́ınez et al., 2012a]. In Figure 7.2,

we show how the segmentation process was made once we had the pitch and energy

calculated for an audio recording, for the case of fixed segmentation of 200 ms shifted

every 50 ms, and in Figure 7.3, for energy valley segmentation.

7.2.3 Contour Modeling

For each segment, we dropped all unvoiced frames for which no pitch was detected.

Then pitch, energy and formant central frequencies were approximated by linear com-
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Energy

Pitch

Figure 7.2: Fixed Segmentation - This file is divided in fixed segments of 200 ms

shifted every 50 ms. For the computation of the contours, only voiced frames are used.

Energy

Pitch

Figure 7.3: Energy Valley Segmentation - On every minimum of the energy signal, a

new segment is created. For the computation of the contours, only voiced frames are used.
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7.2 Prosodic Features

bination of Legendre polynomials as

f(t) =

M∑
i=0

aiPi(t) (7.1)

where f(t) is the contour being modeled and Pi(t) is the ith Legendre polynomial.

Each coefficient ai represents a characteristic of the contour shape: a0 corresponds

to the mean, a1 to the slope, a2 to the curvature, and higher order represents more

precise detail of the contour. Note that a Legendre polynomial of order M gives M + 1

coefficients for pitch, M + 1 for energy, and M + 1 for every additional formant. The

contours were calculated by least squares [Bishop, 2006]. In Figure 7.4, we show the

6 first basis of Legendre polynomials. In Figure 7.5, a real F1 curve extracted from a

200 ms segment with 20 voiced frames is compared to its Legendre approximation.

Figure 7.4: Basis of Legendre polynomials - 6 first basis of Legendre polynomials

used to model pitch, energy, and formant contours. Each basis models a different aspect

of the contour. The coefficients associated to the basis are the features of our system.

Finally, the number of voiced frames used to calculate the polynomials was included

to also include segment duration. Thus, for example, if we used order 5 polynomials,

every contour was modeled with 6 coefficients, and a 13 dimension feature vector was

obtained for the case with no formants, up to 37 dimensions if the first 4 formants

(F1-F4) were included. These were the features used as input to our classifier.
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7. PROSODIC LID RESULTS

Figure 7.5: Legendre approximation to actual F1 curve - Comparison of actual F1

curve (straight blue) with Legendre approximation of order 5 (dotted red) in a fixed-length

contour of 200 ms.

7.3 Results

The system architecture of our prosodic and formant system based on i-Vectors can be

seen in Figure 5.4. It is the same as for the acoustic system, trained in the same way

and with the same data, but substituting SDC by prosodic and formant features. More-

over, we used the configuration that performed best for the acoustic system, that is, a

2048 Gaussian components UBM and 600-dimension i-Vectors. In a prosodic system,

performance can be influenced by several parameters in the feature extraction process,

like the type of features used, the type of segments where contours are computed, or

the polynomial order used to model the contours. In the next experiments we analyze

these factors.

In Figure 7.6, we study how each individual feature affects the performance. Ini-

tially, we used fixed segments of 200 ms to emulate syllable-like units, and 10 ms shift,

or in other words, 190 ms overlap. The initial polynomial order was 5, and thus, each

contour was modeled with 6 coefficients. We can see that the best results were obtained

with the combination of pitch, energy, duration, F1 and F2 (Cavg = 3.01, Cavg = 6.68,

Cavg = 13.90 for the 30 s, 10 s, and 3 s tasks, respectively). Adding more formants did

not help. It is interesting to see that all the features were useful alone, but obviously,

far from the performance obtained with the combination we have just mentioned.

We want to make a brief remark on formant behavior. See that adding only F1
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Figure 7.6: Results for an LID system using 600-dimension i-Vectors and dif-

ferent combinations of prosodic and formant features - Results using 20 h for

training and 1 h for development, per language, for the 3 s, 10 s, and 30 s tasks, in terms of

100 · Cavg. “E” stands for energy, and all feature combinations include segment duration.

to the prosodic features alone (pitch, energy and duration) made a clear difference,

and the addition of F2 allowed a further reduction of Cavg. Then, adding F3 and F4

was not beneficial and the error was increased again. Theoretically, F1, F2, and F3 are

primarily acoustic correlates of vowel height, place of articulation and rounding, and are

known as vowel formants, because they make possible vowel discrimination, whereas F4

and higher formants are often said to be acoustic correlates of the speakers’ vocal tract

characteristics [Stevens, 1998]. Moreover, F4 and higher formants appear to have little

useful perceptual effect when their central frequency is changed [O’Shaughnessy, 2008].

In addition, estimations of F3, and also of higher formants, are often difficult owing to

the low energy in their frequency ranges [O’Shaughnessy, 2008], and hence, it is logical

that they do not contribute so reliably to the classification. Given these facts, it can

be said that F1 and F2 were expected to contribute the most to the discrimination of

languages and that is what we observed in our experiments.

After the conclusions drawn from the previous results, we used pitch, energy, dura-

tion, F1 and F2 for the rest of our experiments. The next one consisted in analyzing

different segments where contours were computed. We compared the fixed segments

of 200 ms with 10 s of previous experiment, with fixed segments of 200 ms and 50 ms

shift, and with segments delimited by energy valleys. The results are in Table 7.2. As

we can observe, the best results were obtained with fixed segments of 200 ms and 10 ms
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Task Fixed 200 ms - Shift 10 ms Fixed 200 ms - Shift 50 ms Energy Valleys

3 s 13.90 14.94 16.79

10 s 6.68 8.21 12.14

30 s 3.01 3.86 6.85

Table 7.2: Results for a prosodic and formant i-Vector-based LID system for

different segment definitions - 100 · Cavg for an LID system using 600-dimension i-

Vectors, pitch, energy, duration, F1, and F2 features, and different segments where contours

are computed. Results using 20 h for training and 1 h for development, per language, for

the 3 s, 10 s, and 30 s tasks.

Task Order 4 Order 5 Order 6

3 s 15.01 13.90 15.08

10 s 8.35 6.68 8.71

30 s 3.62 3.01 4.21

Table 7.3: Results for a prosodic and formant i-Vector-based LID system for

different Legendre polynomial orders - 100 · Cavg for an LID system using 600-

dimension i-Vectors, pitch, energy, duration, F1, and F2 features, and different polynomial

orders. Results using 20 h for training and 1 h for development, per language, for the 3 s,

10 s, and 30 s tasks.

shift. Although it is computationally more expensive than fixed segments with 50 ms

shift, because many more coefficients are computed, we think that it is worth the extra

cost if you can afford it due to the difference in the error. On the other hand, energy

valley segments presents the benefit of even higher speed, but at the cost of obtaining

higher Cavg.

Finally, we investigated the impact of the Legendre polynomials order. In Table

7.3, we present results obtained with orders 4, 5, and 6. The systems used in previous

experiments with order 5 performed the best. The results obtained with orders 4 and

6 were clearly worse than the results obtained with order 5.

As we already did in previous chapter, now we split Cavg into the individual results

obtained for each language, with the system including pitch, energy, duration, F1, and

F2 features, using fixed segments of 200 ms and 10 ms shift, and 5 order polynomials.

These are reflected in Figure 7.7 for the 3 s, 10 s, and 30 s tasks.

First, we can see that Farsi, Hindi, and Spanish were the languages obtaining highest
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7.3 Results

Figure 7.7: Results split by languages for a prosodic and formant i-Vector-

based LID system - 600-dimension i-Vector -based system with Gaussian classifier, built

on pitch, energy, duration, F1, and F2 features, with 200 ms fixed segments, 10 ms shift,

and order 5 polynomials. Results using 20 h for training and 1 h for development, per

language, for the 3 s, 10 s, and 30 s tasks, in terms of 100 · Cavg.

Cavg, as it already happened with the acoustic system. The most remarkable and

interesting result is that Mandarin was the language with best performance in the 10

s and 30 s tasks. It makes much sense, since Mandarin is a tonal language in which

prosody plays a fundamental role, much more prominent than in the rest of languages.

Finally, in Tables 7.4, 7.5, and 7.6, we can see the confusion matrices for the 3 s,

10 s, and 30 s tasks, respectively.

For the 3 s task, we can appreciate very low accuracy for Farsi (38.27%), Hindi

(34.21%), and Spanish (44.15%). Many Hindi files were confused with Farsi (11%) and

Spanish (13.64%). The rest of confusions were below 10%.

For the 10 s task, accuracies increased considerably. The lowest were again for

Hindi (58.62%), Farsi (60.34%), and Spanish (66.59%). The percentage of Farsi files

classified as Hindi was 5.67%, 6.76% of Hindi files were classified as Spanish, and 8.11%

of Spanish files were classified as Hindi.

For the 30 s case, the lowest correct classification rate was in Farsi (73.76%). For

English, Mandarin, and Russian it was over 90%. Farsi were confused with Hindi in

2.97% of the files, and with Russian in 2.48% of the files. 3.10% of Spanish files were

confused with Hindi.
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English Farsi Hindi Mandarin Russian Spanish

English 51.33 7.96 3.98 5.53 4.65 8.19

Farsi 7.65 38.27 5.43 6.67 7.65 6.67

Hindi 3.11 11.00 34.21 5.02 5.74 13.64

Mandarin 4.40 5.56 5.79 57.18 3.01 5.56

Russian 4.31 3.40 5.67 4.76 58.05 7.94

Spanish 5.97 4.53 9.55 4.53 5.73 44.15

Table 7.4: Confusion matrix for the prosodic and formant i-Vector-based LID

system for the 3 s task - Features are pitch, energy, duration, F1, and F2 features, using

200 ms fixed segments, 10 ms shift, and order 5 polynomial. System using 600-dimension

i-Vectors and Gaussian classifier. We used 20 h for training and 1 h for development, per

language. Rows are true spoken language, and columns are decisions made by our system

(in %).

English Farsi Hindi Mandarin Russian Spanish

English 78.04 2.34 1.46 1.61 2.20 0.59

Farsi 1.72 60.34 5.67 1.48 4.19 2.96

Hindi 1.29 7.25 58.62 1.29 2.42 6.76

Mandarin 1.39 0.60 2.38 82.74 1.19 0.99

Russian 0.91 0.68 1.59 0.68 86.17 1.36

Spanish 1.91 2.63 8.11 0.72 4.53 66.59

Table 7.5: Confusion matrix for the prosodic and formant i-Vector-based LID

system for the 10 s task - Features are pitch, energy, duration, F1, and F2, using 200 ms

fixed segments, 10 ms shift, and order 5 polynomial. System using 600-dimension i-Vectors

and Gaussian classifier. We used 20 h for training and 1 h for development, per language.

Rows are true spoken language, and columns are decisions made by our system (in %).

English Farsi Hindi Mandarin Russian Spanish

English 90.05 0.45 0.90 0.45 0.90 0.00

Farsi 0.74 73.76 2.97 1.49 2.48 0.74

Hindi 0.00 1.86 78.14 0.00 0.93 0.93

Mandarin 0.56 0.00 0.83 94.72 0.56 0.00

Russian 0.00 0.45 0.00 0.23 95.92 0.00

Spanish 0.24 0.24 3.10 0.95 0.95 82.10

Table 7.6: Confusion matrix for the prosodic and formant i-Vector-based LID

system for the 30 s task - Features are pitch, energy, duration, F1, and F2, using 200 ms

fixed segments, 10 ms shift, and order 5 polynomial. System using 600-dimension i-Vectors

and Gaussian classifier. We used 20 h for training and 1 h for development, per language.

Rows are true spoken language, and columns are decisions made by our system (in %).
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8. FUSION OF ACOUSTIC AND PROSODIC LID SYSTEMS

8.1 Analysis of Fusion of Acoustic and Prosodic i-Vector-

based LID

In this chapter, we investigate if the acoustic and prosodic systems presented in previous

chapters are complementary. Theoretically, acoustic, prosodic and formant information

capture different aspects of speech, so we expected the fusion of these approaches to

be a more robust system than any of them individually. Fusion was performed at score

level, as described in Section 4.2.3. Also, we present a deep analysis of the fusion

system, including an analysis of how the channel type affects classification.

Several fusions were tested, including different combinations of acoustic and prosodic

systems. Among the acoustic ones, we selected GMM MAP-based system with 2048

Gaussian components, JFA with integral over channel distribution scoring and 200-

dimension channel subspace, and 600-dimension i-Vectors with Gaussian classifier, to

be included in the fusions. We also analyzed if the GMM system trained from scratch

offers additional gains. The system selected for the prosodic and formant approach

was based on 600-dimension i-Vectors, with pitch, energy, duration, F1 and F2, fixed

segments of 200 ms and 10 ms shift, and order 5 polynomials. The results of the fusion

can be seen in Figure 8.1. The main general idea that we extract of them is that,

although the performance of prosodic systems is quite lower than the performance of

acoustic systems, they are complementary. If we compare the results with those shown

on Figure 6.10 for acoustic systems, in all cases, adding the prosodic system brings

further improvements.

For the 3 s task, the best results were obtained when adding the prosodic system to

the fusion of all acoustic systems (GMM+MAP+JFA+i-Vector+Prosodic), with 100 ·
Cavg = 6.26. This meant a 8.48% relative improvement over the same system without

prosodic and formant information. Observe, that we have included the GMM system

in this result. Nonetheless, if we drop the GMM system to include only the MAP based

acoustic systems, the fusion with the prosodic system (MAP+JFA+i-Vector+Prosodic)

still resulted in a relative improvement of 12.28%, with 100 ·Cavg = 6.86 over the same

system without prosodic and formant information.

In the 10 s task, the best performing fusion was the one including all MAP-based

acoustic systems and the prosodic system, with 100 ·Cavg = 1.33. This meant a 17.90%

relative improvement over the same fusion without prosodic and formant information.
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Figure 8.1: Results for fusion of acoustic and prosodic systems - GMM with 2048

components, GMM MAP with 2048 components, JFA with 200-dimension subspace and

integral over channel distribution scoring, acoustic 600-dimension i-Vector system with

Gaussian classifier, and prosodic and formant 600-dimension i-Vector system with pitch,

energy, duration, F1 and F2, fixed segments of 200 ms and 10 ms shift, and order 5

polynomials. Results with 20 h for training and 1 h for development, per language, for the

3 s, 10 s, and 30 s tasks, in terms of 100 · Cavg.

As we already saw for the fusion of acoustic systems, adding the acoustic GMM-based

system was harmful. Nonetheless, adding the prosodic system to the fusion including

GMM was beneficial.

In the 30 s task, the prosodic system also helped. However, in this case, the best

performing system was the fusion of acoustic and prosodic i-Vectors, with 100 ·Cavg =

0.30. This meant a relative improvement over the acoustic i-Vector system alone of

16.67%. Adding JFA to this fusion did not change the result, but the additional

inclusion of MAP or GMM was harmful.

8.2 Analysis by Languages

As final study, we analyze in detail the performance of one of the best performing

fusions, namely the fusion of acoustic and prosodic i-Vector -based systems. This fusion

performed the best in the 30 s task, very close to the best in the 10 s task, and

although there were fusions performing better in the 3 s task (concretely the fusion
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Figure 8.2: Results for fusion of acoustic and prosodic i-Vector systems for

the 3 s task - 600-dimension i-Vectors with Gaussian classifier. Prosodic system includes

pitch, energy, duration, and also F1, and F2, obtained in fixed segments of 200 ms and 10

ms shift, and order 5 polynomials. Results with 20 h for training and 1 h for development,

per language, in terms of 100 · Cavg.

Figure 8.3: Results for fusion of acoustic and prosodic i-Vector systems for the

10 s task - 600-dimension i-Vectors with Gaussian classifier. Prosodic system includes

pitch, energy, duration, and also F1, and F2, obtained in fixed segments of 200 ms and 10

ms shift, and order 5 polynomials. Results with 20 h for training and 1 h for development,

per language, in terms of 100 · Cavg.

of all acoustic systems, including GMM, and prosodic system), we think that in a

real scenario, this would be our preferred solution owing to consistency, simplicity and

better generalization of conclusions.

First, Cavg can be seen for each language individually in Figures 8.2, 8.3, and 8.4,

for the 3 s, 10 s, and 30 s tasks, respectively. If we compare these results with those
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Figure 8.4: Results for fusion of acoustic and prosodic i-Vector systems for the

30 s task - 600-dimension i-Vectors with Gaussian classifier. Prosodic system includes

pitch, energy, duration, and also F1, and F2, obtained in fixed segments of 200 ms and 10

ms shift, and order 5 polynomials. Results with 20 h for training and 1 h for development,

per language, in terms of 100 · Cavg.

obtained with each i-Vector system individually (results of the prosodic system were

already shown in Figure 7.7, but here are included again for an easier comparison),

we see a clear advantage of the fusion for all languages in all tasks, except for English

and Spanish on the 30 s task, for which the acoustic i-Vector -based system performed

slightly better. However, we already saw above that in general, the fusion was beneficial.

Especially remarkable were the benefits for Mandarin, which could be expected, since

Mandarin is a tonal language, and as we saw in Section sec:ProsResults, the prosodic

and formant system performed very well for this language. Therefore, the fusion of

acoustic and prosodic system could be expected to be richer for Mandarin than for the

rest of languages. Surprisingly, Russian was the other language for which the fusion

performed best.

In the 3 s task, the language that most benefited from the fusion was Mandarin,

with a 33,87% relative improvement over the acoustic i-Vector system alone. Next,

Russian, with a 19,74%. The rest of languages were between 5% and 10% relative

improvements.

In the 10 s task, Russian with a 52.17%, and English with a 47.69%, were the

languages with highest decrease of Cavg with the fusion with respect to the acoustic

i-Vector -based system alone. The other languages were between 13% and 14% relative

improvements.
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English Farsi Hindi Mandarin Russian Spanish

English CTS 72.73 4.96 6.61 4.13 2.48 2.48

English BNBS 89.43 2.11 0.91 1.51 0.91 1.21

Farsi CTS 6.09 75.63 4.06 3.05 3.05 1.02

Farsi BNBS 1.44 70.19 4.81 6.73 4.81 1.92

Hindi CTS 1.43 5.71 65.71 10.00 4.29 2.86

Hindi BNBS 3.16 7.76 55.17 2.01 4.60 9.20

Mandarin CTS 0.77 3.86 3.47 80.31 2.70 1.54

Mandarin BNBS 0.00 1.73 1.73 89.60 0.00 1.16

Russian CTS 3.60 3.60 3.60 2.16 76.98 1.44

Russian BNBS 0.66 2.32 2.98 0.33 85.43 2.65

Spanish CTS 6.06 6.06 15.58 3.46 6.06 49.35

Spanish BNBS 2.66 5.32 4.79 0.53 4.26 77.13

Table 8.1: Confusion matrix of the acoustic and prosodic fusion i-Vector-based

LID system for the 3 s task - 600-dimension i-Vectors with Gaussian classifier. Results

with 20 h for training and 1 h for development, per language. Rows are true spoken

language and transmission channel, and columns are decisions made by our system (in %

of files).

In the 30 s tasks, Russian with 57.89%, Mandarin with 44.44%, and Hindi with

34.89% relative improvements of the fusion with respect to the acoustic i-Vector -based

system alone, were the languages that most benefited from the fusion. On the other

hand, Cavg for English was increased a 26.67% in the fusion, with respect to the acoustic

i-Vector -based system alone, and Cavg for Spanish was increased a 7.69%.

Next, we show the confusion matrices for the fusion of acoustic and prosodic i-

Vector systems. In this case, we split the results into CTS and BNBS transmissions,

to see if there were common patterns that help to understand better the results. They

are in Tables 8.1, 8.2, and 8.3, for the 3 s, 10 s, and 30 s tasks, respectively.

In the three tasks, the most clear unbalanced result was for Spanish. In the 3 s

task, 77.13% of BNBS files were correctly classified, while only 49.35% of CTS files

were correctly classified. In the 10 s and 30 s tasks, this difference was progressively

reduced. The most reasonable explanation we find for this result is that, unlike the

rest of languages, we did not have LRE09cts data in the Dev dataset (see Table 4.2).

Probably, these data helped a lot to make more robust models in the rest of languages,

and Spanish could not benefit from this.

In the 3 s task, English also presented worse results for CTS than for BNBS. There
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English Farsi Hindi Mandarin Russian Spanish

English CTS 96.69 0.83 1.65 0.00 0.00 0.00

English BNBS 98.93 0.36 0.00 0.00 0.00 0.00

Farsi CTS 0.00 95.43 1.02 0.51 0.51 0.51

Farsi BNBS 0.00 85.65 0.96 3.35 0.96 0.96

Hindi CTS 0.00 1.43 95.71 1.43 0.00 0.00

Hindi BNBS 0.36 0.91 89.29 0.36 1.09 1.09

Mandarin CTS 0.00 0.00 1.16 97.68 0.00 0.00

Mandarin BNBS 0.00 0.00 0.41 99.59 0.00 0.00

Russian CTS 0.00 0.00 0.72 0.00 97.84 0.00

Russian BNBS 0.00 0.00 0.33 0.00 99.01 0.00

Spanish CTS 0.43 2.16 5.19 1.73 0.00 81.82

Spanish BNBS 0.00 0.53 1.60 0.00 0.53 94.68

Table 8.2: [Confusion matrix of the acoustic and prosodic fusion i-Vector-

based LID system for the 10 s task] - 600-dimension i-Vectors with Gaussian classifier.

Results with 20 h for training and 1 h for development, per language. Rows are true spoken

language and transmission channel, and columns are decisions made by our system (in %

of files).

English Farsi Hindi Mandarin Russian Spanish

English CTS 100.00 0.00 0.00 0.00 0.00 0.00

English BNBS 98.00 0.00 0.00 0.00 0.00 0.00

Farsi CTS 0.00 98.98 0.51 0.00 0.00 0.00

Farsi BNBS 0.00 96.14 0.00 0.00 0.00 0.00

Hindi CTS 0.00 0.00 100.00 0.00 0.00 0.00

Hindi BNBS 0.00 0.00 97.24 0.00 0.69 0.00

Mandarin CTS 0.00 0.00 0.00 99.61 0.00 0.00

Mandarin BNBS 0.00 0.00 0.00 100.00 0.00 0.00

Russian CTS 0.00 0.00 0.00 0.00 100.00 0.00

Russian BNBS 0.00 0.00 0.00 0.00 100.00 0.00

Spanish CTS 0.43 0.87 0.87 0.00 0.00 94.37

Spanish BNBS 0.00 0.00 0.00 0.00 0.00 99.47

Table 8.3: [Confusion matrix of the acoustic and prosodic fusion i-Vector-

based LID system for the 30 s task] - 600-dimension i-Vectors with Gaussian classifier.

Results with 20 h for training and 1 h for development, per language. Rows are true spoken

language and transmission channel, and columns are decisions made by our system (in %

of files).
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8. FUSION OF ACOUSTIC AND PROSODIC LID SYSTEMS

is one database, SRE08, that was present in the rest of languages except English. This

could influence the performance in the 3 s task. For the 10s, and 30 s task, we did not

see such a clear difference.

For Hindi, we did not include CALLFRIEND data since preliminary experiments

with GMMs seemed to indicate a worse performance when this database was included.

In the results, CTS models seemed to be working better than BNBS models.

A large percentage of Spanish CTS files (15.58%) were confused with Hindi in the

3 s task. In addition to the lack of Spanish LRE09cts data, perhaps, this type of

errors could have been accentuated by the fact of not having included CALLFRIEND

for Hindi. The problem persisted in the 10 s task, with 5.19% of Spanish CTS files

misclassified as Hindi.

There were other confusions between pairs of languages for a specific transmission

channel that we can not fully explain, like the 10% of Hindi files misclassified as Man-

darin. In addition to language differences, probably, they are just due to database

selection. Thus, some languages benefited from one database more than others just

because the audio files were cleaner, or there were less labeling errors. For example,

we know that VOA3 contains a non-negligible number of English recordings labeled

as other languages. We did a cleaning process to alleviate this problem [Mart́ınez

et al., 2011c], but probably the use of VOA3 benefited more English than the rest of

languages.

As final note, we want to remark again the very good results obtained, especially for

the 30 s task, where the lowest correct classification rate was 94.37%, and all confusion

rates were below 1%. Also, in the 10 s task, all but 3 correct classification rates were

over 94%. Probably, the biggest effort from now on should be put on the 3 s task.

The short duration of audio recordings makes this problem a very challenging and

interesting one.
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9. RESULTS ON 2009 NIST LRE DATABASE

In this chapter, we present results on the whole 2009 NIST LRE database [National

Institute of Standards and Technology (NIST), 2009] using the techniques developed

in this Thesis. Actually, in the last years many researchers have used this database

in his/her experiments, and therefore, the results reported in this chapter will allow

an easier comparison with other works. Remember that in previous chapters, we only

used 6 target languages for which we could collect specific number of hours for train

and development datasets. However, now we do not restrict the size of train and

development, but we use all available data. The whole database includes 23 target

languages, and the number of hours per language is unbalanced. Thus, this is a more

challenging problem, and we will be able to see if the conclusions previously seen hold in

other scenarios. Additionally, we will present results using a flat prior for all languages,

as in previous chapters, but also using a prior equal to 0.5 for the target language and

0.5 split among the rest of languages (remember we perform a binary detection task

where each each audio file is evaluated against each target language individually), which

is the common strategy in NIST evaluations adopted in many works of the literature.

9.1 2009 NIST LRE database

We report results on 2009 NIST LRE database. This database includes 41793 files

totaling 40 different languages. We only focused on the 23 target languages of the

closed-set task, what reduces the number of files to 31178. The channel type can be

CTS or BNBS. The distribution of files belonging to the target languages among the

3 s, 10 s, and 30 s tasks can be seen in Table D.1 of Appendix D. Also, in order to see

which languages can be more confusable, we classify them by families in Table 9.1.

9.2 Training Database

For training, we used all available data that we had. All of them have been distributed

by NIST in LRE evaluations. In Table D.2 of Appendix D, the databases used for

training indicating the number of files and time of speech (after VAD) for each language

are reflected. 57 different languages are included in these databases (including English

Others, which refers to English considered to be neither American nor Indian). All

databases are CTS except VOA3, which is entirely BNBS, and 2011 NIST LRE (we
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9.3 Development Database

Family Branch Languages

Afro-Asiatic
Chadic Hausa

Semitic Amharic

Altaic Turkic Turkish

Austro-Asiatic Mon-Khmer Vietnamese

Creole French-Creole Creole Haitian

Indo-European

Germanic American English Indian English

Indo-Iranian Dari Farsi Hindi Pashto Urdu

Italic French Portuguese Spanish

Slavic Bosnian Croatian Russian Ukrainian

Kartvelian Georgian Georgian

Korean Korean Korean

Sino-Tibetan Sinitic Cantonese Mandarin

Table 9.1: Distribution of languages into families.

have split it into development and evaluation in the table), which includes both CTS

and BNBS. Thus, both channel types seen in the test data were seen in the training

data. VOA3 received a special treatment, the same as explained in Section 4.4. The

evaluation part of 2011 NIST LRE was only used for those languages with less amount

of data in the other databases like Turkish or Ukrainian, with languages without other

BNBS data like Indian English, and with Urdu, a very challenging language because it

is very highly confusable with Hindi.

9.3 Development Database

For development, we reserved data from 2007 NIST LRE, 2011 NIST LRE, and VOA3,

which were not used during training. As we explained in Chapter 5, development data

was used to train the calibration and fusion blocks. As we did in Section 4.4, VOA3

was segmented into 3 s, 10 s, and 30 s files to match better the test dataset. In this

case, we used all data available in the evaluation part of 2011 NIST LRE belonging

to the target languages. Note that CTS data were represented by 2007 NIST LRE

and part of 2011 NIST LRE, while BNBS data were represented by VOA3 and part

of 2011 NIST LRE. In Table D.3 of Appendix D, we can see the number of files and

hours of speech (after VAD) for the databases and languages used in our experiments

for development. 54 different languages were included (including English Others).
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9. RESULTS ON 2009 NIST LRE DATABASE

CALLFR OHSU SRE04 SRE06 SRE08 SRE10 SWCHBR LRE03 LRE05 LRE07t LRE11d LRE11e VOA3

UBM X X X X X X X X X X X X

i-Vector Subspace X X X X X X X X X X X X

i-Vector Classifier X X X X X X X X X X

Table 9.2: Data distribution in the training process of the acoustic system.

CALLFR OHSU SRE04 SRE06 SRE08 SRE10 SWCHBR LRE03 LRE05 LRE07t LRE11d LRE11e VOA3

UBM X X X X X X X X X

i-Vector Subspace X X X X X X X X X X

i-Vector Classifier X X X X X X X X X X

Table 9.3: Data distribution in the training process of the prosodic system.

9.4 Experimental Setup

We fused our acoustic system based on i-Vectors, including a UBM with 2048 Gaussian

components, 600-dimension i-Vectors, and Gaussian classifier, and our prosodic and

formant information systems based on i-Vectors, including pitch, Energy, F1, and F2

features, fixed 200 ms long segments shifted every 10 ms, order 5 Legendre polynomials,

2048 Gaussian components, 600-dimension i-Vectors, and Gaussian classifier.

We did not use the full training database at all steps of the training process, and

different data distribution was used for the acoustic and prosodic systems. Basically,

for training the UBM we used data of all available languages, for training the i-Vector

extractor we used data of all available languages for the acoustic system, and only data

of the target languages for the prosodic system, while for training the i-Vector classifier,

we used only data of the target languages in both approaches. The difference could

help in the fusion, although no big variations were expected with respect to a scenario

where both system were trained with exactly the same configuration. In Tables 9.2 and

9.3, we indicate which databases were used for each system at each step of the training

process.

For calibration and fusion, we want to remark that, although our development

database included nontarget languages, these were only used to train the covariance

matrix of the generative calibration step.

9.5 Results

In this Section, we present the results for the acoustic, prosodic with formant infor-

mation, and fusion systems. Most of the results in the literature working with the
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Language
3 s 10 s 30 s

Ac Pr Ac+Pr Ac Pr Ac+Pr Ac Pr Ac+Pr

Amharic 11.09 22.64 8.76 2.93 9.58 2.18 1.60 5.53 0.99

Bosnian 21.87 27.08 19.17 7.40 15.11 6.91 3.07 9.19 3.29

Cantonese 10.17 18.18 8.62 3.37 6.84 2.34 1.46 3.75 0.99

Creole Haitian 15.24 24.67 13.18 4.88 11.83 3.58 2.77 7.52 2.37

Croatian 18.31 30.99 16.91 6.69 15.45 5.93 4.03 11.26 3.76

Dari 18.60 31.04 16.16 8.08 17.58 7.37 5.11 11.15 4.38

Am. English 14.83 26.57 13.32 4.47 14.27 4.10 2.53 6.89 2.29

In. English 9.45 22.89 8.55 2.70 10.45 2.19 1.46 5.23 1.72

Farsi 13.27 27.47 11.75 3.71 14.70 3.36 2.74 8.42 2.65

French 16.19 26.06 13.97 5.72 13.22 4.61 2.94 7.07 1.89

Georgian 12.94 22.16 10.01 3.24 11.67 2.84 1.48 8.14 1.16

Hausa 16.13 22.04 12.37 2.86 8.94 1.49 0.65 4.09 0.38

Hindi 18.82 27.29 16.42 7.46 15.18 5.66 4.38 10.08 4.32

Korean 11.04 26.66 9.75 1.82 12.63 1.28 0.18 4.23 0.19

Mandarin 10.32 19.82 8.23 2.04 6.45 1.18 0.44 2.24 0.20

Pashto 18.99 28.10 17.25 8.08 18.14 7.15 1.98 9.05 1.76

Portuguese 16.04 21.35 11.59 4.09 10.12 2.42 1.02 5.64 0.76

Russian 12.68 24.75 12.56 4.76 13.76 4.24 3.00 8.69 2.95

Spanish 12.76 27.08 12.34 3.71 14.21 2.22 0.91 6.95 0.55

Turkish 16.61 22.22 13.36 3.90 9.43 3.00 1.25 5.20 0.70

Ukrainian 23.04 32.83 22.40 11.29 19.49 10.36 4.94 14.39 6.01

Urdu 16.45 27.26 15.34 6.52 16.05 5.72 3.92 8.68 3.51

Vietnamese 10.60 15.38 7.98 2.77 6.93 1.55 0.85 3.04 0.51

Average 15.02 24.98 13.04 4.89 12.70 3.99 2.29 7.24 2.06

Table 9.4: Results on the 2009 NIST LRE dataset using 0.5 prior - 100 · Cavg

for the 2009 NIST LRE dataset with 0.5 prior, for acoustic (Ac), prosodic (Pr), and fusion

(Ac+Pr) systems.

2009 NIST LRE database are given with a prior equal to 0.5 for the language under

evaluation, and the other 0.5 is split among the rest of target languages. In previous

experiments, we used a flat prior, where all languages have the same prior. For easiness

of comparison with the rest of works in the literature, we will give the results with the

0.5 prior, but for consistency with our arguments in 4.3 and with the previous experi-

ments in this Thesis, we will also give results with the flat prior, in this case equal to

1
23 .

In Table 9.4, we give the results for the 3 s, 10 s, and 30 s task, for the acoustic,

prosodic, and fusion systems, using a prior equal to 0.5. First, it is clear that the

acoustic system performed better than the prosodic one, and that the fusion helped.

Specifically, there was a relative improvement with the fusion over the acoustic system

alone of 13.18% in the 3 s task, of 18.40% in the 10 s task, and of 10.04% in the 30
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9. RESULTS ON 2009 NIST LRE DATABASE

s task. It can be checked that these percentages are in agreement with the results

obtained in Chapter 8.

Some languages were better discriminated than others. However, this also depended

on the duration of the test file. For example, for the 3 s task, the best results obtained

with the fusion system were for Vietnamese, Mandarin, Indian English, Cantonese,

and Amharic, with a Cavg < 9% for all of them. For the 10 s task, the best results

obtained with the fusion system were for Mandarin, Korean, Hausa, and Vietnamese,

all of them with Cavg < 2%. Finally, for the 30 s task, the best results obtained with

the fusion system were for Korean, Mandarin, Hausa, Vietnamese, and Spanish, all

of them with Cavg < 0.6%. In addition, there were some languages with much worse

performance, mainly due to the similarity with other languages. Concretely, Bosnian

and Croatian, Hindi and Urdu, or Russian and Ukrainian were among the most difficult

pairs (confusion matrices for the 3 s task can be seen in Appendix C for the acoustic,

prosodic, and fusion systems). Nonetheless, we also observe clear differences between

the acoustic and prosodic systems for some languages. For example, for Indian English

or Georgian, the acoustic system performed very well, but the prosodic system was not

so outstanding, and the fusion results were not among the best ones. In other cases

where the tone plays a fundamental role in the language, like Mandarin, Cantonese,

Vietnamese or Korean, the prosodic system obtained very good results, the acoustic

was also good, and consequently, these languages were among the best discriminated

also with the fusion system.

In Table 9.5, the results are given using a flat prior. Remember from Section 4.2.2

that this affects the computation of the posterior probability of the target language

(Pt), and also the calculation of Cavg, seen in eq. (4.14). First, it can be observed that

the numbers are much lower than in Table 9.4. The number of errors was drastically

reduced, mainly because the number of false alarms was dramatically reduced, at the

expense of increasing the number of misses. Interestingly, the differences between the

acoustic and prosodic system were reduced, and e.g. for Bosnian, the prosodic system

performed even better than the acoustic system in the 3 s task. The relative improve-

ments of the fusion with regard to the acoustic system were of 7.06% for the 3 s task,

8.51% for the 10 s task, and 3.25% for the 30 s task. These numbers are slightly under

those relative improvements seen in Chapter 8 obtained with same prior. Nevertheless,

the improvement of the fusion of acoustic and prosodic systems is consistent.
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Language
3 s 10 s 30 s

Ac Pr Ac+Pr Ac Pr Ac+Pr Ac Pr Ac+Pr

Amharic 2.81 4.08 2.51 0.67 2.50 0.40 0.22 0.93 0.15

Bosnian 5.15 4.63 4.57 4.06 4.15 3.73 3.42 3.83 3.21

Cantonese 2.85 3.82 2.16 0.70 1.68 0.52 0.26 0.68 0.16

Creole Haitian 3.30 4.32 3.13 1.63 2.72 1.49 0.87 1.47 0.86

Croatian 4.31 4.54 4.21 4.06 4.44 3.75 3.43 4.02 3.24

Dari 4.18 4.34 3.99 2.89 4.10 2.71 1.83 3.89 1.83

Am. English 4.02 4.86 3.75 2.03 3.87 1.94 1.09 3.56 0.91

In. English 2.80 4.69 2.71 1.27 2.79 1.13 0.96 2.60 0.87

Farsi 3.51 4.38 3.55 1.67 3.61 1.81 1.03 2.77 1.15

French 3.90 4.44 3.60 2.04 3.70 1.73 1.22 2.52 0.99

Georgian 2.86 4.19 2.60 1.24 2.67 0.92 0.28 1.52 0.28

Hausa 3.01 4.06 2.62 0.84 2.11 0.74 0.24 1.06 0.13

Hindi 4.39 4.44 4.47 3.89 4.35 3.88 3.36 4.28 3.28

Korean 2.68 4.34 2.41 0.75 3.10 0.56 0.10 1.79 0.04

Mandarin 2.82 4.22 2.14 0.66 2.26 0.37 0.14 1.13 0.12

Pashto 4.22 4.40 4.02 2.58 3.81 2.30 1.41 3.61 1.13

Portuguese 3.20 4.16 2.84 1.01 3.09 0.80 0.23 1.57 0.13

Russian 3.75 4.70 3.74 2.01 3.76 2.18 1.74 3.03 2.24

Spanish 3.18 4.70 3.13 0.80 3.46 0.71 0.08 2.60 0.11

Turkish 3.40 3.97 2.91 1.15 2.29 0.71 0.11 0.67 0.08

Ukrainian 4.46 4.61 4.45 3.36 4.19 3.18 2.84 4.00 3.20

Urdu 4.19 4.31 4.04 3.37 3.99 3.48 2.94 3.62 3.02

Vietnamese 2.49 3.79 2.06 0.67 1.79 0.50 0.41 0.74 0.20

Average 3.54 4.35 3.29 1.88 3.24 1.72 1.23 2.43 1.19

Table 9.5: Results on the 2009 NIST LRE dataset using flat prior - 100 · Cavg

for the 2009 NIST LRE dataset with flat prior, for acoustic (Ac), prosodic (Pr), and fusion

(Ac+Pr) systems.

Next, we want to show how important the similarity between development and test

is. In short, we found that results can vary significantly depending on if these two

datasets were more or less similar. In the previous experiments, and in experiments

reported in previous chapters, we used all available data in development to train the

calibration and fusion blocks. However, in Table 9.6, we show results where, for the 30

s task, we only used development files marked as 30 s and higher, for the 10 s task, we

only used development files marked as 10 s and higher, and for the 3 s task, we used

all available development data. For clarity, we only show results for a prior equal to

0.5. First, note that for the 3 s task, the experiment was the same as in Table 9.4,

because we used the same development data in the two cases. However, for the 10 s

and 30 s tasks, results improved in all cases except for the fusion of the 10 s task, which

was approximately the same when we removed from development files with a duration
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Language
3 s 10 s 30 s

Ac Pr Ac+Pr Ac Pr Ac+Pr Ac Pr Ac+Pr

Amharic 11.09 22.64 8.76 2.11 8.74 1.78 1.32 3.49 1.15

Bosnian 21.87 27.08 19.17 9.97 17.26 9.45 3.55 9.82 3.19

Cantonese 10.17 18.18 8.62 2.28 6.03 1.74 0.42 1.53 0.30

Creole Haitian 15.24 24.67 13.18 4.63 11.70 3.69 2.15 5.18 1.57

Croatian 18.31 30.99 16.91 8.71 15.90 8.09 4.63 8.21 4.23

Dari 18.60 31.04 16.16 8.12 18.26 7.39 5.53 10.73 5.07

Am. English 14.83 26.57 13.32 4.88 13.99 4.76 2.27 5.92 2.23

In. English 9.45 2.289 8.55 2.41 9.61 2.22 1.45 4.78 1.34

Farsi 13.27 27.47 11.75 3.21 14.63 2.94 1.92 6.96 1.77

French 16.19 26.06 13.97 5.78 12.74 4.29 1.91 5.02 1.43

Georgian 12.94 22.16 10.01 2.99 10.87 2.48 1.07 4.94 0.53

Hausa 16.13 22.04 12.37 2.73 8.86 1.69 0.60 3.86 0.66

Hindi 18.82 27.29 16.42 6.89 14.91 5.49 3.81 916 3.88

Korean 11.04 2666 9.75 1.61 12.69 1.18 0.09 4.46 0.14

Mandarin 10.32 19.82 8.23 1.91 6.30 1.03 0.30 2.03 0.13

Pashto 18.99 28.10 17.25 7.60 17.84 6.90 2.09 7.12 1.93

Portuguese 16.04 21.35 11.59 3.92 10.85 2.16 0.50 4.03 0.40

Russian 12.68 24.75 12.56 4.45 13.32 3.89 2.52 6.63 2.54

Spanish 12.76 27.08 12.34 3.13 14.56 2.01 0.65 5.49 0.45

Turkish 16.61 22.22 13.36 3.85 9.12 2.89 0.54 2.34 0.31

Ukrainian 23.04 32.83 22.40 10.97 20.42 9.60 3.11 20.02 5.42

Urdu 16.45 27.26 15.34 5.88 15.70 5.46 3.07 8.90 3.20

Vietnamese 10.60 15.38 7.98 2.32 5.77 1.11 1.20 2.00 0.53

Average 15.02 24.98 13.04 4.80 12.61 4.01 1.94 6.20 1.84

Table 9.6: Results on the 2009 NIST LRE with a development including files

with an equal or longer duration than test files - 100 ·Cavg for the 2009 NIST LRE

dataset using a development dataset including files with a duration equal or longer than

the duration of the test files, with 0.5 prior, for acoustic (Ac), prosodic (Pr), and fusion

(Ac+Pr) systems.

shorter than the duration of the test files. The most notable case was the 30 s task,

where the relative improvement of the fusion was of 10.68% compared to the case of

Table 9.4, where we used all available development data regardless of the file duration.

This experiments indicate that for development, it is beneficial to include all files with

a duration equal or longer than the duration of the files that will be seen in test.

The rest of conclusions about which languages were performing best, and which pairs

were more confusable are the same as for the experiment with a development dataset

including shorter files than the test dataset. For more information, we have included

the confusion matrices of the experiments reported in Table 9.6 in Appendix C. These

matrices confirm the conclusions about the most confusable language pairs, and about

the performance of the acoustic, prosodic, and fusion systems for each language.
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Conclusions

In this part of the Thesis, we have presented LID systems using acoustic and prosodic

features. Acoustic systems are the most widely used in the community because they

offer a very good performance. Only the use of phonetic information has provided

similar performance in some cases [Soufifar et al., 2011; Diez et al., 2012; D’Haro et al.,

2014]. On the other hand, we have shown that prosodic and prosodic features are

complementary.

In our first experiments, we have studied the performance of several linear Gaussian

models for LID. We have shown how the introduction of subspace modeling allows a

big reduction in the error rates. Subspace modeling has been used for compensating

the variability that exists in utterances of the same language. Factors like the channel,

or the phonetic content in an utterance, introduce undesired uncertainty in the signal

that we want to remove. In this direction, JFA was used with a single factor to model

this type of variability (it can also be seen as an eigenchannel model) and it performed

very good. Finally, the use of i-Vectors, a fixed-length low-dimension representation

of the utterance, beat all previous techniques. It was shown that the channel factor

of a JFA model not only contained information about the channel, but also about the

language. Thus, modeling all sources of variability together (language, channel, ...) in

a single subspace avoided this problem. This subspace is known as total variability or

i-Vector subspace. The improvements of i-Vectors with respect to JFA were 11% in

the 3 s task, 26% in the 10 s task, and 50% in the 30 s task, and with respect to a

MAP-GMM without subspace modeling, they raised to 22% in the 30 s task, 59% in

the 10 s task, and 86% in the 30 s task. An interesting result was that a GMM model
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trained without MAP adaptation performed better then GMMs adapted via MAP for

all duration tasks, and even better than both JFA and i-Vectors for the 3 s task. This

suggests for future work that the models of each language could be better trained

directly without MAP adaptation, if the number of hours for training each language is

large enough.

We also presented an i-Vector -based system with prosodic features and formant

information. We used pitch, energy, and duration to capture prosody, and the central

frequency of the first two formants to include formant information. We modeled the

contour of these features along time. Different intervals of time were studied, and we

observed that the best choice was to use fixed segments of 200 ms. The contours were

modeled with Legendre polynomials of order 5, and the coefficients of each polynomial

were the input to our i-Vector system. The results were not as good as with acoustic

features. However, the fusion of both sources of information was complementary. Rela-

tive improvements of 12.28%, 17.90%, and 16.67% with respect to the acoustic system

alone were obtained in the 3 s, 10 s, and 30 s tasks, respectively.

The results with the i-Vector were contrasted using a subset of NIST LRE 2011

dataset including 6 target languages, and the full NIST LRE 2009 database. The

conclusions were similar with both. This indicates that the results are consistent and

can be generalized.

One of the most important contributions of this part of the Thesis is the proposed

system architecture for i-Vector classification. We studied different generative and

discriminative classifiers and one of the most successful was the Gaussian classifier. In

this classifier, every language is modeled by a Gaussian distribution with full-covariance

matrix. The covariance is shared among the different classes and it is equal to the WC

covariance matrix of the training data. This classifier has become very popular among

the community thanks to its simplicity and good results, and it can be considered the

state of the art system in LID.
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State of the Art

11.1 Intelligibility Assessment of Dysarthric Speakers

Intelligibility assessment of dysarthric speakers is a very interesting topic that has been

widely studied among speech therapist researchers. Traditionally, the assessments have

been made perceptually [Beukelman and Yorkston, 1979; Doyle et al., 1997]. However,

the use of computers to make automatic assessments has not been investigated in depth

until some years ago, probably due to the scarcity of available databases. Since the

publication of different databases freely accessible to the community, such as Whitaker

database of dysarthric speech [Deller Jr. et al., 1993], Nemours [Menendez-Pidal, 1996],

UASpeech [Kim et al., 2008], a Korean database of dysarthric speech [Choi et al., 2011],

or TORGO [Rudzicz et al., 2011], the number of investigations in this field is increasing.

Basically, two main approaches are found in the literature for automatically predict-

ing intelligibility of dysarthric speakers. In the first, speech intelligibility is calculated

directly from the word accuracy rate (Accuracy) obtained from an ASR system. That

is, it is considered that intelligible speech will obtain high Accuracy on an ASR system

trained on clean and presumably highly intelligible speech, and low intelligible speech

will obtain low Accuracy [Doyle et al., 1997; Carmichael and Green, 2004; Sharma et al.,

2009; Christensen et al., 2012]. One of the main weaknesses of these systems is that

they are trained only on non-dysarthric speakers and the result can be unpredictable

for very severe subjects [Middag et al., 2009]. In the second, different features are

extracted from speech and used to build an intelligibility assessment system [De Bodt

et al., 2002; Middag et al., 2011; Falk et al., 2011, 2012; Paja and Falk, 2012; Bocklet
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et al., 2012]. These experiments are supported by perceptual studies that show how

intelligibility can be expressed as a linear function of multiple speech dimensions [De

Bodt et al., 2002]. In this approach, the use of a speech recognizer or of an automatic

speech alignment system is restricted to feature extraction [Van Neuffelen et al., 2009;

Middag et al., 2009].

In the following paragraphs, we summarize in chronological order the most remark-

able works found in the literature related with intelligibility assessment.

In 1997, Doyle compared the accuracy of an ASR system with the recognition of

human listeners [Doyle et al., 1997]. At that time, the performance of the human

listeners was clearly superior to the computer-based system.

Menéndez-Pidal presented in 1997 results in word recognition accuracy on the

Nemours database of dysarthric speech, comparing human performance with an HMM-

based ASR [Menéndez-Pidal et al., 1997]. The results indicated that human perfor-

mance was much higher than the automatic system. However, results were correlated,

indicating that HMM fail or succeed in a similar pattern to humans. In this case, ASR

results were directly considered to be a metric of intelligibility of the speaker.

In 2002, De Bodt showed that intelligibility of dysarthric speakers could be ex-

pressed as a linear function of 4 dimensions of speech: voice quality, articulation,

nasality, and prosody [De Bodt et al., 2002]. Articulation was found to be the most

correlated one.

In 2004, Carmichael also performed a similar comparison [Carmichael and Green,

2004]. He used an HMM-ASR system for the automatic recognition of words uttered

by dysarthric speakers. The system was inconsistent and in general, far from human

listeners.

In 2005, Liu showed that a group of young adult Mandarin speakers with cerebral

palsy and dysarthria exhibited smaller vowel working space, in the sense that their

formant F1 and F2 frequencies were confined to a smaller interval of values than non-

dysarthric speakers [Liu et al., 2005]. They found that the vowel working space area

was correlated with the vowel intelligibility and word intelligibility.

Sharma in 2009 used an ASR system with dysarthric speakers, and better results

were obtained with the automatic system than with the perceptual ratings in small size

vocabularies, while in medium size vocabularies, the performance was similar [Sharma
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et al., 2009]. In this case, the performance of the ASR was considered to be a direct

metric of speech intelligibility. He showed the first results on UASpeech database.

In 2009, Middag presented an automatic system to predict intelligibility of patho-

logical voices [Middag et al., 2009]. She worked on a Dutch corpus that also included

dysarthric speech among other speech pathologies and impairments. She calculated

phonological features and aligned them to speech. Each phonological feature contained

the posterior probabilities of 24 different phonological classes. Root-mean-square error

(RMSE) was below 8.

Middag continued her previous work in 2011 [Middag et al., 2011]. She presented

an ASR-free system based on acoustic and phonological features. She obtained better

results with an SVR system than with linear regression, with correlations of up to 0.74.

She used the same data as in her previous work, which contained dysarthric speech

among other voice pathologies.

In 2011, Falk assessed the intelligibility of spastic dysarthric speakers using short-

term and long-term temporal dynamics [Falk et al., 2011]. For the first case, he used

the zeroth order cepstral coefficient as a measure of short-term log-spectral energy,

and the zeroth order delta coefficient as a measure of log-energy change. For the

long-temporal dynamics he used two representations of the modulation spectrum. As

additional metric, he used the total number of voiced frames in an utterance. He worked

on the UASpeech database and obtained a correlation of 0.87. In this case, data of the

speakers used for testing were available also for training. This is an optimal scenario,

and we will analyze this problem in depth in this Thesis.

Falk extended his work in 2012 [Falk et al., 2012]. He added to the previous features

linear prediction residual as a measure of vocal source information, linear prediction

parameters to characterize the vocal tract shaping, kurtosis of linear prediction resid-

uals as a measure of atypical vocal source excitation, the two first formants and their

bandwidths to have information about nasality, and different pitch statistics to track

prosody. Finally, he composed all the features into a single metric by linear regres-

sion, as De Bodt proposed in De Bodt et al. [2002]. He obtained correlations about

0.95. Paja developed further this system by dividing the utterances into mid-low and

mid-high severity, previous the the intelligibility assessment [Paja and Falk, 2012].

Bocklet in 2012 experimented with Gaussian mean supervectors to assess the intel-

ligibility of people after laryngeal cancer that were partially of totally laryngectomized

171



11. STATE OF THE ART

[Bocklet et al., 2012]. Even though they did not work with dysarthric speakers, what

they did is relevant to our work, in the sense that i-Vectors come from a GMM-based

system. They obtained correlations above 0.8.

Also in 2012, Kim designed a system to automatically select the best phonetic

features from a pre-established set [Kim and Kim, 2012]. He divided the features

between model-based and model-free, if they were computed from an HMM or not,

respectively. He finally selected five: word recognition rate given by the HMM, kurtosis

of the log-likelihood given by the HMM, variance of spectral roll-off, kurtosis of the

ratio between spectral flatness and spectral centroid, and skewness of zero-crossing

rate, where the first two were model-based features and the last three were model-free

features. He obtained a RMSE of 10.8. He worked on word recordings of 94 Korean

speakers.

In 2015, Kim developed an intelligibility classification system of pathological speech

[Kim et al., 2015]. He worked with TORGO database, which includes dysarthric speech.

The data were divided into intelligible and non-intelligible. Several features at sentence-

level for prosody, voice quality, and pronunciation, were extracted and fused at feature-

level and at score-level. The best performing feature sets were the prosody and pronun-

ciation ones, and the best fusion scheme was the score-level fusion. The classification

of these two classes reached a performance of 73.5% in unweighted average recall with

an SVM classifier and fusion at score-level of three subsystems, each built with one

set of features. Sentence-level features were obtained by computing several moments

of the distribution of the features. One drawback of these moments is that they fail to

properly model multimodal data in sentence-level features. This work recalls ours be-

cause they also extracted sentence-level features. However, we think that our i-Vector

features are more powerful to model a whole sentence because they are designed to

work on multimodal data.

11.2 ASR Accuracy Prediction of Dysarthric Speakers

The other task addressed in this Thesis, the prediction of ASR accuracy for dysarthric

speakers, has not been studied for so long time. The first reference we found dated

of 2011. In Mengistu et al. [2011], the authors showed that the performance of an

ASR system over spastic dysarthric speakers could be predicted with a set of acoustic
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measures. They found good correlations with LPC kurtosis and skewness, LPC residual

kurtosis, and F0-range. They worked on the UASpeech database. In this Thesis, we

present another approach for this problem.

Out of the dysarthric speech field, performance of ASR has been investigated by

some researchers. In Litman et al. [2000], the authors discovered that some prosodic

features like F0, loudness, long pauses prior a speaker turn, and long turn durations,

were indicative of ASR performance. In Hermansky et al. [2013], the authors showed

that a mean temporal distance based on a mean difference between features in a given

time interval, correlated well with the accuracy of an ASR.

Actually, the use of ASR is a very promising tool for dysarthric speakers, but its

usability is limited to small tasks, and human performance is still clearly superior

[Mengistu and Rudzicz, 2011]. The number of works investigating how to adapt a

standard ASR system to dysarthric speech has increased in the last years [Raghavendra

et al., 2001; Rudzicz, 2007; Sharma and Hasegawa-Johnson, 2010, 2013; Christensen

et al., 2012, 2013]. We do not want to give a detailed historical review on this topic,

since it is not the focus of our Thesis. We just want to highlight the work of Christensen

in 2012 in Christensen et al. [2012], because it is the one in which we base our study of

ASR prediction. In that work, the authors showed that ASR accuracy can be increased

for dysarthric speakers via MAP adaptation.
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In this chapter, we set the scenario for the experiments. First, we introduce the

databases used for training and evaluation. Second, we describe the evaluation metrics

to measure the performance of our system.

12.1 Audio Material

Two databases were used in the training process: UASpeech [Kim et al., 2008] and

Wall Street Journal Database 1 (WSJ1) [Paul and Baker, 1991]. The first contains

dysarthric speech, and the second was used for training ML models with large number

of parameters that require large amounts of data, and it does not contain dysarthric

speech. The sampling rate was fixed at 16 kHz in both. Next we describe them and

explain how they were used in this study.

12.1.1 Universal Access Speech Database

This is a dysarthric speech database recorded from 19 speakers with cerebral palsy. We

had data available from 15 of them. Data were recorded with an 8-microphone array

at 48 kHz and 1 digital video camera. For each speaker, 765 words were recorded in

3 blocks of 255, 155 of which were common to the 3 blocks and 100 were uncommon

words that differed across them. The 155-word blocks included 10 digits, 26 radio

alphabet letters, 19 computer commands, and the 100 most common words in the

Brown corpus of written English. To calculate the intelligibility rate of each speaker

five naive listeners were asked to provide orthographic transcriptions of each word. The

percentages of correct responses for each speaker obtained by the five listeners were

averaged to calculate the speaker’s intelligibility. In Table 12.1, a summary of each

speaker in the database with their intelligibility can be seen. For more information

about the database, please refer to Kim et al. [2008].

For our experiments, only microphone 6 was used, and two subsets were created,

train and test. For testing, we reserved the uncommon subset (300 words per speaker),

and for training, the rest (465 words per speaker). This configuration, proposed in

Falk et al. [2012], permitted us to make fair experiments because the tested words were

never seen during training.
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Nr. Speaker Label Age Speech Intelligibility (%) Dysarthria Diagnosis

1 M04 >18 very low (2%) Spastic

2 F03 51 very low (6%) Spastic

3 M12 19 very low (7.4 %) Mixed

4 M01 >18 very low (15%) Spastic

5 M07 58 low (28%) Spastic

6 F02 30 low (29%) Spastic

7 M16 - low (43%) Spastic

8 M05 21 mid (58%) Spastic

9 F04 18 mid (62%) Athetoid

10 M11 48 mid (62%) Athetoid

11 M09 18 high (86%) Spastic

12 M14 40 high (90.4%) Spastic

13 M10 21 high (93%) Mixed

14 M08 28 high (93%) Spastic

15 F05 22 high (95%) Spastic

Table 12.1: UASpeech speaker information - In the first and second columns, we have

the speaker identification number and label. In the third column, we have the speaker‘s

age. In the fourth column, we have the speech intelligibility ratings given in the UASpeech

database. In the fifth column, we have the type of dysarthria of each speaker. Athetoid

dysarthria is associated to patients with athetoid cerebral palsy. This type of cerebral

palsy is associated to damages in the basal ganglia that occur during brain development,

and it is affected by hypotonia and hypertonia which provoke inability to control muscle

tone, and difficulty to speak.

12.1.2 Wall Street Journal 1

This is a general-purpose English, large vocabulary, natural language, high perplexity

corpus containing a substantial quantity of speech data (77800 training utterances

totaling about 73 hours of speech). It includes read speech and spontaneous dictation

by journalists. The database also contains development and test datasets in a “Hub

and Spoke” paradigm to probe specific areas of interest. Each of them contains 7500

waveforms, about 11 hours of speech. Data were collected using two microphones at a

sampling rate of 16 kHz. For more information please consult Paul and Baker [1991].

This database was selected because it contains a large amount of speech in American
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English, like UASpeech, so we could train our ML models described in next section, the

GMM and FA front-end, more reliably than using only UASpeech. In addition, both

databases mostly contain read speech (the words in UASpeech are read from prompts).

Only the clean speech of WSJ1 (from its training, development, and testing parts) was

used, which totals 73.84 hours.

12.2 Application Evaluation Methods

At the time of building an assistive technology application, it is common that we know

the patients that will use the system in advance. This is an ideal scenario because

we can use pre-collected data of those speakers to train our system. However, this

is not always the case, and in other situations we do not know who the users of our

application will be. Nonetheless, the system should guarantee a high performance also

in such cases. Unfortunately, the performance is not the same. We will see later that

there is a significant difference between having and not having available data of the

people that will be evaluated by our system for training. Traditionally, this second

situation has not been studied in the literature due to the scarcity of data and small

size of the available databases, and in our experiments we reported results for the two

cases.

These two scenarios required two different training strategies. In the case where

we included data of the application user for training, a single predictor was needed,

trained on all the dysarthric speakers. In the case where we did not include data of the

application user for training, 15 predictors were built on a leave-one-out strategy, with

data of the rest of dysarthric speakers.

The intelligibility assessment and Accuracy prediction applications were first ad-

dressed as a regression problem, in which the objective was to predict the exact value

of the intelligibility rating or of the Accuracy obtained by the speech recognizer. The

results obtained by this approach are very informative, since the intelligibility and Ac-

curacy scales are continuous, and any value between 0 and 100 is possible. However,

there are different issues that can make continuous ratings misleading. First, a single in-

telligibility rating per speaker is not a completely fair choice, because the same speaker

can utter different phrases with different levels of intelligibility. Second, intelligibility is

a subjective measure, and a fixed intelligibility rating can not be considered as a fixed
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gold standard, because the same utterance can have different levels of intelligibility for

different people. Third, large errors can cause great confusion to the clinician, and

make him/her believe that the result is much better or much worse than it really is.

To overcome those troubles (at least partially), both tasks were also addressed as a

classification problem. An application that classifies intelligibility would just say if the

utterance had very low, low, mid or high intelligibility, if 4 classes were possible. Even

simpler, it could just classify utterances into low or high intelligibility, if only 2 classes

were possible. The same for an ASR Accuracy classifier. To build such classifiers,

first, the speakers were grouped into 4 or 2 classes according to their intelligibility or

Accuracy, by splitting the interval [0,1] into equal parts. Then, the classification was

made over the regression results by setting thresholds in 0.25, 0.5 and 0.75 for the

4-class problem and in 0.5 for the 2-class problem. Thus, if we obtained a regression

value of 0.60, it belonged to class mid in the 4-class problem, and to class high in the

2-class problem. Note that in this example, if the true rating was 0.70, it would not

have counted as an error in any of the two cases, whereas in the regression approach,

the error would not be 0. The classification task was only accomplished for the case

where we do not have data of the application user to train the system.

Intelligibility and ASR Accuracy assessments obtained with the regression system

were measured in terms of:

• Pearson correlation (r), a metric that measures how linear the relationship be-

tween two variables is, with 1 meaning perfectly linear, 0 no linear relation, and

-1 inverse linear relation. Given that our data were described with parametric

models, and that we pursued a linear relationship between rated and predicted

intelligibility, this type of correlation was appropriate for our problem. Its math-

ematical definition can be found in Onwuegbuzie et al. [2007].

• RMSE, a measure of the real difference between the predicted and rated values.

The smallest this quantity, the closest our predictions to the subjective ratings.

Its mathematical description can be found in Armstrong and Collopy [1992].

• Error rate at 12.5% (error rate12.5%), a metric proposed by us during the devel-

opment of this work to overcome the subjectivity of intelligibility ratings made

by the speech therapists [Mart́ınez et al., 2013a]. It shows the percentage of ut-

terances with a prediction error higher or lower than 0.125. The margin 12.5%
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was selected to cover intervals of 25%, the same interval that a hard 4-class clas-

sification covers. The difference with the 4-class classification is that the intervals

are not fixed and depend on the target value. It is defined as

error rate12.5% =
C+ + C−

N
, (12.1)

C+ =
∑

(predicted values > target value+ 12.5%),

C− =
∑

(predicted values < target value− 12.5%),

N = number of test utterances.

Classification was measured in terms of weighted average precision and weighted

average recall. Precision measures the ratio of true positive outcomes and the sum of

all outcomes classified as positive (positive means classified as the class under consider-

ation). That is, among all outcomes classified as a given class, what percentage really

belongs to that class. Meanwhile, recall refers to the ratio of true positive outcomes

and all the outcomes of that class. This measures the percentage of outcomes of a class

correctly classified. These two metrics were measured for each class individually. In

order to obtain a global measure for the system, we averaged the result of all classes,

weighting by the number of outcomes of each class. More information about these

metrics can be found in Sokolova and Lapalme [2009].

All metrics above were measured in a per-word (or per-utterance) basis. That is,

Pearson correlation was computed over the intelligibility ratings of all the evaluated

words; in RMSE and error rate12.5%, we measured the error of the prediction of each

word with regard to its true label; and in classification, we counted the times that each

word was correctly assigned to its class. Finally, a single metric for the whole system was

obtained by averaging the results of all words. Additionally, we also obtained average

results of the predictions for each speaker, since the ultimate goal of our applications

was to obtain intelligibility and Accuracy assessments for each application user.
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13.1 System Architecture

The two applications investigated in this part of the Thesis are based on the same

system architecture. Nonetheless, we think that it could be easily adapted to more

prediction tasks. The two applications we focused on have a great interest in the field

of assistive technologies, and they could also have a great impact on society soon. The

goal of the first one was to assess the intelligibility of dysarthric speakers after they

uttered a set of words. The goal of the second one was to predict the Accuracy that a

speech recognizer would obtain for those speakers after they uttered the same words.

In our experiments, these words were the set of uncommon words of the UAspeech

corpus. Naturally, these words were never seen during the application training process.

These uncommon words (e.g., ’naturalization‘, ’moonshine‘, ’exploit‘) were selected

from children‘s novels digitized by Project Gutenberg, using a greedy algorithm that

maximized token counts of infrequent biphones. So, they were expected to generalize

well and be useful to provide significant metrics of the speakers.

The major novelty of our proposal is the use of i-Vectors for the two tasks. From the

viewpoint of a practitioner using assistive technology applications, the most interesting

characteristic of i-Vectors is that they capture the intelligibility information of the

utterance in a reduced set of measures. From the view point of a researcher building

assistive technology applications, their most interesting characteristic is that they are

fixed-length and low-dimension, and a whole utterance can be represented by a single

i-Vector, independently of its duration. In our opinion, the most relevant feature of

our scheme is that it performed an efficient compression of the acoustic parameters

extracted from the speech, while keeping the most important information needed to

make the assessments. The system architecture is depicted in Figure 13.1. First, PLP

coefficients and energy, with their first and second derivatives, were extracted from the

speech. Then, a UBM was trained on WSJ1, and used to compute sufficient statistics

of each utterance. Next, the i-Vector extractor was trained with the sufficient statistics

calculated for WSJ1. Finally, the i-Vectors obtained for the UAspeech database were

used for training and evaluating the predictor. In the next subsections, we describe

every component of the system in more detail.
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Figure 13.1: Architecture of the intelligibility assessment and Accuracy predic-

tion systems - PLPs and supervectors of statistics of WSJ1 were used to train the UBM

and the i-Vector extractor, respectively. i-Vectors of the training dataset of UAspeech were

used to train the predictor. i-Vectors of the uncommon words of the UAspeech database

were used for evaluating the system. There were 300 uncommon words per dysarthric

speaker, and each word was represented by one i-Vector.

13.1.1 Acoustic Features

Each audio file was parametrized into 12 PLP features plus energy, with derivatives

and accelerations, to obtain a 39 dimension vector every 10 ms, in 25 ms length win-

dows. These features use 3 concepts of the pshychophysics of hearing: the critical

band spectral resolution, the equal-loudness curve, and the intensity-loudness power

law. Previous investigations showed that there is information about intelligibility in

the short-term spectral content [Hosom et al., 2003]. There was no a priori theoretical

reason why PLP should work better than others commonly used features like MFCC,

however there are works on speech intelligibility with pathological voices, where PLPs

offered some advantages over MFCCs [Bocklet et al., 2009]. A reason could be that

PLPs follow better the peaks of the spectrum, thanks to the linear prediction analy-

sis they perform, what is known as the “peak-hugging” property of linear prediction.

Then, a better model of the vocal tract transfer function is obtained [Makhoul, 1975].

13.1.2 GMM and Sufficient Statistics

GMM and sufficient statistics were already presented in the LID part of the Thesis, and

a detailed explanation can be found in Appendix A. Here, we will give details about
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the training strategy, which is similar to the one used for LID. Thus, a full-covariance

GMM was trained to be used as UBM. We used a splitting strategy with H = 2 as

indicated in Section A.4.1, where we started an iterative process with a single Gaussian

trained with 20 iterations of the EM algorithm, then the Gaussian was split in two,

next the resulting 2-component GMM was trained by running 20 iterations of the EM

algorithm, and so on, until we reached the 2048-component GMM. The UBM was

trained on WSJ1. The number of Gaussian components was determined during the

experimentation.

The computation of sufficient statistics over the UBM is detailed in eqs. (2.37-2.42).

These statistics were the input to the JFA front-end, which is the block in charge of

computing i-Vectors.

13.1.3 Factor Analysis Front-End: i-Vector Extractor

As for the UBM, the i-Vector extractor was trained similarly to the LID case. A

full explanation of the training process is given in Section sec:ivectors. Basically, we

calculated matrix subspace T by running 20 iterations of the EM algorithm, alternating

between an ML step and an MD step, as indicated in Section 2.11. The training was

made using WSJ1. Means and covariances were not updated, and they were fixed to the

UBM ones. Note that the covariances of the UBM were full, but for the JFA model,

we only kept the diagonal part. Then, i-Vectors were extracted using eq. (A.103).

i-Vector dimensionality was determined during the experimentation.

13.1.4 Predictor

The predictor was the block in charge of making assessments from i-Vectors. It can be

seen as a block that transforms the i-Vector associated to a given utterance into an in-

telligibility rating or an Accuracy prediction. Note that the labels used in training were

the key information to make our system work as an intelligibility assessment system

or as an Accuracy predictor. Thus, the predictor was the block responsible to retain

the required intelligibility or Accuracy information from i-Vectors. We investigated

two different predictors, linear predictor [Bishop, 2006] and ν-support vector regression

(ν-SVR) predictor [Chang and Lin, 2002; Smola and Schölkopf, 2004].

For training the predictor, we used 465 words per speaker, including the 155 different

words repeated three times in the UAspeech database. For evaluating the applications,

184



13.1 System Architecture

we used 300 different words per speaker, the 100 uncommon words of the 3 blocks of

the UAspeech database. Note that for each word an i-Vector was extracted and passed

directly to the regressor, either for training, or for testing, as appropriate.

In the next paragraphs, the two predictors are described.

13.1.4.1 Linear Prediction

In a linear predictor, the sum of squares error function

E(w) =
1

2

N∑
n=1

(yn −wᵀ · in)2, (13.1)

is minimized using ML to obtain the vector of weights, w, that enables the linear

transform of i-Vectors into intelligibility ratings [Bishop, 2006]. N is the number of

training utterances, yn is the labeled intelligibility rating for utterance n, and in is the

i-Vector belonging to utterance n.

Once the weights are trained, new assessments are obtained as

ŷ = wᵀ · i. (13.2)

13.1.4.2 Support Vector Regression

The basic idea of SVR is that only a subset of vectors which are not further than a

given margin from the regression curve are used for training [Vapnik, 1995; Smola and

Schölkopf, 2004]. The approximating function is

f(ij) =
N∑
n=1

α̂nφ(in)Tφ(ij) + b, (13.3)

where N is the number of files in the training dataset, ij is the evaluated i-Vector,

α̂n is a scalar equal to the difference between the Lagrange multipliers associated to

data point n, b is a bias, and φ is the kernel, in our case a radial basis function, which

allows to model nonlinearities in i-Vectors. LIBSVM software was used to train the

SVR predictor and to evaluate test utterances.

Two different SVR approaches were evaluated. The first, ε-SVR, where the goal

is to build a function, f , that has at most ε deviation from the target points, yj , for

all the training data, and at the same time is as flat as possible [Smola and Schölkopf,

2004]. In other words, we do not care about errors as long as they are less than ε, but
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Figure 13.2: Support Vector Regression - In the left, we can see an example of a

regression curve, where the ε-insensitive zone is shaded and the support vectors are the red

points outside this region. In the right, the cost function is plotted. Only points outside

the ε-insensitive zone contribute to the cost.

we care about overfitting by introducing a regularization term over the parameters.

In Figure 13.2, we depict the basic idea of SVR. Only points outside the shaded re-

gion add a cost to the optimization function. Thus, the subtraction of their associated

Lagrange multipliers, α̂n, is nonzero, and hence, they contribute to the prediction of

f(ij) in eq. (13.3). On the other hand, the subtraction of the Lagrange multipliers

of the points inside the shaded region vanishes, i.e. α̂n = 0. Thus, the larger ε, the

fewer points contribute to the prediction because fewer support vectors are selected. In

the optimization procedure detailed in Smola and Schölkopf [2004], there is a second

parameter, in addition to ε (without having into account the kernel parameters), rele-

vant for the training of ε-SVR, known as C. The parameter C determines the trade-off

between the complexity (flatness) and the amount up to which deviations larger than

ε are tolerated. If C is too large, the objective will be to minimize the optimization

function, without regard to the complexity of the resulting function, and if it is too

low, the objective will be to obtain a flat regression curve, without regard to the final

value obtained in the optimization function.

The second approach is known as ν-SVR [Schölkopf et al., 1998b; Chang and Lin,

2002]. It is a modification of ε-SVR that automatically minimizes ε, thus adjusting

the accuracy level to the data at hand. The parameter ε can be useful if the desired

accuracy of the approximation can be specified beforehand, but in some cases we may

want to be as accurate as possible, without making any prior accuracy commitment

[Schölkopf et al., 1998a]. In Schölkopf et al. [1998b], the parameter ν is introduced.
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This replaces ε and lets one control the number of support vectors and training errors.

In that work, the authors state that ν is an upper bound on the fraction of errors and a

lower bound on the fraction of support vectors. The parameter C has the same meaning

as before. For a detail description of the training, see Schölkopf et al. [1998b,a]; Chang

and Lin [2002]; Smola and Schölkopf [2004].
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14. RESULTS

In this chapter, we present the results on intelligibility assessment and on ASRAccuracy

prediction. For the first task, we investigated the use of linear prediction and SVR to

make assessments from i-Vectors. Better assessments were observed with the second,

therefore, we only used SVR for the ASR Accuracy prediction task. Also, we com-

pared the regressor systems predicting intelligibility and Accuracy in a continuous scale,

with classification systems that group or classify the speakers into one of a pre-defined

number of categories, each covering an interval of intelligibility assessment ratings or

ASRAccuracy values.

14.1 Intelligibility Assessment

A computer application to automatically obtain intelligibility measures would bring

several benefits to clinicians, such as objectivity and replicability of results. It would

allow that speech therapists from different places apply the same criteria to evaluate

intelligibility. In addition, clinicians can get used to the speech of their patients and

become more familiar with their manner of pronunciation, what can provoke that they

increasingly consider their speech as more intelligible. A computer application would

also avoid this problem. Intelligibility assessment is an important part in the monitoring

of a patient progress, and computers can contribute to perform this task always with

the same criteria and with no human subjectivity. In our experiments, we compared

an application that was trained with a dataset including pre-recorded speech of the

evaluated user, with an application that was trained with a dataset without prior

information about the user.

14.1.1 Linear Prediction

In Table 14.1, we present results for an experiment using linear prediction, where data

of the evaluated speaker was available for training. It can be seen that the correlation

between our predictions based on i-Vectors and the subjective intelligibility ratings

given in UASpeech increased as we increased the number of Gaussians in the GMM

and the i-Vector dimensionality. The best results were obtained for 1024 Gaussians and

400 and 600 dimensions. Probably, if our training dataset had been larger, we could

have trained larger models, but note that the complexity and processing time would

also increase.
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Figure 14.1: Absolute value of linear prediction weights - Sorted in descending

order, using 400 dimension i-Vectors, extracted with 1024 Gaussian components.

Nr. Gaussians 512 1024 2048

i-Vector Dim 400 5 10 50 100 200 400 600 400

PC 0.87 0.76 0.81 0.85 0.86 0.87 0.88 0.88 0.88

RMSE 0.17 0.22 0.20 0.18 0.17 0.17 0.16 0.16 0.16

Table 14.1: Results on intelligibility assessment with linear prediction - r and

RMSE are given for different number of Gaussian components in the UBM and i-Vector

dimension.

It is remarkable that even with a low i-Vector dimensionality like 10, we could obtain

a correlation r over 0.8, which indicated that most of the intelligibility information was

contained in a few dimensions. Inspection of the ranked absolute value of the weights,

|w|, in Figure 14.1, for 400-dimension i-Vectors and a GMM with 1024 components

reveals that after the first 50 dimensions the weight value had been halved, and the

weight 350 was about a tenth of the first. This explains why adding more than 400

dimensions did not result in significant improvements.

Remember that, as we said in Section 12.1.1, we only used microphone 6 in our

experiments. We checked if we could obtain some gains by using the data recorded with

the rest of microphones. Training the predictor with all available data in UASpeech,

and testing only data recorded with microphone 6, r = 0.89 and RMSE = 0.15 were

obtained for the system with 1024 Gaussian components and 400-dimension i-Vectors.

In this experiment, we also used data of the evaluated speaker during training. Since
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Number of Gaussians 512 1024

Dimension of i-Vectors 50 100 400 50 100 400

Pearson Correlation 0.47 0.51 0.59 0.28 0.40 0.49

RMSE 0.30 0.29 0.27 0.33 0.31 0.30

Table 14.2: Results on intelligibility assessment using only UASpeech from

training the whole system - r and RMSE on intelligibility assessment with linear pre-

diction for different number of Gaussian components in the UBM and i-Vector dimension.

WSJ1 was not used at all.

it was not a huge improvement, we kept using only microphone 6 for training in the

rest of our experiments.

One possible weakness of our system was that we only used WSJ1 for training the

UBM and the FA front-end, a database very different to UASpeech. One might think

that this mismatch could create unpredictable i-Vectors for the dysarthric speech. In

Table 14.2, we reflect the results of an experiment where only UASpeech was used in

the training process. That is, the UBM and the i-Vector extractor were also trained

on UASpeech. We observed a dramatic fall of performance, indicating that having

a large amount of data for training ML models helped, even if these data were not

recorded from dysarthric speakers. Note that in this experiment, we also used data of

the evaluated speaker during training.

14.1.2 Support Vector Regression

14.1.2.1 Intelligibility Assessment by Regression

In the first experiment of this section, we compared the two approaches of SVR pre-

sented in Section 13.1.4.2. After the results obtained in previous section with linear

prediction, we adopted a system configuration with 1024 Gaussian components and

400-dimension i-Vectors for the rest of our experiments. In Figures 14.2 and 14.3, r is

plotted as a function of C, the regularization parameter of SVR, for different values of

ε and ν. In this experiment, data of the evaluated speaker were available for training.

The optimal value of C was 1 in both cases, the optimal ε was 0.01, and the optimal ν

was 1.

The best performance was obtained for ν-SVR with C = 1 and ν = 1, resulting

in r = 0.91 and RMSE = 0.14, but in general, the ν-SVR system was stable in the
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Figure 14.2: Results on intelligibility assessment with ε-SVR - r obtained with a

system using 1024 Gaussian components and 400-dimension i-Vectors.

User Data in Train User Data not in Train

r 0.91 0.74

RMSE 0.14 0.23

error rate12.5% 0.33 0.61

Table 14.3: Results on intelligibility assessment with ν-SVR using and not

using data of the evaluated speaker for training - r, RMSE, and error rate12.5%

when we had user data available for training (middle column) and when we did not have

user data available for training (right column). System using 1024 Gaussian components,

400-dimension i-Vectors and ν-SVR with C = 1 and ν = 1.

range of values of C = 0.5− 10 and ν = 0.1− 1, and the results were not very different

within these intervals. Thus, we used ν-SVR with C = 1 and ν = 1 for the rest of the

experiments. For comparison, r = 0.94 and RMSE = 0.19 were obtained in Falk et al.

[2012] on data of ten spastic speakers of the UASpeech database, with a system using

a set of six features representing atypical vocal source excitation, temporal dynamics,

and prosody, and also data of the evaluated speaker was available during training. Note

that in our system we used PLP features with energy and derivatives.

Then, our system for the rest of the experiments was configured with 1024 Gaussian

components, 400-dimension i-Vectors, and ν-SVR with C = 1 and ν = 1. In the next

experiment, reflected in Table 14.3, we can compare the performance of the system when
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Figure 14.3: Results on intelligibility assessment with ν-SVR - r obtained with a

system using 1024 Gaussian components and 400-dimension i-Vectors.

we had and we did not have available data of the application user during the training

phase. These results clearly show that it was very helpful to count with data of the

application user at the time of training the system. As we can see, the reduction in

correlation and increase in RMSE and error rate12.5% were high in the more challenging

scenario without data of the application user during training. Two possible causes were

responsible for this behavior, and both arose because of the limitation of the UASpeech

database. First, the system was not able to predict with the same accuracy intelligibility

ratings not seen in training. Given that we only had 13 different intelligibility labels

in the training dataset, if we removed one, the system was not able to interpolate

with the rest properly. Second, in the case where the application user was included

for training, the system was learning not only intelligibility information, but also the

speaker identity. We had very few speakers, and every speaker was uniquely associated

to a single label, therefore, each label identified uniquely to that speaker (except for

speakers F04 and M11, and speakers M10 and M08, who shared intelligibility rating).

In order to analyze the results of each speaker individually, the mean and standard

deviation of each speaker for the case where we used data of that speaker for training

are plotted in Figure 14.4, and the same metrics for the case where we did not use data

of that speaker for training are plotted in Figure 14.5. We clearly see that the second

curve deviated further from the x=y line (dash-dot curve). This was more dramatic
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Figure 14.4: Individual results per speaker when there were user data available

for training - Mean and standard deviation of automatic intelligibility assessments for

each speaker (straight green), and x=y line (dash-dot red).
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Figure 14.5: Individual results per speaker when there were no user data avail-

able for training - Mean and standard deviation of automatic intelligibility assessments

for each speaker (straight blue), and x=y line (dash-dot red).

for speakers with very low intelligibility. One could think that this was due to having

a UBM and an i-Vector extractor trained without any dysarthric speaker. Then, the

less intelligible speakers should have had the least accurate predictions. However, the

fact that mid intelligible speakers were better modeled than high intelligible speakers

contradicted this hypothesis. In the future, we would like to try a mid-solution between

training the UBM only with WSJ1 and only with UASpeech, for example a MAP

adaptation of the WSJ1 UBM with dysarthric speakers of UASpeech.

We must also take into account the data scarcity issue, and when we did not include
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the evaluated speaker for training, we lost a non-negligible part of the training data.

The consequences of this were even more important for the least and most intelligible

speakers, for whom the system could not interpolate with any other speakers to learn

their associated intelligibility. Therefore, including the test speaker in training can be

thought as an ideal scenario, where all the speakers were perfectly represented in the

training dataset. This yielded optimal results, as observed.

In spite of all these problems, the correlation obtained for the case where we did

not have data of the application user for training was about 0.74, which can still be

interpreted as high correlation. One could think that the comparison of Table 14.3 is

unfair because in the case where we had data of the evaluated speaker for training,

we trained the predictor with more data compared to the case where there was no

information about the evaluated speaker in the training dataset. To investigate this,

we carried out a control experiment including information about the application user

but where the amount of data was reduced to match that available for the case with

no data of the application user in the training part. The results showed no difference,

and r = 0.91, and RMSE = 0.14, were obtained in this last scenario.

One interesting point would be to see if there were some words better predicted than

others, and to analyze if the best predictions came from particular word patterns. We

measured the difference between the rated and automatically predicted intelligibility

for each of the 300 tested words per speaker, and most of these differences were in the

range 0.14-0.24. The worst predicted words, with a mean difference computed over all

speakers higher than 0.25, were behavior, employment, scissors, aloft, booth, buffoon,

fishing, swoon, and ahead. The best predicted words, with a mean difference over all

speakers under 0.13, were Pennsylvania, advantageous, bloodshed, and designate. We

did not find any phonetic cue indicating that some patterns were better rated than

others. However, it seems that shorter words were more difficult to predict, although

there was no strong evidence about it.

14.1.2.2 Intelligibility Assessment by Classification

The problems associated with regression caused by having each speaker associated to

a unique intelligibility rating should be alleviated in a classification problem, because

several speakers with different ratings are grouped into the same class. Also, the in-

terpolation of extreme intelligibility ratings should not be as crucial, and it will be
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Label (↓)\Decision (→) Very Low Low Mid High

Very Low 31.76 57.69 10.19 0.37

Low 19.55 61.65 18.67 0.13

Mid 4.12 46.88 44.38 4.62

High 0.23 10.50 44.86 44.41

Table 14.4: Confusion matrix for the 4-class intelligibility assessment classifi-

cation problem - Confusion matrix in % of words.

Label (↓)\Decision (→) Low High

Low 85.94 14.06

High 25.89 74.11

Table 14.5: Confusion matrix for the 2-class intelligibility assessment classifi-

cation problem - Confusion matrix in % of words.

sufficient if the system learns that the i-Vector associated to an utterance is close to

others of the same class. The classification problem was conducted only for the case

where there was no data of the application user for training.

The results of the 4-class classification problem are given in Table 14.4 in the form

of a confusion matrix. Encouragingly, confusions were mainly made with neighbor

classes. This fact assures that there was no overtraining of any class. The problem

was difficult though, especially for the very low class, for which only 31.76% of the files

were correctly classified, and almost 60% of the files were confused with the low class.

The average weighted precision was 0.60 and the average weighted recall was 0.44.

Given that there were still many confusions with neighbor classes, a simpler and

more reliable solution for real applications would be to just discriminate between high

and low intelligibility. As we can see in Table 14.5, the results of this scenario were

much better, but also note that the classes were twice as wide as for the 4-class problem,

and hence, the information given by the system was not as precise as the one given by

the 4-class classification system. Both weighted precision and recall were 0.80.

14.2 ASR Word Accuracy Rate Assessment

The interest of this application lies in obtaining confidence measures of ASR systems

that guarantee a successful usage. ASR has the potential to be a very important human-
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Nr
Spk

Label
Speech

Intelligibility (%)
Accuracy in

[Christensen et al., 2012]

Mean Accuracy
Assessment

User Data in Train

Mean Accuracy
Assessment

User Data Not in Train

1 M04 very low (2%) 8.30% 25.61% 49.41%

2 F03 very low (6%) 23.00% 23.37% 30.53%

3 M12 very low (7.4 %) 11.70% 15.18% 44.81%

4 M01 very low (15%) 29.80% 34.08% 42.15%

5 M07 low (28%) 66.90% 55.12% 35.43%

6 F02 low (29%) 36.90% 37.99% 43.79%

7 M16 low (43%) 49.30% 49.61% 48.82%

8 M05 mid (58%) 53.40% 53.12% 51.95%

9 F04 mid (62%) 65.60% 61.71% 53.47%

10 M11 mid (62%) 53.00% 52.07% 54.30%

11 M09 high (86%) 81.50% 72.39% 54.65%

12 M14 high (90.4%) 74.90% 72.39% 71.59%

13 M10 high (93%) 86.20% 78.19% 69.50%

14 M08 high (93%) 81.80% 76.32% 70.95%

15 F05 high (95%) 89.60% 80.77% 68.97%

Total 54.10 % 52.69% 52.69%

Table 14.6: Labels and results per speaker for the ASR Accuracy prediction

system - In the first two columns, we have the speaker identification number and label. In

the third column, we have the speech intelligibility ratings given in the UASpeech database.

In the fourth column, we have the Accuracy labels obtained in Christensen et al. [2012].

In the fifth column, we have the Accuracy predictions obtained by our system when there

was user data available for training. In the sixth column, we have the Accuracy predictions

obtained by our system when there was not user data available for training. In the last

row, we have the averages obtained for the fourth, fifth, and sixth columns.

computer interaction mechanism for people with limited range of movements, as it

happens with many people affected by dysarthria. Again, we compared the cases where

data of the application user were and were not available in advance to train the system.

The only change with respect to the intelligibility assessment experiment was the use

of different labels to train the system. Instead of the intelligibility ratings given by

the UASpeech database, we used the Accuracy results obtained by the reference speech

recognizer, which was the mapSI2 system presented in Christensen et al. [2012]. That

was the best-performing system among 11 systems presented in that paper evaluating

the same dysarthric speakers as we did. In that work, the authors used data of the

evaluated speakers to build the recognizer, and made a MAP adaptation to the final

user.
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User Data in Train User Data not in Train

r 0.89 0.55

RMSE 0.12 0.22

error rate12.5% 0.26 0.56

Table 14.7: Results on ASR Accuracy prediction with ν-SVR using and not

using data of the evaluated speaker for training - r, RMSE, and error rate12.5%

for the Accuracy prediction system when we had user data available for training (middle

column) and we did not have user data available for training (right column).

14.2.1 Word Accuracy Rate Assessment by Regression

In general, this task was more complicated than intelligibility assessment, especially for

the very low intelligible speakers, for whom better Accuracy than the real ones were

obtained. Observe in Table 14.6 that there were only three speakers with Accuracy

below 25% (M04, F03, and M12), therefore it was very hard for the regressor to learn

the lower part of the Accuracy scale. Note that in this case, the labels were the result

of the filtering process committed by the speech recognizer, which was not error-free,

so the labels might contain noise introduced by this system. Despite this problem,

when data of the application user were used for training, a correlation about 0.90 was

obtained, as it can be seen in the middle column of Table 14.7. When no data of the

application user were used for training, the drop in the correlation was dramatic, and the

RMSE and error rate12.5% increased significantly, as observed in the right column of the

same table. However, RMSE and error rate12.5% were smaller than in the intelligibility

assessment task. This result could be misleading because, if we observe the individual

results for each speaker in Table 14.6, although the very low and very high predictions

were less accurate, we had less speakers with such labels, and this caused a smaller

value of RMSE and error rate12.5%. Consequently, the behavior of the intelligibility

assessment system was preferred, because the system did not predict some intervals

better or worse than others. In Table 14.6, the results of the Accuracy predictions for

each speaker are shown for the cases where the user data were and were not present in

the training dataset.
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Label (↓)\Decision (→) Very Low Low Mid High

Very Low 9.95 64.18 25.62 0.25

Low 3.35 64.68 31.97 0.00

Mid 3.89 37.05 49.03 0.10

High 0.00 8.91 68.82 22.27

Table 14.8: Confusion matrix for the 4-class ASR Accuracy classification prob-

lem - Confusion matrix in % of words.

Label (↓)\Decision (→) Low High

Low 71.07 28.93

High 26.81 73.19

Table 14.9: Confusion matrix for the 2-class ASR Accuracy classification prob-

lem - Confusion matrix in % of words.

14.2.2 Word Accuracy Rate Assessment by Classification

The same problem as for the regression approach was observed in Accuracy classifica-

tion. The very low class was not well modeled, and only 10% of the utterances were

well classified in the 4-class classification problem. In general, the system was biased

to predict the low-mid interval, as can be seen by the confusions in Table 14.8. For

example, for the very low class, there were more words classified as mid than as very

low. An average weighted precision of 0.45 and a weighted recall of 0.37 were obtained.

Remember that the classification problem was conducted only for the case where data

of the application user was not included for training.

A more reliable solution was the system that classifies just between low and high.

In Table 14.9, we have the confusion matrix of this 2-class classification problem. In

this case, both average weighted precision and recall were 0.72. These results confirm

that ASR Accuracy prediction was more challenging than intelligibility assessment. In

our opinion, one of the main reasons was that the labels were noisier due to the filtering

process that the speech recognizer made.
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15. ANALYSIS OF I-VECTORS

In the final chapter of this part of the Thesis, we study the potential that i-Vectors

have in future applications, and we analyze if the proposed method is better than other

techniques previously used in the literature. Specifically, we studied the goodness of

i-Vectors in the sense of proximity between those obtained for the same and different

classes, and we tried to understand why we obtained the reported results. Then, we

compared the results with two systems without i-Vectors. In the first, we extracted

the mean of the PLPs of each utterance, and assessed intelligibility directly with the

resulting set of coefficients. In the second, we used the supervectors of 1st order suffi-

cient statistics calculated with the UBM directly to make the assessments, similarly to

Bocklet et al. [2012].

15.1 Goodness of i-Vectors

In this section, we analyzed the goodness of i-Vectors to do intelligibility assessments.

By goodness we mean similarity between i-Vectors extracted for all intelligibility rat-

ings. The basic idea was to see if i-Vectors of the same rating were similar, and how

similar they were, and if i-Vectors of different ratings differed, and how much they

differed. The metric used to measure this similarity was CSS as defined in eq. (5.14),

hence higher CSS means more similar i-Vectors.

First, we computed CSS between all possible pairs of i-Vectors extracted from the

UASpeech database (including training and test datasets). That is, we measured the

similarity between all the words included in the database. Then, for every possible

intelligibility pair, we averaged all the CSSs calculated with all i-Vector pairs corre-

sponding to speakers with those two intelligibility ratings. The result can be seen in

Figure 15.1. We obtained a matrix where the average CSS among i-Vectors belonging

to the intelligibility rating i and the intelligibility rating j is shown in row ith and

column j th. Therefore, in the main diagonal, it is plotted the CSS among i-Vectors

belonging to the same intelligibility rating. Note that there were 15 speakers and 13

ratings, because there were 2 pairs of speakers sharing the same rating (F04 and M11,

and M10 and M08). The matrix is upper triangular to avoid replicating the information

twice. The lower part would be the upper part transposed.

It can be observed that the similarity between high intelligibility pairs was higher

(higher CSS) than that of the low intelligibility pairs, that is, the left upper part of Fig-
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Figure 15.1: Matrix of average CSS calculated from i-Vectors among all pos-

sible intelligibility pairs - Each cell of the matrix shows the average CSS of the intel-

ligibility rating pair indicated by the corresponding row and column. The whiter the cell,

the closer i-Vectors are.

ure 15.1 is lighter than the right lower part, which is darker. Also, i-Vectors belonging

to high intelligibility ratings were not similar to those of low intelligibility ratings, and

the right upper part is dark red. In addition, it can be seen that the main diagonal

decreases progressively from white to orange. This means that i-Vectors belonging to

high intelligibility ratings were more similar among themselves than i-Vectors belonging

to low intelligibility ratings. This is a normal behavior because very severe dysarthric

speakers can produce very different sounds even when they want to say the same word

or sentence, and it shows that the sound variability of very low intelligible dysarthric

speakers is higher than that of more intelligible dysarthric speakers. Therefore, the

progressive decrease of the CSS indicated that i-Vectors variability increased gradually

as we passed from high to low intelligibility. Ideally, we would like to have a main

diagonal as white as possible, indicating that i-Vectors belonging to the same intel-

ligibility rating were very similar. In conclusion, i-Vectors behaved as expected, and

they have the potential to be good features for intelligibility assessment. The results

will improve if we are able to obtain i-Vectors more similar when they belong to the

same intelligibility rating, and less similar when they belong to different intelligibility
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User Data in Train User Data not in Train

r 0.83 0.28

RMSE 0.19 0.34

error rate12.5% 0.45 0.77

Table 15.1: Results for the intelligibility assessment system based on PLP

means - Results in terms of r, RMSE, and error rate12.5%, when we had user data available

for training (mid column) and when we did not have user data available for training (right

column).

ratings. In short, the gradual variation from high to low intelligibility arose as a natural

consequence of very low intelligible speakers being less consistent in their realizations.

15.2 Intelligibility Assessment with PLP Means

The simplest approach to assess intelligibility we could think of was to compute the

mean of the PLPs of each file and assess intelligibility with the resulting set of coef-

ficients. In this way, every word was represented by the mean of the PLPs, and that

mean was the input to the regressor. This allowed us to check if i-Vectors were really

keeping the important information while compressing the acoustic parameters. As we

can see in Table 15.1, for the case where user data were available for training, the

results with this method fell with respect to the i-Vector system, but they were still

good. However, for the case where we did not include data of the user data for training,

the decrease in performance was dramatic. This confirmed the success of i-Vectors.

15.3 Intelligibility Assessment with Supervectors of 1st

Order Statistics

Another interesting comparison with i-Vectors was to assess intelligibility directly with

the supervectors of 1st order statistics extracted with the UBM, as defined by eqs.

(2.38) and (2.41). In this approach, the i-Vector extractor block was removed from our

scheme, but we did not get the same big compression rates. The results are in Table

15.2 for a UBM with 1024 components. As we can see, i-Vectors allowed increasing

the system performance, and even most important, they allowed a big reduction in

computational time and simplicity. The dimension of supervectors was very high (1024·
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15.3 Intelligibility Assessment with Supervectors of 1st Order Statistics

User Data in Train User Data not in Train

r 0.90 0.71

RMSE 0.15 0.24

error rate12.5% 0.35 0.60

Table 15.2: Results for the intelligibility assessment system based on first order

statistic supervectors - Results in terms of r, RMSE, and error rate12.5%, when we had

user data available for training (mid column) and when we did not have user data available

for training (right column). Supervectors of statistics computed with a 1024-component

UBM.

39 = 39936), and the regressor had more problems to learn the important information.

In short, i-Vectors removed noisy information from supervectors and kept the most

important one, what turned into better results.

One interesting observation is that the system with PLP means as input behaved

well when there was user data available for training but when there was not, the results

dropped dramatically. This might be an indication that when data of the evaluated

user was included in training, the system learned speaker information that the PLP

means efficiently collected, instead of intelligibility information. However, the i-Vector

and supervector of statistics systems did not suffer such a dramatic drop, what might

indicate that these two approaches really learned intelligibility information.
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Conclusions

Working with dysarthric voices is very challenging due to the different types of dysarthrias

that can be found and to the great variability in the pronunciations of people with this

affection. Dysarthric speakers normally have a lack of control of the speech production

mechanism that derives in irregular voice patterns with sudden and unexpected voice

sounds or breaks. Two interesting assistive applications for people with dysarthric

speech based on i-Vectors were proposed in this part of the Thesis: intelligibility as-

sessment and ASR Accuracy prediction. After studying the state of the art in these

fields, we can realize that the investigations are probably in an early stage. One rea-

son that can have reduced the speed of progress compared to other fields in speech

technology is the lack of available databases in the community. Data acquisition is an

important and delicate issue that requires coordination between research groups and

clinical institutions. In the last years, some groups have made important efforts to re-

lease databases open to everybody, and the numbers of works has growth considerably.

We have found interesting studies in the literature proposing different approaches, but

we can not state that there is a strong solution to the problem yet. In this Thesis, we

proposed a solution for intelligibility assessment and ASR accuracy prediction, which

opens a new research direction. In addition, we reported promising results, which were

analyzed in depth.

The first application had the goal of making automatic intelligibility assessments

of dysarthric speech. In our application, the intelligibility rating of the person was

made from a set of words not seen during the training process. The importance of

making automatic intelligibility assessment for clinicians monitoring the progress of
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their patients is huge. It would allow making objective assessments that are easily

replicated. Furthermore, practitioners involuntarily get used to the speech of their

patients, and such a tool would avoid this problem. Unlike humans, our application is

free of the negative effect that in this case this continuous learning (that happens every

time that the patient speaks) has.

Speech recognizers have a great potential to be used by disabled people with a

limited range of movements, as is the case for many dysarthric speakers. They can

serve as a human-computer interface when other common devices such as keyboards or

mice can not be used. One important problem for the extension of voice interfaces for

dysarthric speakers is that they cannot use standard applications. Dysarthric speech

contains a high degree of variability, and such complicated inputs are very difficult to

handle by current ASR systems. Probably, the cheapest solution for this would be to

convert the dysarthric speech into a more intelligible one, so that current ASR systems

could understand it [Hosom et al., 2003; Kain et al., 2007]. However, a technologically

easier option is to train specific systems for people with this type of disability. At

the present time, some progress has been made in this direction [Hamidi et al., 2010;

Christensen et al., 2012]. Nevertheless, we have to bear in mind that, in the short

term, the extension of these applications will be limited to the individuals for whom it

was trained, and that they require a recording process, which is often hard and very

exhausting for people with disabilities. Our second application was designed to predict

the Accuracy that a speech recognizer will obtain for dysarthric speakers. If predictions

of how the speech recognizer will perform for each user could be known beforehand,

health costs and abandoned usage rates would be diminished. As for the intelligibility

assessment case, the user only had to utter a set of words to obtain a prediction with

our application.

A very relevant conclusion of our work is that it is very helpful to include pre-

collected data of the application user for training our applications. In a clinical en-

vironment, it is common to know who will use the application in advance. However,

this is an ideal scenario that is not always possible. Unfortunately, when data of the

application user is not included for training, the performance of our systems dropped

significantly. The implications of these results are of great impact among researchers

and practitioners. As we said above, these results show a handicap for a global exten-
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sion of voice interfaces among dysarthric people in the short term, and more effort is

needed to improve results in such situations.

For the case of intelligibility assessment, the correlation between intelligibility per-

ceptual ratings and the automatic intelligibility assessments made by our application

fell from about 0.90, when we had user data available in the training dataset, down

to about 0.74, when we did not, whereas the RMSE increased from 0.14 to 0.23. The

assessments were worse for the very low and high intelligible speakers than for the mid

intelligible ones. One important reason was data scarcity, especially for the speakers

with extreme intelligibility ratings, because the regressor had no information about

lower or higher intelligibility ratings to interpolate with.

For the case of Accuracy predictions, the correlation between the true scores ob-

tained with the speech recognizer and the automatically predicted Accuracy values

made by our application fell from about 0.89, when we had user data available in the

training dataset, down to 0.55, when we did not, whereas the RMSE increased from

about 0.12 to 0.22. In this case, worse results were also obtained for the speakers with

very low and high intelligibility, but especially for the very low, because there were only

three speakers in the database labeled with very low Accuracy, and the system did not

have enough information to model them properly. Moreover, for this application the

ground truth labels came from the evaluation of a speech recognizer, which was not

error-free. Hence it is likely that these labels were not completely accurate.

i-Vectors were used as a method to compress the acoustic parametrization of the

signal. They capture many aspects of the speaker‘s speech in a reduced set of measures,

in our work 400, instead of 39 PLP coefficients extracted every 10 ms. Note that with

PLPs, we would have 390 parameters in only 100 ms of speech. Their ability to capture

intelligibility information and the Accuracy that a speech recognizer would obtain was

shown with the experiments presented in this part of the Thesis. i-Vectors in this

scenario were computed in the same way as for LID. It only varied the database used

to train the UBM and FA extractor, and the parametrization of the speech signal.

Also, different optimal values were found for the number of Gaussian components in

the UBM and for the dimension of the i-Vectors. Given that each audio recording was

represented by a single i-Vector, simple predictors could be used, such as ν-SVR.

Regarding the usefulness of i-Vectors, it was shown that they fulfilled the desired

conditions to capture intelligibility information. One interesting observation was that
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i-Vectors belonging to low intelligible speakers were more different among them than

i-Vectors belonging to high intelligible speakers. This is due to the variability in the

speech production of severe dysarthric speakers, whose utterances can vary a lot from

realization to realization, even if they say the same word. Finally, i-Vectors were

compared with other approaches to assess intelligibility. The conclusion was that i-

Vectors kept the important information to make intelligibility assessments and Accuracy

predictions better than the rest of studied techniques while performing a more efficient

compression. We believe that this work opens an interesting research direction in this

field

In the present work, the acoustic information was captured with the PLP coeffi-

cients. These features are not especially designed for intelligibility assessment, and we

think that the results could be improved by adding other features more specific for this

task. However, our results were competitive and comparable to other works in the lit-

erature, like Falk et al. [2012], where r = 0.94, and RMSE = 0.186 were obtained over

only ten spastic speakers from the UASpeech database, using six features representing

atypical vocal source excitation, temporal dynamics, and prosody. In that work, the

information about the application user was also included in training.
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Conclusions of the Thesis

Linear Gaussian models play a central role in machine learning. The assumption of

this type of models is that high dimensional data can be explained by a reduced set of

dimensions where most information is contained. In these models, the observed vari-

ables are factorized in one or more terms, which span these low-dimension subspaces.

Effectively, subspaces in linear Gaussian models allow us to train Gaussian- or GMM-

based distributions with a more flexible covariance structure with less parameters than

a conventional full covariance matrix. Thus, we avoid some of the problems of the

curse of dimensionality, because we train fewer number of parameters more robustly,

and we reduce the risk of overtraining. In addition, we saw that this data factorization

can bring other advantages, depending on how the factors are related with each other.

These relationships are commonly seen in graphical models.

Mixture models like PPCA, FA, MPPCA, or MFA, assume that there is a linear fac-

tor that explains the generation of each feature in a sequence independently. However,

TMFA or its approximation, JFA, consider that the same linear factor is responsible

for the generation of a sequence of features. This adds a very interesting potential to

mixture models, because a different component is responsible for each observed feature,

and given that the hidden factor is common to all observations, we can learn the cor-

relations between the different components of the mixture. For example, if we assume

that a sequence was generated by the same channel, the hidden factor can be used

to model the channel. Then, once this channel factor is calculated using the correla-

tions among the activations of different mixture components, the model can be used to

compensate for channel mismatches, as we did in this Thesis. Likewise, other entities,
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like the speaker, can be modeled with this technique. The explanation of this type

of models is the main topic of Part I of the Thesis. In Part II and Part III, we have

investigated linear Gaussian models applied on two different fields: LID and dysarthria

intelligibility assessment, respectively.

In Part II, we speak about the application of linear Gaussian models on LID. We

presented two different approaches depending on the type of features used: acoustic

features and prosodic with formant information features. In the first case, the use of

SDC as spectral information is very common among researchers of the LID commu-

nity. These are stacked delta MFCC features of future frames. In this way, long term

information of the signal is captured. In addition, MFCC features are also stacked to

include the spectral information of the current frame. Meanwhile, prosodic features try

to extract information at other communication level. Rhythm, stress and intonation

are captured with pitch, energy, and duration features. All this information is conveyed

in a longer time span than the spectral information reflected in the acoustic features. In

order to capture this information along time, we used Legendre polynomials to model

contours of 200 ms long. In such a way, we work with, not only the current value of the

feature, but with the evolution of this parameters in this time interval. Additionally,

we included formant information to these features, and those were modeled in the same

way. Formants are very useful to disambiguate vowels, and its evolution along time

might even be helpful to model prosody.

In the literature, the most successful classification technique for acoustic features

had been GMM with channel compensation, also known as eigenchannel modeling, or

JFA, if we follow the same notation as for speaker recognition. However, unlike speaker

recognition, where JFA included eigenvoices to adapt the speaker, and eigenchannels

to compensate the channel, only one factor was used to compensate the channel for

LID, and the language was modeled via MAP from the UBM. Regarding prosodic

features, no experiments had been reported with JFA for LID, although they had

been reported for speaker recognition with success [Dehak et al., 2007b,a]. The closest

technique previously tested with prosodic features for LID were GMM without channel

compensation.

One major contribution of the Thesis is the proposal of using JFA as feature ex-

tractor instead of classifier, similarly to speaker recognition. In this approach, a unique

JFA model is built with a single low-dimension hidden factor. This factor is tied to full
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recordings and it includes all sources of variability. Thus, the subspace spanning this

variable is called total variability subspace, and the vectors lying in this subspace are

the well-known i-Vectors. Hence, the fixed-length and low-dimension i-Vectors were

the new features to do classification. Note that each utterance was represented by one

i-Vector. Several classifiers were built on top of i-Vectors, both generative and dis-

criminative. The best-performing one was a Gaussian classifier, where each language is

modeled with a single Gaussian distribution, with covariance matrix equal to the WC

covariance matrix of the training data, which is shared among all classes. Nonetheless,

recent experiments have shown that it is possible to learn a different covariance matrix

for each language, and even different modes have been found within each language, if

the amount of training data is large enough [Lopez-Moreno et al., 2014]. Note that

the i-Vectors contain all sources of information, including language, but also others

undesired like channel. Surprisingly, no compensation techniques helped to improve

performance.

The architecture proposed with i-Vectors and the Gaussian classifier was successful

for acoustic and prosodic features. The experiments in this Thesis showed improve-

ments of i-Vectors over the JFA for all duration conditions. We checked that i-Vectors

are more unreliable for short durations than for long durations, because their uncer-

tainty is grater in this case (it directly depends on the number of frames used to

compute it). The performance of acoustic features was higher for acoustic than for

prosodic features, but they are complementary, and the fusion allowed reducing the

number of errors with regard to the acoustic system alone.

Today, i-Vector -based classifiers are the state of the art for LID. Moreover, the

Gaussian classifier is one of the preferred options selected by most of the researchers

due to its simplicity and accuracy. Lately, the use of DNN has been shown to be very

promising and they could become the new generation of LID classifiers. They have

shown to be especially competitive for short durations [Lopez-Moreno et al., 2014].

The Part III of the Thesis is devoted to the use of i-Vectors with dysarthric speech.

Concretely, we have tested two different applications with great interest for clinicians.

The goal of the first application is to assess the intelligibility of dysarthric speakers

from a set of words. Intelligibility assessment is important to perform objective as-

sessments and measure the progress of the patients without the subjective influence of

speech therapists. Our hypothesis was that i-Vectors are a set of measures that include
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all sources of speech variability (in this case obtained from PLP features), including

intelligibility. We studied two situations differing in the availability or not, for training,

of data of the person that will use the application. The results were very different, be-

cause if we had access to data of the application user for training, the accuracy of the

automatic predictions was much higher. In numbers, in the case of having data of the

user for training, and using 400-dimension i-Vectors, we achieved a Pearson correlation

of 0.91 and a RMSE of 0.14, while in the case where data of the user was not available

for training, these metrics fell to 0.74 and 0.23, respectively.

For making the assessments, we compared linear regression and SVR with a radial

basis function kernel, and better results were obtained with the second technique. At

this point, we also have to take into account that current databases for experimentation

were limited, and the set of speakers and recordings was reduced. We used UASpeech

database and we think that this lack of data affected especially to the low intelligibility

ratings. To overcome this problem, at least partially, we also performed a classifica-

tion task, instead of prediction. By grouping the speaker into groups, we had more

information for training a determined intelligibility interval. Note that, whereas in the

assessment task the intelligibility rating is between 0 and 100, from very low to high

intelligibility ratings, in the classification task, the output of the system is coarser, and

e.g for a 4-class problem, it only says if the intelligibility is low, very low, medium or

high.

We realized that the same configuration used for intelligibility assessment could be

easily adapted to the problem of predicting the accuracy that an ASR system would

obtain with the dysarthric speakers. Thus, ASR accuracy prediction is the second ap-

plication that we have investigated. This task is very beneficial for clinicians who want

to use an ASR system with their patients for different purposes, because they can know

beforehand if the system will be useful. Moreover, it would increase confidence in this

technology and it would diminish health related costs. As in the case of intelligibility

assessment, our hypothesis was that i-Vectors also contain this kind of information.

The experimental methodology was also similar to the previous task, and predictions

were made after the speakers uttered a set of words. However, the performance was

not as good. If we used data of the application user for training, we obtained a Pearson

correlation of 0.89 and an RMSE of 0.12. However, if we did not include those data for

training, we obtained 0.55 and 0.22 for the same metric, respectively.
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In our experiments, the i-Vector subspace was trained using only non-dysarthric

data. First, for practical reasons, we needed big amount of data to robustly estimate

the subspace via ML. Second, our idea was that if the speech was intelligible, the

estimated i-Vector would fit very well in this subspace, whereas the more unintelligible

the speech, the further the estimated i-Vector from the intelligible i-Vectors. However,

it might happen that including dysarthric speech in the i-Vector subspace training

dataset helped to estimate more robust and reliable i-Vectors for dysarthric speakers.

This is an interesting future research line. We checked that training the subspace

only with the dysarthric speech contained in the UASpeech database is very harmful,

but intermediate solutions, like MAP adaptation from the models without dysarthric

speech, might be successful.

Finally, we analyzed the goodness of i-Vectors for intelligibility assessment, and we

found that they are following the expected behavior. We can say that at least, results

are promising, and we have opened a new research direction.
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18. THESIS QUALITY METRICS

In this chapter, we list all the publications made during the development of this

Thesis. Also, we include some metrics that guarantee that the Thesis fulfill criteria of

high quality standards, like the h-factor or number of article citations and downloads

in common research networks.

18.1 Publications

We list all the publications in chronological order. Three papers were included in the

Best Student Paper Award List of the corresponding conference.

JOURNALS

• Intelligibility Assessment and Speech Recogniser Word Accuracy Rate

Prediction for Dysarthric Speakers in a Factor Analysis Subspace.

David Mart́ınez, Eduardo Lleida, Phil Green, Heidi Christensen, Alfonso Ortega,

Antonio Miguel. Accepted to be published in ACM Transactions on Accessible

Computing, special issue on Speech and Language Interaction for Daily Assistive

Technology. 2015.

• On the use of Deep Feedforward Neural Networks for Automatic Lan-

guage Identification. Ignacio Lopez-Moreno, Javier Gonzalez-Dominguez, David

Mart́ınez, Oldřich Plchot, Joaquin Gonzalez-Rodriguez, Pedro J. Moreno. Sub-

mitted to IEEE Transactions on Audio, Speech, and Language Processing. 2015.

BOOK CHAPTERS

• Unsupervised Accent Modeling for Language Identification, David Mart́ınez,

Jesús Villalba, Eduardo Lleida, Alfonso Ortega. Advances in Speech and Lan-

guage Technologies for Iberian Languages, Lecture Notes in Computer Science

Volume 8854, pp. 49-58. Springer 2014. Presented in Iberspeech Las Palmas de

Gran Canaria, Spain. 2014. [Mart́ınez et al., 2014b].

• Voice Pathology Detection on the Saarbrücken Voice Database with

Calibration and Fusion of Scores Using MultiFocal Toolkit, David Mart́ınez,

Eduardo Lleida, Alfonso Ortega, Antonio Miguel, Jesús Villalba. Advances in
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Speech and Language Technologies for Iberian Languages, Communications in

Computer and Information Science Volume 328, pp. 99-109. Springer 2012. Pre-

sented in Iberspeech 2012, Madrid, Spain. 2012. BEST STUDENT PAPER

AWARD LIST. [Mart́ınez et al., 2012d].

• Score Level versus Audio Level Fusion for Voice Pathology Detection

on the Saarbrücken Voice Database, David Mart́ınez, Eduardo Lleida, Al-

fonso Ortega, Antonio Miguel. Advances in Speech and Language Technologies

for Iberian Languages, Lecture Notes in Computer Science Volume 8854, pp. 110-

120. Springer 2012. Presented in Iberspeech 2012, Madrid, Spain. 2012. BEST

STUDENT PAPER AWARD LIST. [Mart́ınez et al., 2012c].

INTERNATIONAL CONFERENCES

• Unscented Transform for iVector-Based Noisy Speaker Recognition,

David Mart́ınez, Lukáš Burget, Themos Stafylakis, Yun Lei, Patrick Kenny, Ed-

uardo Lleida. IEEE International Conference on Acoustics, Speech, and Signal

Processing (ICASSP), pp. 4042-4046, Florence, Italy. 2014. [Mart́ınez et al.,

2014a].

• Automatic Language Identification Using Deep Neural Networks, Igna-

cio Lopez-Moreno, Javier Gonzalez-Dominguez, Oldřich Plchot, David Mart́ınez,

Joaquin Gonzalez-Rodriguez, Pedro Moreno. IEEE International Conference on

Acoustics, Speech, and Signal Processing (ICASSP), pp. 5337-5341, Florence,

Italy. 2014. [Lopez-Moreno et al., 2014].

• Suprasegmental Information Modelling for Autism Disorder Spectrum

and Specific Language Impairment Classification, David Mart́ınez, Dayana

Ribas, Eduardo Lleida, Alfonso Ortega, Antonio Miguel. INTERSPEECH, pp.

195-199, Lyon, France. 2013. [Mart́ınez et al., 2013c].

• Dysarthria Intelligibility Assessment in a Factor Analysis Total Vari-

ability Space, David Mart́ınez, Phil Green, Heidi Christensen. INTERSPEECH,

pp. 2133-2137, Lyon, France. 2013. [Mart́ınez et al., 2013a].
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• Prosodic Features and Formant Modeling for an iVector-Based Lan-

guage Recognition System, David Mart́ınez, Eduardo Lleida, Alfonso Ortega,

Antonio Miguel. IEEE International Conference on Acoustics, Speech, and Sig-

nal Processing (ICASSP), pp. 6847-6851, Vancouver, Canada. 2013. [Mart́ınez

et al., 2013b].

• The BLZ Submission to the NIST 2011 LRE: Data Collection, System

Development and Performance, L.J. Rodŕıguez, M. Penagarikano, A. Varona,

M. Dı́ez, G. Bordel, A. Abad, David Mart́ınez, J. Villalba, A. Ortega, E. Lleida.

INTERSPEECH, pp. 38-41, Portland, USA. 2012. [Rodŕıguez-Fuentes et al.,

2012].

• iVector-Based Prosodic System for Language Identification, David Mart́ınez,

Lukáš Burget, Luciana Ferrer, Nicolas Scheffer. IEEE International Conference

on Acoustics, Speech, and Signal Processing (ICASSP), pp. 4861-4864, Kyoto,

Japan. 2012. [Mart́ınez et al., 2012a].

• The BLZ Systems for the 2011 NIST Language Recognition Evaluation,

L.J. Rodŕıguez, M. Penagarikano, A. Varona, M. Dı́ez, G. Bordel, A. Abad, D.

Mart́ınez, J. Villalba, A. Ortega, E. Lleida. NIST 2011 LRE Workshop, Atlanta,

USA. 2011. [Rodŕıguez-Fuentes et al., 2011a].

• I3A Language Recognition System Description for NIST LRE 2011,

David Mart́ınez, Jesús Villalba, Alfonso Ortega, Eduardo Lleida. NIST 2011

LRE Workshop, Atlanta, USA. 2011. [Mart́ınez et al., 2011c].

• Multi-Site Heterogeneous System Fusions for the Albayzin 2010 Lan-

guage Recognition Evaluation, L.J. Rodŕıguez, M. Penagarikano, A. Varona,

M. Dı́ez, G. Bordel, D. Mart́ınez, J. Villalba, A. Miguel, A. Ortega, E. Lleida,

A. Abad, O. Koller, I. Trancoso, P. López, L. Docio, C. Garćıa, R. Saeidi, M.

Soufifar, T. Kinnunen, T. Svendsen, P. Fränti. IEEE Automatic Speech Recogni-

tion and Understanding Workshop (ASRU), pp. 377-382, Waikoloa, USA. 2011.

[Rodŕıguez-Fuentes et al., 2011b]

• Hierarchical Audio Segmentation with HMM and Factor Analysis in

Broadcast News Domain, Diego Castán, Carlos Vaquero, Alfonso Ortega,
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David Mart́ınez, Jesús Villalba, Eduardo Lleida. INTERSPEECH, pp. 421-424,

Florence, Italy. 2011. [Castán et al., 2011].

• Language Recognition in iVectors Space, David Mart́ınez, Oldřich Plchot,

Lukáš Burget, Ondřej Glembek, Pavel Matěka. INTERSPEECH, pp. 861-864,

Florence, Italy. 2011. BEST STUDENT PAPER AWARD LIST. [Mart́ınez

et al., 2011b].

• I3A Language Recognition System for Albayzin 2010 LRE, David Mart́ınez,

Jesús Villalba, Antonio Miguel, Alfonso Ortega, Eduardo Lleida. INTERSPEECH,

pp. 849-852, Florence, Italy. 2011. [Mart́ınez et al., 2011a].

NATIONAL CONFERENCES

• Albayzin 2012 LRE @ ViVoLab, David Mart́ınez, Eduardo Lleida, Alfonso

Ortega. Iberspeech 2012, Madrid, Spain. 2012. [Mart́ınez et al., 2012b]

• ViVoLab UZ Language Recognition System for Albayzin 2010 LRE,

David Mart́ınez, Jesús Villalba, Antonio Miguel, Alfonso Ortega, Eduardo Lleida.

Fala, VI Jornadas en Tecnoloǵıa del Habla and II SLTech Workshop, Vigo, Spain.

2010. [Martinez et al., 2010]

18.2 Evaluations

• INTERSPEECH 2013 Computational Paralinguistics Challenge (Com-

ParE) - Autism Subchallenge, David Mart́ınez, Dayana Ribas, Eduardo

Lleida, Alfonso Ortega, Antonio Miguel. INTERSPEECH, Lyon, France, 2013.

Description in Mart́ınez et al. [2013c]. 2nd position.

• Albayzin 2012 Language Recognition Evaluation, David Mart́ınez, Ed-

uardo Lleida, Alfonso Ortega. Iberspeech 2012, Madrid, Spain. 2012. Description

in Mart́ınez et al. [2012b]. 2nd position.

• Double participation in NIST Language Recognition Evaluation, Atlanta,

2011:
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– I3A Team: David Mart́ınez, Jesús Villalba, Alfonso Ortega, Eduardo Lleida.

Description in Mart́ınez et al. [2011c].

– BLZ Team: L.J. Rodŕıguez, M. Penagarikano, A. Varona, M. Dı́ez, G. Bor-

del, A. Abad, D. Mart́ınez, J. Villalba, A. Ortega, E. Lleida. Description

in Rodŕıguez-Fuentes et al. [2011a]. A secondary submission was the best

system in all the evaluation.

• Albayzin 2010 Language Recognition Evaluation, David Mart́ınez, Jesús

Villalba, Antonio Miguel, Alfonso Ortega, Eduardo Lleida. Fala, VI Jornadas en

Tecnoloǵıa del Habla and II SLTech Workshop, Vigo, Spain. 2010. Description

in Martinez et al. [2010]. 1st position.

18.3 Reviewer

The author is reviewer of the following conferences and journals

• INTERSPEECH, ISCA

• Odyssey: The Speaker and Language Recognition Workshop, ISCA

• Mathematical Problems in Engineering, Hindawi Publishing Corporation

18.4 Session Chair

The author was session chair of the session Dialect and Accent Identification (Tue-Ses2-

O1) at conference INTERSPEECH 2011.

18.5 Google Scholar Metrics

Google Scholar1 has become a standard to track the number of citations of the articles

of researchers in all fields. It also computes their h-index and their i10-index (definitions

can be seen in the Google scholar website). We must be critical with this source of

information though. The computation of citations is made by automatic robots that

crawls for paper from all across the web, and it is known that it is not 100% accurate.

1http://scholar.google.com
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Title Year Nr. of citations

Language Recognition in iVectors Space 2011 91

Automatic Language Identification Using Deep Neural Networks 2014 15

iVector-based Prosodic System for Language Identification 2012 14

Hierarchical Audio Segmentation with HMM and Factor Analysis in Broadcast News Domain 2011 8

Voice Pathology Detection on the Saarbrücken Voice Database with Calibration and Fusion

of Scores Using MultiFocal Toolkit
2012 7

Prosodic Features and Formant Modeling for an iVector-Based Language Recognition System 2013 6

The BLZ Submission to the NIST 2011 LRE: Data Collection, System Development and Performance 2012 6

Multi-Site Heterogeneous System Fusions for the Albayzin 2010 Language Recognition Evaluation 2011 6

I3A Language Recognition System for Albayzin 2010 LRE 2011 4

Unscented Transform for iVector-Based Noisy Speaker Recognition 2014 2

I3A Language Recognition System Description for NIST LRE 2011 2011 2

Suprasegmental Information Modelling for Autism Disorder Spectrum and Specific Language

Impairment Classification
2013 1

Dysarthria Intelligibility Assessment in a Factor Analysis Total Variability Space 2013 1

ViVoLab UZ Language Recognition System for Albayzin 2010 LRE 2010 1

Table 18.1: Google Scholar article citations - In first column, article title; in second

column, year of publication; in third column, number of citations at May 30th, 2015.

7

29 28

85

13

Figure 18.1: Number of citations per year in Google Scholar - Bar diagram to

show the number of citations per year of the author at May 30th, 2015.

It takes into account unpublished works, and sometimes it counts citations twice and

it gets confused with other person’s work with the same name as you. Probably, these

are not the only failures. Despite all the known inconveniences, we think that is a good

site to gather an idea of how relevant your works is. Nonetheless, it is being constantly

improved, searching in the whole web also has the advantage of having an enormous

source of information, and it is free.

In Table 18.1, we have collected the citations of each of the author’s articles at date

May 30th, 2015. In Figure 18.1, we have included the total number of citations per

year. Finally, in Figure 18.2, we show a screenshot of the author’s Google Scholar site

that captures the total number of citations, h-index and i10-index at that date.
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Figure 18.2: Citation indeces in Google Scholar - Screenshot of Google Scholar to

show the author’s citation index metrics: total number of citations, h-index, and i10-index.

Data taken at May 30th, 2015.

18.6 ResearchGate Metrics

ResearhGate is a social network for researchers1. In this site, researchers can list and

upload their publications and other researchers can easily access to them. In addition,

there is a count of the number of times that each of your publications is downloaded

and cited. However, it is warned that the count is not exhaustive and it is based on

the publications that are available in the site’s database, and the final metrics depend

on how active you are in the network and how many contacts you have. In Figure 18.3,

we have made a screenshot of the author’s site overview on ResearchGate. In general,

it seems less accurate than Google Scholar, but given that the number of researchers

with a profile is high, it can be a good indicator of how many researchers are interested

in your work.

1https://www.researchgate.net
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Figure 18.3: ResearchGate Statistics - Screenshot of ResearchGate of the author’s

statistics overview site. It is shown number of publications, number of profile views, number

of publication downloads, number of citations, number of impact points (a ResearchGate

metric that counts the impact factors of the conferences and journals where your articles are

published), and RG Score (a ResearchGate own metric which is based on the publications

in your profile and how other researchers interact with your content on ResearchGate) to

the right of the green bar.

227



18. THESIS QUALITY METRICS

228



APPENDIX A

Linear Gaussian Models

Contents

A.1 Principal Component Analysis . . . . . . . . . . . . . . . . . 230

A.1.1 Mathematical Formulation of PCA . . . . . . . . . . . . . . . 230

A.2 Probabilistic Principal Component Analysis . . . . . . . . . 231

A.2.1 Maximum Likelihood Formulation . . . . . . . . . . . . . . . 231

A.2.2 EM Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 232

A.3 Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

A.3.1 EM Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 233

A.4 Gaussian Mixture Model . . . . . . . . . . . . . . . . . . . . . 235

A.4.1 EM for GMM . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

A.5 Mixture of PPCAs . . . . . . . . . . . . . . . . . . . . . . . . . 237

A.5.1 EM Algorithm for MPPCA . . . . . . . . . . . . . . . . . . . 237

A.6 Mixture of FAs . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

A.6.1 EM for MFA . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

A.7 Tied Mixture of Factor Analyzers . . . . . . . . . . . . . . . 239

A.7.1 EM Algorithm for TMFA . . . . . . . . . . . . . . . . . . . . 239

A.8 Joint Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . 244

A.8.1 EM for JFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

A.8.2 EM with Minimum Divergence for JFA . . . . . . . . . . . . 251

A.9 Total Variability Subspace: i-Vectors . . . . . . . . . . . . . 255

A.9.1 EM Algorithm for i-Vectors . . . . . . . . . . . . . . . . . . . 255

229



A. LINEAR GAUSSIAN MODELS

In this Appendix we present some mathematical formulations of the linear Gaussian

models described in Chapter 2.

A.1 Principal Component Analysis

A.1.1 Mathematical Formulation of PCA

PCA goal is to maximize the variance of the projected data while keeping the dimensions

uncorrelated. This means that the covariance matrix of the projected data must be

diagonal, with values as large as possible. This can be done by maximizing the trace of

the projected covariance matrix. Consider a set of data O, of dimension DxN, where

N is the number of samples, and D the dimension of each sample. We want to find the

projection P, such that X = PᵀO. Then, our objective function is

L = max(Tr(Cx))) = max(Tr(PᵀCoP)). (A.1)

We also want that PᵀP = I, to avoid that the projection matrix adds variance in the

projected space that did not exist in the original one. Thus, our projection matrix must

be orthonormal. To fulfill this constraint we use the method of Lagrange multipliers.

The solution is the optimal P that maximizes the trace

argmax
P∗

(Tr(Cx)) = argmax
P∗

(Tr(PᵀCoP− Λ(I−PᵀP)))

= argmax
P∗

D∑
i=1

[pi
ᵀCopi + λi(1− pi

ᵀpi)]
(A.2)

where Λ is a diagonal matrix, with Lagrange multipliers λi in the diagonal, and we

have used of the definition of trace in the last equality.

We derive the objective function with respect to each pi, and we make it equal to

0:
dL

dpi
= 2Cxpi − 2λipi = 0⇒ Cxpi = λipi (A.3)

As we can see, this is an eigenvector problem. Thus, the solution is that the basis

vectors are the eigenvectors of the covariance matrix of the original data. The variance

of the rotated data in each of those directions is the eigenvalue of the corresponding

eigenvector

λi = pi
ᵀCxpi. (A.4)
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Alternatively, it can be shown that the eigenvectors of the covariance matrix can

also be obtained through a singular value decomposition (SVD) of the data X [Shlens,

2014].

A.2 Probabilistic Principal Component Analysis

In this Section we present two different ML approaches to compute the parameters of a

PPCA model. The first is based on direct differentiation of the log-likelihood function

and the second is based on the EM algorithm.

A.2.1 Maximum Likelihood Formulation

The first approach to obtain the ML estimation of the model parameters is to differenti-

ate the log-likelihood function, and make the derivatives with respect to the parameters

equal to 0. The log-likelihood is defined by taking the logarithm of eq. (2.8). If we

have N samples, O = o1...oN , we obtain

ln p(O|µ,W, σ2) =

N∑
n=1

p(o|µ,W, σ2)

= −ND
2

ln(2π)− N

2
ln |C| − 1

2

N∑
n=1

(on − µ)ᵀC−1(on − µ)

= −N
2

[D ln(2π) + ln |C|+ Tr(C−1S)]

(A.5)

with S the sample covariance matrix of the data, S = 1
N

∑N
n=1(on − µ)(on − µ)ᵀ.

We derive this equation with respect to the parameters µ, W, and σ2, and equal

the derivative to 0. Then, we arrive to the solution for the mean

µ =
1

N

N∑
n=1

on. (A.6)

The ML solution for W can be shown to be [Roweis, 1997; Tipping and Bishop,

1999b; Bishop, 2006]

W = UM (LM − σ2I)1/2R (A.7)

with UM a DxM matrix, whose columns are the M eigenvectors of S with highest

eigenvalues, LM is a MxM diagonal matrix with the M corresponding eigenvalues, and

R is an arbitrary MxM orthogonal matrix, which can be chosen to be the identity

231



A. LINEAR GAUSSIAN MODELS

matrix for simplicity. It can be shown that the maximum solution occurs when UM

contains the M leading eigenvectors. Otherwise we will be located in a saddle point

of the log-likelihood function. If we sort the eigenvectors by decreasing value of their

eigenvalues, the matrix W will correspond to the same subspace found by PCA (but

scaled by the variance parameters LM − σ2I).

And the ML solution for σ2 is

σ2 =
1

D −M

D∑
j=M+1

λj , (A.8)

where λ are the eigenvalues of the covariance matrix. As we can see, the sum goes

over the eigenvalues not included in W, so σ2 accounts for the lost variance due to the

dimensions not included in the transformation matrix. Given that the covariance of o

given x is isotropic, we lose the individual variance in each dimension. The individual

variances will be contained in the subspace W, which also models the correlations

among different dimensions. That’s the reason why PPCA does not distinguish between

variance and covariance.

A.2.2 EM Formulation

It may seem pointless to look for an EM solution when we have found a closed-form

ML solution to the problem. However, in high dimensionality spaces, there may be a

big computational load reduction by using an EM solution.

The EM states that the maximization of the data log-likelihood, ln p(O|Θ), can

be done by maximizing the expectation of the logarithm of the joint distribution of

the observed and latent variables, ln p(O,X|Θ), with respect to the probability of

the latent variables given the observed variables and the parameters in the previous

iteration, p(X|O,Θold). The logarithm of the joint distribution can be expressed, using

the product rule of probability, as

ln p(O,X|µ,W, σ2) =

N∑
n=1

[ln p(on|x) + ln p(x)]. (A.9)
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Then, our objective function Q, can be expressed as

Q(Θ,Θold) = EX|O[ln p(O,X|µ,W, σ2)]

= −
N∑
n=1

[
D

2
ln(2πσ2) +

M

2
ln(2π) +

1

2
Tr(E[xnx

ᵀ
n]) +

1

2σ2
||on − µ||2

− 1

σ2
E[xn]ᵀWᵀ(on − µ) +

1

2σ2
Tr(E[xnx

ᵀ
n]WᵀW)]

(A.10)

where we have used eqs. 2.2 and 2.4.

In the E step, we evaluate the expectations of X given O using the old parameters,

E[xn] = B−1Wᵀ(on − µ), (A.11)

E[xnx
ᵀ
n] = σ2B−1 + E[xn]E[xn]ᵀ, (A.12)

where we have used the relationship E[xnx
ᵀ
n] = cov(xn) +E[xn]E[xn]ᵀ, and the expres-

sion E[xn] indicates the expectation of hidden variable x at time n.

In the M step, new parameters are calculated by deriving eq. (A.10) with respect

to W and σ2 while keeping E[xn] and E[xnx
ᵀ
n] fixed, and setting the derivative equal

to 0. We obtain the following update equations

Wnew = [
N∑
n=1

(on − µ)E[xn]ᵀ][
N∑
n=1

E[xnx
ᵀ
n]]−1, (A.13)

σ2
new =

1

ND

N∑
n=1

[||on − µ||2 − 2E[xn]ᵀWnew
ᵀ(on − µ) + Tr(E[xnx

ᵀ
n]Wnew

ᵀWnew)],

(A.14)

and the solution for µ is the one obtained by ML in eq. (A.6).

A.3 Factor Analysis

A.3.1 EM Formulation

The maximum likelihood solution for µ is given by the sample mean of the data,

µ = 1
N

∑N
n=1 on, with N the number of data points. However, for W and Ψ there is

no closed-form solution. The solution must be found iteratively, for example with the

EM algorithm. The formulation process is analogous to the EM for PPCA. In the E
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step, we calculate the expectation of the logarithm of the joint probability distribution

of observed and unobserved variables, which requires computing

E[xn] = GWᵀΨ−1(on − µ), (A.15)

E[xnx
ᵀ
n] = G + E[xn]E[xn]ᵀ, (A.16)

with G = (I + WᵀΨ−1W)−1.

In the M step, we derive the objective function with respect to the parameters, and

make it equal to 0, to obtain

Wnew = [

N∑
n=1

(on − µ)E[xn]ᵀ][

N∑
n=1

E[xnx
ᵀ
n]]−1, (A.17)

Ψnew = diag{S−Wnew
1

N

N∑
n=1

E[xn](on − µ)ᵀ} (A.18)

where S is the sample covariance matrix, and the diag operator builds a matrix with

all off-diagonal elements set to 0.

Because of the distinction between variance and covariance in FA, the maximum

likelihood estimates of the columns of W do not generally correspond to the eigenvectors

of the sample covariance matrix of the data. In addition, the basis found in a K-factor

model are not necessarily the same that the basis found in a (K − 1)-factor model,

whereas in PPCA they are the same, because in PPCA the basis corresponds to the K

and K− 1 eigenvectors with highest associated eigenvalue. Another difference between

FA and PPCA is the behavior under some transformations. In PPCA, if we rotate the

coordinate system, we obtain the same fit to the data but with different W, which will

be rotated. The analogous property to rotation in FA is scaling. In FA, if we make a

component-wise re-scaling of the data, the elements of Ψ will be scaled.

As in PPCA, if we rotate the W matrix with an orthogonal matrix R, we obtain

the same model. However, the matrix R can not be recovered, and then, there is no

uniqueness in the solution. This is one of the major criticisms of FA, because it is a

model that tries to explain correlations, but there is no uniqueness in the solution of

the matrix that explains those correlations.
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A.4 Gaussian Mixture Model

A.4.1 EM for GMM

In order to apply the EM algorithm, first we have to define a K-dimension binary

random latent variable, z, having a 1 − of −K representation, in which a particular

zk element is equal to 1 and the rest are 0 if the Gaussian component k generated the

data. Thus if

p(zk = 1) = ωk, (A.19)

then

p(z) =

K∏
k=1

ωzkk . (A.20)

The conditional distribution of o given that a particular component k is active, zk = 1,

is Gaussian,

p(o|z) = N(o|µk,Σk)
zk . (A.21)

And the marginal distribution of o takes the form seen in equation 2.16. The condi-

tional probability zk = 1 given o will also play an important role. It is defined as the

responsibility of component k, and can be found using Bayes’ theorem,

γ(zk) ≡ p(zk = 1|o) =
p(zk = 1)p(o|zk = 1)∑K
j=1 p(zj = 1)p(o|zj = 1)

=
ωkN(o|µk,Σk)∑K
j=1 ωjN(o|µj ,Σj)

. (A.22)

Similarly, for a dataset with N samples we define the KxN variable Z, where the

value at row k and column n is zkn, the latent variable at time n for component k. The

corresponding log-likelihood function is defined in 2.17. Now we have all the ingredients

to run the EM algorithm on the GMM log-likelihood function. The process is as follows:

1. Establish the number of Gaussian components K. Maybe, you can make this

decision if you have some previous information about the number of modes in

your data, or empirically by running different experiments on a separate partition

of your training data. Once you know K, you can train the all components from

the beginning simultaneously, or run a splitting strategy, where you start with

one Gaussian, train the model with this component, split this Gaussian in H

components in the directions of maximum variance, train the resulting model,

split each Gaussian component in H components in the directions of maximum
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variance, and repeat this process until you reach the desired number of Gaussians.

Alternatively, there are methods in which K is calculated stochastically from the

data, like Dirichlet process [Ferguson, 1973], but this is out of the scope of this

work.

2. Initialize the means µk, covariances Σk and weights ωk, and evaluate the current

log-likelihood.

3. E step. Calculate the responsibilities γ(zk) with the current parameter values.

4. M step. Re-estimate the parameters using the current responsibilities

µnewk =
1

Nk

N∑
n=1

γn(zk)on. (A.23)

For full-covariance models

Σnew
k =

1

Nk

N∑
n=1

γn(zk)(on − µnewk )(on − µnewk )ᵀ. (A.24)

For diagonal covariance models

Σnew
k =

1

Nk

N∑
n=1

γn(zk) diag((on − µnewk )2). (A.25)

where the diag operator builds a diagonal matrix with all elements off-diagonal

set to 0.

For isotropic diagonal models

Σnew
k =

1

DNk

N∑
n=1

γn(zk)||(on − µnewk )||2. (A.26)

ωnewk =
Nk

N
, (A.27)

where

Nk =
N∑
n=1

γn(zk). (A.28)

5. Evaluate the log-likelihood function in 2.17. If convergence is not satisfied, return

to step 3 with updated parameters.
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A.5 Mixture of PPCAs

A.5.1 EM Algorithm for MPPCA

In this Section we summarize the E and M steps of the EM algorithm for MPPCA.

• E step:

1. Use current parameters ωk, µk, Wk, and σ2
k.

2. Calculate expectations E[zk|on] = γn(zk) as per eq. (A.22), the responsibil-

ities of each Gaussian at time n.

• M step

1. Obtain new Gaussian proportions

ω̃k =
Nk

N
, (A.29)

where

Nk =
N∑
n=1

γn(zk). (A.30)

2. Obtain new means

µ̃k =
1

Nk

N∑
n=1

γn(zk)on. (A.31)

By merging the result of the E step with the update formulas for Wk and

σ2
k, we obtain the simplified M step formulas given next.

3. First, we need to compute the responsibility weighted covariance matrix

Sk =
1

ω̃kN

N∑
n=1

γn(zk)(on − µ̃k)(on − µ̃k)ᵀ. (A.32)

4. Then, the update equation for Wk is

W̃k = SkWk(σ
2
kI + B−1

k Wᵀ
kSkWk)

−1, (A.33)

with Bk = Wᵀ
kWk + σ2

kI.

5. Finally, the update equation for σ2
k is

σ2
k =

1

D
Tr(Sk − SkWkB

−1
k W̃k). (A.34)
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A.6 Mixture of FAs

A.6.1 EM for MFA

In this Section we summarize the E and M steps of the EM algorithm for MFA.

• E step

1. Use current parameters ωk, µk, Wk, and Ψk.

2. Estimate the responsibilities given by E[zk|on] = γn(zk) according to eq.

(A.22).

3. Calculation of the following statistics,

E[xn, zk|on] = γn(zk)βk(xn − µk), (A.35)

where βk = Wᵀ
k(Ψk + WkW

ᵀ
k)
−1.

E[xnx
ᵀ
n, zk|on] = γn(zk)(I− βkWk + βk(on − µk)(on − µk)ᵀβᵀk). (A.36)

4. The estimation of µ and W will be made jointly, so we define x̃ = [x; 1], and

E[x̃n, zk|on] = [E[xn, zk|on]; γn(zk)], (A.37)

E[x̃nx̃
ᵀ
n, zk|on] =

[ E[xnxᵀ
n,zk|on] E[xn,zk|on]

E[xn,zk|on]ᵀ γn(zk)

]
. (A.38)

• M step

1. Joint computation of means and factor loading matrices

[W̃k µ̃k] = Λ̃k = (
N∑
n=1

onE[x̃n, zk|on]ᵀ)(
N∑
n=1

E[x̃nx̃
ᵀ
n, zk|on])−1. (A.39)

2. Computation of diagonal covariances,

Ψ̃k = diag{
N∑
n=1

(γn(zk)on − Λ̃kE[x̃n, zk|on])on
ᵀ}/Nk, (A.40)

with Nk =
∑N

n=1 γn(zk).

3. Computation of weights,

ω̃k = Nk/N. (A.41)
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A.7 Tied Mixture of Factor Analyzers

A.7.1 EM Algorithm for TMFA

In this Section we present the EM algorithm for the exact computation of TMFA. Our

objective Q function of the EM algorithm is
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Q(Θ,Θold) =

∫ ∑
Z̄

p(Z̄,X|Ō,Θold) ln p(Z̄,X, Ō|Θ)dX

=

∫ KN∑
s=1

p(X|Z̄s, Ō)p(Z̄s|Ō) ln[p(Ō|Z̄s,X)p(X|Z̄s)p(Z̄s)]dX

=

∫ KN∑
s=1

p(X|Z̄s, Ō)p(Z̄s|Ō)

· ln[
∏
n

∏
k

(N(on|µk + Wkx,Σk))
δk,snN(X|0, I)

∏
n

∏
k

(ωk)
δk,sn ]dX

=

∫ KN∑
s=1

p(X|Z̄s, Ō)p(Z̄s|Ō)

· ln[
∏
n

∏
k

(ωkN(on|µk + Wkx,Σk))
δk,snN(X|0, I)]dX

=

∫ KN∑
s=1

p(X|Z̄s, Ō)p(Z̄s|Ō)[
∑
n

∑
k

δk,sn

· ln(ωkN(On|µk + Wkx,Σk)) + lnN(X|0, I)]dX

=

∫ KN∑
s=1

p(X|Z̄s, Ō)p(Z̄s|Ō)[
∑
n

∑
k

δk,sn

· ln(ωk) +
∑
n

∑
k

δk,sn lnN(On|µk + Wkx,Σk) + lnN(X|0, I)]dX

=

KN∑
s=1

p(Z̄s|Ō)[
∑
n

∑
k

δk,sn ln(ωk) +
∑
n

∑
k

δk,sn

· lnN(On|µk + WkE(X|Z̄s, Ō),Σk) + lnN(E(X|Z̄s, Ō)|0, I)]

=

KN∑
s=1

p(Z̄s|Ō)
∑
n

∑
k

δk,sn ln(ωk)

+

KN∑
s=1

p(Z̄s|Ō)
∑
n

∑
k

δk,sn lnN(On|µk + WkE(X|Z̄s, Ō),Σk) + lnN(E(X|Ō)|0, I),

(A.42)

where δk,sn is the Kronecker delta, which is equal to 1 if k = sn. We have taken

into account that the expectation over the discrete hidden variable Z̄ exploits in a

combinatorial term where we have to consider all possible permutations of the K

components over the N frames of each file, and that given X, the probability of
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the observable variable at different frames becomes independent, and p(Ō|Z̄s,X) =∏
n

∏
k(N(On|µk + Wkx,Σk))

δk,sn ).

The next step is to substitute the normal function by its mathematical expression

given in eq. (2.1). Then, we are in position to run the E step, where we compute the

expected values of the hidden variable, X, and of XXᵀ, given the current parameters

and the observations, and to run the M step, where we compute the new values of the

model parameters. This process is summarized below.

• E step

1. Computation of the first and second order statistics of the posterior distri-

bution of X given the observations, which follows the following distribution,

p(X|Ō) = N(x;E[X|Ō],Λ−1). (A.43)

2. To compute the expectations, we apply the sum and product rules of prob-

ability to marginalize E[X|Ō] and E[XXᵀ|Ō] over the KN permutations

[Miguel et al., 2014]

E[X|Ō] =

KN∑
s=1

p(Z̄s|Ō)E[X|Ō, s], (A.44)

E[XXᵀ|Ō] =
KN∑
s=1

p(Z̄s|Ō)E[XXᵀ|Ō, s]. (A.45)

3. The expectations given the sequence s are calculated as

E[X|Ō, s] = Λ−1
s W̄ᵀ

sΨ̄
−1
s (Ō− µ̄s), (A.46)

E[XXᵀ|Ō, s] = E[X|Ō, s]E[X|Ō, s]ᵀ + Λ−1
s , (A.47)

with Λ−1
s = (IMxM + W̄ᵀ

sΨ̄−1
s W̄)−1.

4. The variance of the posterior distribution in eq. (A.43) could be computed

as

Λ−1 =

KN∑
s=1

p(Z̄s|Ō)Λ−1
s , (A.48)

but we do not need it for the EM algorithm.
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5. Finally, the posteriors of each of the sequences given the data are computed

as

p(Z̄s|Ō) =
ω̄sN(Ō; µ̄s, Σ̄s)∑KN

r=1 ω̄rN(Ō; µ̄r, Σ̄r)
=
ω̄sN(Ō; µ̄s, Σ̄s)

p(Ō)
, (A.49)

6. The formulas to obtain Wk and means µk in the M step are coupled. Hence,

we must calculate them simultaneously. For that, we obtain the following

expanded expectations,

E[X̃|Ō, s] =

[
E[X|Ō, s]|

1

]
, (A.50)

E[X̃X̃ᵀ|Ō, s] =

[
E[XXᵀ|Ō, s] E[X|Ō, s]
E[X|Ō, s] 1

]
. (A.51)

This expansion makes the model in eq. (2.28) equivalent to

on = W̃kx̃ + εk, (A.52)

where W̃k =
[
Wk µk

]
and x̃ =

[
x
1

]
.

• M step

1. The first step is to create an indicator matrix Qs of size KxN for each se-

quence s, where the rows are entries for the K Gaussian components, and the

columns are entries for the N samples generated by the same hidden variable

X. In each column, there will only be one entry set to 1, corresponding to

the active component at that time for combination s. Then we accumulate

the indicator matrices weighted by the probability of their sequence s,

Q =

KN∑
s=1

Qsp(s|Ō). (A.53)

2. The rest of steps are made individually for each Gaussian component k. We

weight the observation at time n by the accumulated posterior over sequences

at that time calculated in the previous step,

oqnk = onQ[n, k]. (A.54)
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3. We obtain sum the previous weighted data over time,

oqk =
N∑
n=1

oqnk. (A.55)

4. We compute four accumulators,

Ak = oqkE[X̃|Ō, s]. (A.56)

Bk =

N∑
n=1

Q[n, k]E[X̃X̃ᵀ|Ō, s] (A.57)

Ck =
N∑
n=1

Q[n, k]o2
n (A.58)

Dk =
N∑
n=1

Q[n.k] (A.59)

5. Up to now we have considered only one file, and our four accumulators only

contain results for that file. If we have J files for training, the E step would

be computed individually for each file, whereas in the M step we would

compute four accumulators for each file, and the final accumulators would

be the sum of the accumulators of all the files. Then, if the accumulators

for file j are Aj
k, Bj

k, Cj
k, and Dj

k, our final accumulators would be

Ak =

J∑
j=1

Aj
k, (A.60)

Bk =
J∑
j=1

Bj
k, (A.61)

Ck =
J∑
j=1

Cj
k, (A.62)

Dk =

J∑
j=1

Dj
k. (A.63)

6. Finally, the joint update of the matrix subspace Wk and the mean µk is

W̃k = AkB
−1
k . (A.64)
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7. The update of the covariance matrix of the noise Ψk is

Ψk = (Ck − diag(W̃kA
−1
k ))/Dk. (A.65)

8. And the update of the weights is

ωk =
Dk

N
. (A.66)

In case of having J files, we would have ωk = Dk∑J
j=1 Nj

, where the number of

samples of file j is Nj .

TMFA has the potential to include different hidden variables to model simultane-

ously different aspects of the speech, like the speaker and the channel, as it happens

in the field of speaker recognition. The main change occurs in the structure of the

covariance matrix, which must include the correlations among the observed variables

captured by each hidden variable. Then, the supervector of observations Ō will include

all data points that are affected by those hidden variables. For example, if we model the

speaker, all the files of the same speaker will be concatenated in a single vector. If si-

multaneously we model the channel, the covariance matrix will reflect how the different

observations are correlated taking into account that we have one speaker and several

files of the same speaker. In this Thesis we are focused only in channel compensation,

so we will not explore the case with more than one hidden variable further, and all our

computations will be with only one. More information of this scenario with multiple

hidden variables can be seen in Miguel et al. [2014].

A.8 Joint Factor Analysis

In this Section we detail the EM algorithm for JFA.

A.8.1 EM for JFA

JFA model parameters are estimated iteratively with the EM algorithm, which is solved

differently to TMFA, due to the approximations explained before. First, we calcu-

late the probability of the supervector of observations in sequence, p(Ō|X), using

eq. (B.2). Note that given X, the dependency among observations is broken, and

ln p(Ō|X) = ln p(O|X). Then, by setting the q function in equation B.2 to the true
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posterior distribution of the hidden variables, in this case to the true frame alignment

that generated each frame or true responsibilities of each Gaussian, the KL divergence

vanishes, and we can express the conditional log-likelihood, ln p(O|X), according to eq.

(B.3),

ln p(O|X) =
N∑
n=1

ln
K∑
k=1

ωkp(on|zk,X)

=
N∑
n=1

K∑
k=1

p(zk|on,X) ln p(on, zk|X)−
N∑
n=1

K∑
k=1

p(zk|on,X) ln p(zk|on,X)

=

N∑
n=1

K∑
k=1

p(zk|on) ln p(on|zk,X)−
N∑
n=1

K∑
k=1

p(zk|on) ln
p(zk|on)

p(zk)

=
N∑
n=1

K∑
k=1

γn(zk) ln p(on|zk,X) +
N∑
n=1

K∑
k=1

γn(zk) ln
γn(zk)

ωk

=

N∑
n=1

K∑
k=1

γn(zk) ln p(on|zk,X) + const1,

(A.67)

where the constant reflects the terms independent of O, and the file index, j, has

been omitted for clarity. However, it is important to see that we do not really use the

true responsibilities, but the fixed alignments given by the UBM. Note that they are

independent of X. This makes the KL divergence greater than 0 and ln p(O|X) will

therefore be an approximation to the true conditional log-likelihood. Actually, it will

be a lower bound because the KL divergence is always non-negative. Nevertheless, if

alignments are accurate enough, as it is normally the case, this approximation is good

enough to obtain good results.

Now, we will define the EM auxiliary Q function for JFA, according to eq. (B.6),

with variables Z = X, X = O, and Θl = {ωl, tl,Σl,Ul}. Note the dependency on l,

which is the class for which the parameters are calculated. In our work, JFA is used

for LID, and our classes are languages. In practice, the means, tl, are obtained with

relevance MAP and they are not adapted. Also the weights and the covariances are

normally kept fixed and equal to the UBM weights and covariances, and in case they

are adapted, they are initialized to the UBM values. Normally, a single U is trained for

all languages, but we will start with the general case, where all the hyperparameters

are adapted and there is a different U for each language. Particularities will be seen

245



A. LINEAR GAUSSIAN MODELS

later. With j being the index of the file, Nj being the number of frames in file j, k

being the Gaussian component index, and n the index of the frame, Ql for language l

is
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Ql(Θ,Θ
old) =

∑
Z

p(Z|X,Θold) ln p(X,Z|Θ)

=

∫
p(X|O,Θold) ln p(O,X|Θ)dX =

∑
j∈l

∫
qj(X) ln p(O(j),x)dx

=
∑
j∈l

∫
qj(X) ln{p(O(j)|x)p(x)}dx =

∑
j∈l

∫
qj(X){ln p(O(j)|x) + ln p(x)}dx

=
∑
j∈l

∫
qj(X){

Nj∑
n=1

K∑
k=1

γjn(zk) lnN(on(j); tlk + Ulkx,Σlk) + lnN(x; 0, I)}dx

=
∑
j∈l

K∑
k=1

Nk(j) ln |Σlk|−
1
2 − 1

2
Tr(

K∑
k=1

Sk(j)Σ
−1
lk )

+
1

2

K∑
k=1

Fk(j)
ᵀΣ−1

lk tlk +
1

2
Tr(EX [xj ]

K∑
k=1

Fk(j)
ᵀΣ−1

lk Ulk)

+
1

2

K∑
k=1

tlkΣ
−1
lk Fk(j) +

1

2
Tr(EX [xj ]

K∑
k=1

UlkΣ
−1
lk Fk(j))

−1

2

K∑
k=1

Nk(j)t
ᵀ
lkΣ
−1
lk tlk −

1

2
Tr(EX [xj ]

K∑
k=1

Nk(j)t
ᵀ
lkΣ
−1
lk Ulk)

−1

2
Tr(EX [xj ]

ᵀ
K∑
k=1

Nk(j)U
ᵀ
lkΣ
−1
lk tlk)−

1

2
Tr(EX [xjx

ᵀ
j ]

K∑
k=1

Nk(j)U
ᵀ
lkΣ
−1
lk Ulk)

−1

2
Tr(EX [xjx

ᵀ
j ]) + const2.

(A.68)
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In the E step we calculate the posterior distribution of the hidden variable given

the observation file j in language l, p(X|O),

ln p(X|O) = ln p(O,X)− ln p(O)

ln p(O(j),x)− ln p(O(j)) = ln p(O(j)|x)p(x) + const3

=

Nj∑
n=1

K∑
k=1

γjn(zk) ln p(O(j)|k,x) + ln p(x) + const3

=

Nj∑
n=1

K∑
k=1

γjn(zk) lnN(on(j); tlk + Ulkx,Σlk) + lnN(x; 0, I) + const3

=
K∑
k=1

1

2
Fk(j)

ᵀΣ−1
lk Ulkx +

K∑
k=1

1

2
xᵀUᵀ

lkΣ
−1
lk Fk(j)

−
K∑
k=1

1

2
Nk(j)x

ᵀUᵀ
lkΣ
−1
lk tlk −

K∑
k=1

1

2
Nk(j)t

ᵀ
lkΣ
−1
lk Ulkx

−
K∑
k=1

1

2
(Ulkx)ᵀΣ−1

lk Ulkx−
1

2
xᵀx + const4

=

K∑
k=1

{xᵀUᵀ
lkΣ
−1
lk Fk(j)−Nk(j)x

ᵀUᵀ
lkΣ
−1
lk tlk

−1

2
(Ulkx)ᵀΣ−1

lk Ulkx} −
1

2
xᵀx + const4

= xᵀ{
K∑
k=1

Uᵀ
lkΣ
−1
lk (Fk(j)−Nk(j)tlk)}

−1

2
xᵀ{

K∑
k=1

(Nk(j)U
ᵀ
lkΣ
−1
lk Ulk) + I}x + const4,

(A.69)

where we can identify a Gaussian. and

p(X|O) = N(EX [x],L−1), (A.70)

which for utterance j has the following form,

EX [xj ] = L−1
j

K∑
k=1

{Uᵀ
lkΣ
−1
lk (Fk(j)−Nk(j)tlk)}, (A.71)

with symbol EX referring to the expectation taken with respect to the latent variable
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X,

Lj =
K∑
k=1

(Nk(j)U
ᵀ
lkΣ
−1
lk Ulk) + I, (A.72)

and we define

EX [xjx
ᵀ
j ] = L−1

j + EX [xj ]EX [xj ]
ᵀ. (A.73)

In the M step, the Q function is derived with respect to the parameters, Θl, and

made equal to zero. Then, we obtain an expression for each of the parameters. The

weights are kept constant and equal to the UBM weights. The means, tlk, are adapted

as

∂

∂tlk
Q(tlk, t

old
lk ) =

∑
j∈l

Σ−1
lk Fk(j)−Nk(j)Σ

−1
lk tlk −Nk(j)Σ

−1
lk UlkEX [xj ] = 0, (A.74)

tlk =
1

Jl

Jl∑
j=1

(
Fk(j)

Nk(j)
−UlkEX [xj ]), (A.75)

being Jl the number of utterances of language l. Nonetheless, the means are rarely

adapted. The update of the subspace matrix Ulk is

∂

∂Ulk
Q(Ulk,U

old
lk ) =∑

j∈l
Σ−1
lk Fk(j)EX [xj ]

ᵀ −Nk(j)Σ
−1
lk tlkEX [xj ]

ᵀ −Nk(j)UlkEX [xjx
ᵀ
j ]
ᵀ = 0

(A.76)

Ulk = ClkA
−1
lk , (A.77)

where

Clk =
∑
j∈l

(Fk(j)−Nk(j)tlk)EX [xj ]
ᵀ, (A.78)

Alk =
∑
j∈l

EX [xjx
ᵀ
j ]Nk(j). (A.79)

An alternative commonly used is to estimate a unique Uk for all languages. The update

formula is a weighted average of the Ulk of the individual languages

Uk = (
∑
l

Clk)(
∑
l

Alk)
−1. (A.80)
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Finally, we obtain the following update formula for Σlk, which in practice is seldom

adapted

∂

∂Σlk
Q(Σlk,Σ

old
lk ) (A.81)

= −1

2

∑
j∈l

Nk(j)Σ
−1
lk +

∑
j∈l
{Σ−1

lk Sk(j)Σ
−1
lk −

1

2
I ◦ (Σ−1

lk Sk(j)Σ
−1
lk )}

−1

2

∑
j∈l

Σ−1
lk Fk(j)t

ᵀ
lkΣ
−1
lk −

1

2

∑
j∈l

Σ−1
lk Fk(j)EX [xj ]

ᵀUᵀ
lkΣ
−1
lk

−1

2

∑
j∈l

Σ−1
lk tlkFk(j)

ᵀΣ−1
lk −

1

2

∑
j∈l

Σ−1
lk UlkEX [xj ]Fk(j)

ᵀΣ−1
lk

+
1

2

∑
j∈l

Nk(j)Σ
−1
lk tlkt

ᵀ
lkΣ
−1
lk +

1

2

∑
j∈l

Nk(j)Σ
−1
lk tlkEX [xj ]

ᵀUᵀ
lkΣ
−1
lk

+
1

2

∑
j∈l

Nk(j)Σ
−1
lk UlkEX [xj ]t

ᵀ
lkΣ
−1
lk +

1

2

∑
j∈l

Nk(j)Σ
−1
lk UlkEX [xjx

ᵀ
j ]U

ᵀ
lkΣ
−1
lk = 0,

where the symbol ◦ means the Hadamard or entry-wise product, and we have applied

the following identities
∂

∂C
ln |C| = (C−1)ᵀ (A.81)

∂

∂C
Tr(C−1E[xxᵀ]) = −2C−1E[xxᵀ]C−1 + I ◦ (C−1E[xxᵀ]C−1) (A.82)

∂

∂C
tr(AC−1B) = −(C−1BAC−1)ᵀ = −C−ᵀAᵀBᵀC−ᵀ. (A.83)

Then, the update formula for Σlk is

Σlk =
1

Jl

∑
j∈l

Sk(j)− Fk(j)(t
ᵀ
lk + EX [xj ]

ᵀUᵀ
lk)− (tlk + UlkEX [xj ])Fk(j)

ᵀ

Nk(j)

+tlk(t
ᵀ
lk + EX [xj ]

ᵀUᵀ
lk) + Ulk(EX [xj ]t

ᵀ
lk + EX [xjx

ᵀ
j ]U

ᵀ
lk),

(A.84)

and we have assumed that the off-diagonal terms of Sk(j)Σ
−1
lk are much smaller than

the diagonal terms, and the approximation

I ◦ (Σ−1
lk Sk(j)Σ

−1
lk ) ≈ Σ−1

lk Sk(j)Σ
−1
lk (A.85)

is applied. In practice, we use the UBM covariance matrices, Σk, for all the languages.
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A.8.2 EM with Minimum Divergence for JFA

MD is an alternative way of maximizing the lower bound of the EM algorithm [Kenny,

2006; Brümmer, 2009b,a, 2010]. The lower bound can be expressed as the difference

between the expectation of the logarithm of the probability of the observations given the

hidden variable, and the KL distance between the posterior distribution of the hidden

variables given the observations, and the prior distribution of the hidden variables.

Then, we can differentiate two steps. A fist one to maximize the first term, and a

second one to minimize the divergence. The minimization gives name to the algorithm,

and makes the posterior and prior distributions of the hidden variables match as much

as possible. The final operation of the algorithm is to transform the model obtained in

the minimization step, with arbitrary prior distribution over the hidden variable, in such

a way that the prior distribution becomes the originally assumed in the maximization

step, which is normally standard Gaussian. Let’s see the formulation of the algorithm.

The EM with MD is another approach to implement the EM algorithm. It is derived

by expressing equation B.3 as

L(q,Θ) =
∑
X

q(X) ln
p(O,X|Θ)

q(X)
=
∑
X

q(X) ln
p(O|X,Θ1)p(X|Θ2)

q(X)

=
∑
X

q(X) ln p(O|X,Θ1)−
∑
X

q(X) ln
q(X)

p(X|Θ2)

= Eq(X)[ln p(O|X,Θ1)]−DKL(q(X)||p(X|Θ2))

= Ep(X|O,Θold)[ln p(O|X,Θ1)]−DKL(p(X|O,Θold)||p(X|Θ1))

= Ep(X|O,Θold)[ln p(O|X,Θ2)]−DKL(p(X|O,Θold)||p(X|Θ2)),

(A.86)

where Θ1 and Θ2 are two disjoint subset of parameters, and the model is said to be

overparametrized [Brümmer, 2009b], because Θ1 ≡ Θ2, and L(Θ1) = L(Θ2), that is,

there exists redundant parametrizations which are equivalent. In general, two models

are equivalent if

p(O|Θ1) = p(O|Θ2). (A.87)

In our case, Θl1 = {tl1,Σl1,Ul1,Π1}, where Π1 = {µX1 = 0,ΣX1 = I} are the

hyperparameters of the prior distribution p(X|Π1), and Θl2 = {tl2,Σl2,Ul2,Π2}, where

Π2 = {µX2 ,ΣX2} is also updated. Hence we have a transformation of the distribution

p(X2|Θ2) to obtain p(X1|Θ1), and the variables X1 with standard normal distribution
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and X2 are related as

X1 = φ(X2) = P−1(X2 − µX2), (A.88)

or equivalently

X2 = φ−1(X1) = P (X1 + µX2), (A.89)

where ΣX2 = PPᵀ, that is, X2 is normalized by its mean and covariance’s square root

to obtain X1. According to the fundamental theorem of Calculus and to the chain rule,

their probability density functions are related as

fX1|Π1
(X1) = fX2|Π2

(φ−1(X1))
∂φ−1(X1)

∂X1
= pX2(φ−1(X1|Π2))P. (A.90)

This is one of the two sufficient conditions for equivalence. The other is

p(O|X1,U1) = p(O|φ−1(X1),U2), (A.91)

which follows from expanding equation A.87, as shown in Brümmer [2009b].

This type of EM has 2 alternated M steps:

• Log-likelihood maximization of Ep(X|O,Θold
l )[ln p(O|X,Θl1)]. In this case, the up-

date formulas of the parameters are the same as in equations A.75, A.77, A.80,

and A.84. The reason why they are the same is that the only difference between

Ep(X|O,Θold
l )[ln p(O|X,Θl1)] and equation A.68, which is the one that we maxi-

mized before, is the term
∑

X q(X) ln p(X), which is present in the second but

not in the first. However, when deriving these functions with regard to the pa-

rameters, this term does not affect, because it does not depend on the parameters

Θl1, and the update equations are the same.

• Minimization of DKL(p(X|O,Θold
l )||p(X|Θl2)). This step can be divided in an-

other two:

1. The minimization itself is carried out with respect to Π2 = {µX2 ,ΣX2},
because we let the prior distribution p(X) to be a non-standard Gaussian.

Then, p(X) = N(µX ,ΣX). And p(X|O,Θold
l ) was defined in A.70. Then,

the KL divergence between two Gaussians is defined as

DKL(N0‖N1)

=
1

2
(Tr

(
Σ−1

1 Σ0

)
+ (µ1 − µ0)ᵀ Σ−1

1 (µ1 − µ0)

−D − ln

(
|Σ0|
|Σ1|

)
),

(A.92)
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with D the feature dimensionality. Substituting N0 by p(X|O,Θold
l ), N1 by

p(X|Π2), and considering a total of Jl training files, we reach the following

expression for the divergence

DKL(p(X|O,Θold
l )||p(X|Θl2))

=

Jl∑
j=1

1

2
(Tr

(
Σ−1
X L−1

j

)
+ (µX − EX [xj ])

ᵀ ΣXX−1(µX − EX [xj ])

−D − ln

(
|L−1|
|ΣX |

)
).

(A.93)

Deriving with respect to µX and making the derivative equal to zero, we

obtain an expression for µX

∂

∂µX
DKL = Jl2µ

ᵀ
xΣ
−1
X − 2Σ−1

X

Jl∑
j=1

EX [xj ] = 0 (A.94)

µX =
1

Jl

Jl∑
j=1

EX [xj ] (A.95)

Deriving with respect to ΣX and making the derivative equal to zero, we

obtain an expression for ΣX

∂

∂ΣX
DKL =

Jl∑
j=1

−2Σ−1
X L−1

j Σ−1
X + I ◦ (Σ−1

X L−1
j Σ−1

X )

−Σ−1
X (µX − EX [xj ])(µX − EX [xj ])

ᵀΣ−1
X + Σ−1

X

≈
Jl∑
j=1

−Σ−1
X L−1

j Σ−1
X −Σ−1

X (µX − EX [xj ])(µX − EX [xj ])
ᵀΣ−1

X + Σ−1
X = 0,

(A.96)

where it is assumed that the off-diagonal terms of Σ−1
X L−1

j are much smaller

than the diagonal terms and the approximation

I ◦ (Σ−1
X L−1

j Σ−1
X ) ≈ Σ−1

X L−1
j Σ−1

X (A.97)

is valid. Finally

ΣX =

Jl∑
j=1

L−1
j + (µX − EX [xj ])(µX − EX [xj ])

ᵀ (A.98)
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2. At this point we have to obtain the equivalent model, because in the next

iteration we will work again over Θl1. Therefore, the models with and with-

out standard normal prior must be equivalent. As p(X1) = N(X1; 0, I) and

p(X2) = N(X2;µX2 ,ΣX2),

tl1 + Ul1x1 = tl2 + Ul2x2 = tl2 + Ul2φ
−1(x1)

= tl2 + Ul2(Px1 + µX2) = (Ul2µX2 + tl2) + Ul2Px1

(A.99)

where, in this case, Πold = {µX2 ,Ul2} are the hyperparameters from previous

iteration. The update equation for Ul is

Ul = Ul1 = Ul2P. (A.100)

In practice, a single U is computed for all languages, as the average of all

the Ul, as in the case of the ML approach seen in eq. (A.80). The update

equation for tl is

tl = tl1 = tl2 + Ul2µX2 , (A.101)

but in our experiments the means tl are not updated.

In summary, MD minimizes the divergence between the posterior distribution of the

hidden variables and its prior distribution, and given that in this minimization process

the hyperparameters of the prior distribution are modified, the model parameters are

transformed in such a way that the initial prior distribution of the hidden variables is

conserved. At the end of the KL minimization, we let the prior to be non-standard

Gaussian, even when our assumption at the beginning was that it was normal. Later,

we transform the model parameters to recover an equivalent model with standard prior.

In this way of deriving the EM algorithm, we alternate between an ML and an MD

step successively. In a general case, we could have integrated from the beginning the

mean and covariance of the prior also in the ML step.

MD assures that the log-likelihood of the current iteration will increase unless we

are in a maximum. However, it does not give higher global log-likelihood than EM

only with the ML step, but as shown in Brümmer [2009b] the convergence is faster.

In addition, some authors assure that EM without MD is more vulnerable to getting

stuck in saddle-points and MD helps to avoid this [Kenny, 2006; Brümmer, 2009b].
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A.9 Total Variability Subspace: i-Vectors

In this Section we review the EM algorithm for training the i-Vector subspace.

A.9.1 EM Algorithm for i-Vectors

The training procedure of JFA as feature extractor is the same as the one explained in

section 2.11, with the following differences:

• the model is language-independent. As we can see in eq. (2.50), there is no MAP

adaptation to the language and the model is centered at the UBM. The subspace

is spanned by matrix T, and the point in the subspace of utterance j is given by

the latent variable i(j) (we just renamed U and x(j) of JFA, which were defined

for the channel subspace).

• the same EM procedure defined for JFA can be used, substituting Ml(j) by M(j).

In practice, we pool the files of all the languages and calculate a single JFA model.

In the E step we identify that the posterior distribution of the latent variable i is

p(i|O) = N(EI [i],L−1), (A.102)

with the following expression for utterance j,

EI [ij ] = L−1
j

K∑
k=1

{Tᵀ
kΣ
−1
k (Fk(j)−Nk(j)µ)} (A.103)

being the MAP point estimate of the total variability factor i of utterance j, which is

known as i-Vector. Note that µ, T, and Σ, are independent of the language. And

Lj =

K∑
k=1

(Nk(j)T
ᵀ
kΣ
−1
k Tk) + I. (A.104)

In the M step, the update equations become

• for the means

µ =
1

J

J∑
j=1

(
Fk(j)

Nk(j)
−TkEI [ij ]), (A.105)

with J the total number of utterances in the training dataset,
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• for the subspace T matrix

Tk = CkA
−1
k , (A.106)

where

Ck =
∑
j

(Fk(j)−Nk(j)µ)EI [ij ]ᵀ (A.107)

Ak =
∑
j

EI [ijiᵀj ]Nk(j), (A.108)

• for the covariance matrix

Σk =
1

J

∑
j

Sk(j)− Fk(j)(µ
ᵀ + EI [ij ]ᵀTᵀ

k)− (µ+ TkEI [ij ])Fk(j)
ᵀ

Nk(j)

+µ(µᵀ + EI [ij ]ᵀTᵀ
k) + Tk(EI [ij ]µᵀ + EI [ijiᵀj ]T

ᵀ
k).

(A.109)

In case of applying the EM with MD, the process is again the same as for JFA

depicted in section A.8.2, and the update equations of the minimization of the KL

divergence and model parameters transformation are

• Minimization step

µI =
1

J

J∑
j=1

EI [ij ], (A.110)

ΣI =

J∑
j=1

L−1
j + (µI − EI [ij ])(µI − EI [ij ])ᵀ. (A.111)

• Equivalent model conversion step

T = T1 = T2PI , (A.112)

µ = µ1 = µ2 + T2µI2 . (A.113)

Once the model is trained, i-Vectors of new utterances are computed as the expec-

tation of the posterior distribution of i given O, p(i|O), as per eq. (A.103).

In practical implementations, sufficient statistics are often normalized with the

UBM mean and covariance, as suggested in Glembek et al. [2011]. This simplifies

the rest of the model training and evaluation.
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APPENDIX B

Expectation Maximization Algorithm

In this Appendix, we describe the EM algorithm. EM is one of the central algorithms

in this Thesis, used to train most of our Gaussian linear model parameters. It is a ML

optimization technique, thus the likelihood of the data is increased at each iteration.

For an in-depth description, see Dempster et al. [1977]; Bishop [2006].

In short, the EM algorithm’s goal is to maximize the likelihood of probabilistic

models with latent variables. Consider a dataset of observed variables defined by O, a

set of hidden variables defined by Z, and the parameters of our model given by Θ. The

likelihood function is given by

p(O|Θ) =
∑
Z

p(O,Z|Θ). (B.1)

In this equation, we assume discrete latent variables, but the derivation is identical if

they were continuous, or if we had a combination of discrete and continuous variables,

but sums would be replaced by integrals.

Because the logarithm is a monotonic function, maximizing the likelihood is equiv-

alent to maximizing the logarithm of the likelihood, or log-likelihood. So, let us express

the log-likelihood function in eq. (B.1) as

ln p(O|Θ) = ln
∑
Z

p(O,Z|Θ) = L(q,Θ) +KL(q||p), (B.2)

where we have defined the lower bound of the log-likelihood function as

L(q,Θ) =
∑
Z

q(Z) ln
p(O,Z|Θ)

q(Z)
, (B.3)
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and

KL(q||p) = −
∑
Z

q(Z) ln
p(Z|O,Θ)

q(Z)
(B.4)

is the KL divergence between q(Z), a distribution over the latent variables, and the true

posterior distribution, p(Z|O). We can observe that for any choice of q(Z), equation

B.2 holds. Recall that KL(q||p) ≥ 0, with equality if, and only if, q(Z) = p(Z|O,Θ),

and thus it follows that L(q,Θ) ≤ ln p(O|Θ), so L(q,Θ) is a lower bound of ln p(O|Θ).

The same conclusion can be reached by making use of Jensen’s inequality,

ln p(O|Θ) = ln
∑
Z

p(O,Z|Θ) = ln
∑
Z

q(Z)
p(O,Z|Θ)

q(Z)

≥
∑
Z

q(Z) ln
p(O,Z|Θ)

q(Z)
= L(q,Θ),

(B.5)

with equality only when q(Z) = p(Z|O,Θ), and in such case, the KL divergence previ-

ously defined goes to zero.

The main assumption of the EM algorithm is that the direct optimization of p(O|Θ)

is difficult, but the optimization of the complete-data likelihood function p(O,Z|Θ) is

easier. The EM is a two-stage iterative process that maximizes the data likelihood as

follows:

• E step: in this stage we start from the previous values of Θ, Θold, and the lower

bound L(q,Θ) is maximized with respect to function q, holding Θold fixed. Given

that ln p(O|Θ) does not depend on q, the maximum of L(q,Θ) occurs when q = p

and then KL(q||p) = 0. At this point the lower bound is equal to the log-

likelihood. This is illustrated in Figure B.1.

• M step: in this step the distribution q(Z) is held fixed and the lower bound L is

maximized with respect to Θ, to obtain a new estimate of the parameters, Θnew.

The maximization causes the lower bound to increase, which necessarily makes

the log-likelihood of the incomplete dataset, p(O|Θ), to increase. The reason is

that the KL will also increase, because q is held fixed, but now it will not equal

the new posterior distribution p(Z|O,Θnew), and the KL will not be zero. The

increase in the log-likelihood is greater than the increase in the lower bound, as

can be seen in Figure B.2.
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(a) Log-likelihood decomposition.

The decomposition given by eq. (B.2)

holds for any choice of distribution q(Z).

Because the KL divergence satisfies

KL(q||p) ≥ 0, we see that the quantity

L(q,Θ) is a lower bound on the log-

likelihood function ln p(O|Θ). Figure

taken from Bishop [2006].

(b) E step of the EM algorithm. The

q distribution is set equal to the posterior

distribution for the current parameter val-

ues Θold, causing the lower bound to move

up to the same value as the log likelihood

function, with the KL divergence vanish-

ing. Figure taken from Bishop [2006].

Figure B.1: Decomposition of log-likelihood function and E step of the EM

algorithm.

Figure B.2: M step of the EM algorithm - The distribution q(Z) is held fixed and the

lower bound L(q,Θ) is maximized with respect to the parameter vector Θ to give a revised

value Θnew. Because the KL divergence is nonnegative, this causes the log likelihood

ln p(O|Θ) to increase by at least as much as the lower bound does. Figure taken from

Bishop [2006].

In short, in the E step we calculate the posterior distribution q(Z) = p(Z|O,Θ), and

in the M step, we obtain new estimates of the parameters that maximize the likelihood

of the observed data. If we substitute this amount into B.3,

L(q,Θ) =
∑
Z

p(Z|O,Θold) ln p(O,Z|Θ)−
∑
Z

p(Z|O,Θold) ln p(Z|O,Θold)

= Q(Θ,Θold) + const,

(B.6)

it can be seen that the maximization of the lower bound is equivalent to the max-

imization of the expectation of the complete data log-likelihood with respect to the

posterior probability of Z given O and Θold, expressed as Q, because the constant part
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of B.6 is independent of Θ. Note that if the joint distribution p(O,Z|Θ) is a member

of the exponential family, or product of such members, the logarithm will cancel the

exponential and lead to an M step typically much simpler than the maximization of

the incomplete data log-likelihood p(O|Θ).
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APPENDIX C

Confusion Matrices 2009 NIST LRE

In this Appendix, we include the confusion matrices of the experiments reported in

Chapter 9 on the 2009 NIST LRE database, using a prior equal to 0.5, and a develop-

ment dataset matched to the test dataset in length, meaning that, for each duration

condition (3 s, 10 s, and 30 s tasks), the length of the utterances are as long as the

test utterances or longer. Results for the acoustic, prosodic, and fusion systems are in-

cluded. Observe that the results for the 3 s task, are the same for the experiments with

matched and unmatched development datasets because for this task all development

data were used in both cases. First, we include results for 3 s, 10 s, and 30 s tasks with

the acoustic system, then for the three tasks with the prosodic system with formant

information, and finally, for the three tasks with the fusion system.
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C. CONFUSION MATRICES 2009 NIST LRE

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 86.78 5.05 5.53 8.65 5.53 18.27 9.86 5.53 11.0617.31 5.05 12.2619.71 6.49 5.53 19.47 5.77 9.38 11.78 7.69 8.89 14.9010.58

bosn 8.27 65.60 4.80 12.8071.2018.93 9.07 8.80 10.1323.7316.00 1.07 17.87 4.27 4.00 14.4018.4019.2018.4010.9324.0014.40 4.27

cant 2.87 0.86 87.68 3.72 0.57 9.46 16.6210.32 9.46 14.33 2.58 3.72 10.60 7.45 26.93 5.16 2.87 4.30 10.32 1.43 6.88 7.16 30.09

creo 7.14 7.14 5.14 81.1410.00 7.71 12.57 9.14 6.86 68.29 6.29 10.5716.00 7.14 6.29 10.5712.57 9.43 26.86 6.00 6.29 11.4310.00

croa 6.35 66.50 3.55 7.36 74.3718.2710.41 4.82 10.9117.77 9.14 2.54 14.97 2.03 2.54 15.9916.2418.5317.26 9.90 26.6511.68 2.54

dari 13.51 8.85 8.11 12.29 6.39 80.84 8.85 5.41 58.7222.3611.30 7.37 19.16 7.86 7.62 38.57 9.83 7.13 13.7612.29 7.13 18.18 6.63

engi 9.59 6.26 8.81 4.50 5.48 17.4284.3449.7112.3318.00 5.48 5.09 33.66 3.72 7.05 9.59 12.33 9.00 16.24 7.24 9.00 26.22 8.61

engl 5.31 2.77 4.27 3.70 2.66 7.97 42.0391.22 9.24 9.93 3.70 4.16 9.93 3.46 8.31 5.08 7.62 6.24 6.93 5.08 7.62 8.43 5.77

fars 6.49 7.01 5.19 9.61 5.97 62.86 9.35 7.01 86.4917.66 7.79 6.49 12.73 4.42 7.27 18.18 6.49 5.45 7.79 14.03 4.16 12.47 4.94

fren 8.96 6.47 6.72 61.44 7.46 17.9112.94 6.22 12.1989.05 6.72 6.47 19.90 9.20 9.95 16.6719.9012.4420.9010.9514.9315.67 8.21

geor 12.16 13.90 2.73 11.4121.3411.91 6.45 6.20 10.1718.6181.14 3.23 17.37 6.70 5.21 16.3810.6717.1212.9010.6716.8712.66 4.47

haus 21.97 2.97 6.64 12.81 1.60 14.87 9.15 10.98 9.61 21.28 2.75 74.8315.79 9.61 8.70 39.5910.7611.9013.04 5.72 8.01 12.3613.73

hind 11.56 5.78 7.81 7.34 6.09 18.4429.06 9.84 12.0313.12 9.84 7.81 82.66 4.84 6.88 23.91 8.12 10.0017.34 9.22 8.44 78.12 8.59

kore 11.04 3.90 20.35 8.44 3.46 13.2012.34 7.36 9.74 16.23 3.03 9.31 13.2083.77 19.05 15.37 3.46 4.76 12.34 7.58 3.68 9.31 12.34

mand 4.40 2.15 23.23 5.42 2.46 7.57 11.57 8.70 10.2415.97 2.66 8.60 8.80 13.92 87.92 7.88 5.63 5.73 5.42 4.61 6.55 6.55 11.05

pash 17.73 9.11 5.17 7.64 10.1042.61 9.61 9.36 21.4321.9212.8119.7030.54 7.88 7.88 79.5611.0816.7514.2914.5313.5528.57 7.88

port 6.55 8.88 2.96 20.3012.2615.6413.74 7.40 8.25 40.17 6.34 4.65 19.66 3.81 7.19 19.8778.8618.1823.6814.1616.4915.43 6.34

russ 5.79 5.17 2.89 9.92 12.19 9.30 12.8110.33 5.58 19.01 9.50 4.96 12.60 3.51 8.06 12.4016.9487.4011.78 9.71 58.47 9.30 5.99

span 7.21 11.19 5.47 14.4316.1710.4510.20 5.47 6.97 19.90 3.98 3.73 15.42 2.49 2.99 8.96 10.95 5.97 88.81 3.98 5.97 10.70 8.46

turk 9.09 6.82 3.03 11.87 6.57 26.2615.1510.3521.2130.05 9.85 8.33 22.98 6.31 10.61 26.2615.6612.3710.1075.2510.3518.18 4.29

ukra 7.39 17.00 2.71 10.8426.8518.7210.10 8.87 11.8219.7012.32 7.88 18.97 3.94 6.90 16.7518.7265.2714.78 8.87 66.5016.50 3.69

urdu 7.20 5.91 6.17 8.48 5.40 18.5117.99 8.48 11.5713.62 5.66 9.00 85.60 2.57 5.14 36.2511.05 7.71 16.45 8.48 10.0383.80 7.97

viet 6.71 1.77 34.98 2.83 2.12 10.6018.3712.37 7.07 12.72 1.77 8.83 10.95 7.07 14.13 8.48 5.65 3.89 12.72 3.53 2.83 9.19 87.28

Table C.1: Confusion matrix of the 3 s task of 2009 NIST LRE database for

the acoustic system - Prior equal to 0.5. Numbers represent % of files. Note that

these results are the same for the experiments with matched and unmatched development

datasets.

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 98.73 1.01 0.51 2.53 0.00 4.05 1.52 0.76 2.78 4.30 0.51 4.05 4.30 0.51 1.27 2.53 1.52 2.03 2.53 2.78 1.27 2.78 2.78

bosn 1.67 84.96 0.00 2.23 84.68 9.47 1.39 1.11 2.79 9.47 6.13 0.56 8.36 1.95 0.28 9.19 10.0314.21 6.69 6.13 17.55 6.13 0.28

cant 0.29 0.00 97.41 0.86 0.00 1.15 4.90 1.73 1.15 2.88 0.00 0.58 2.02 2.59 8.36 0.86 1.15 0.29 2.31 0.29 0.29 1.44 6.34

creo 0.96 0.32 0.96 96.15 0.00 0.96 2.56 1.60 1.28 49.04 2.88 0.96 3.85 4.17 2.56 1.28 6.41 2.88 17.95 3.53 1.28 3.53 0.32

croa 1.89 76.76 0.27 2.70 88.11 8.65 1.35 0.54 1.62 5.41 4.05 0.00 7.03 0.54 0.27 5.68 12.1611.35 7.57 3.24 16.49 4.05 0.00

dari 4.38 2.84 1.55 4.38 1.03 91.75 3.09 2.58 60.0511.34 5.41 2.32 8.25 1.55 1.29 23.97 2.32 3.87 5.15 5.15 2.58 6.96 2.58

engi 2.06 0.19 2.63 2.06 0.00 5.44 94.9341.09 3.75 6.38 1.31 1.31 24.39 0.75 2.63 4.69 3.94 2.06 4.88 1.31 2.06 15.57 5.44

engl 0.72 0.00 1.20 0.24 0.00 2.03 30.6298.44 1.32 2.99 0.60 0.84 3.23 0.48 1.56 1.44 1.67 1.08 1.67 0.96 1.08 2.15 1.08

fars 1.57 0.26 0.52 1.83 0.78 45.17 1.83 0.26 99.48 4.44 1.31 0.52 2.87 1.04 1.04 3.39 0.78 0.78 2.61 3.66 1.04 2.35 0.52

fren 3.54 0.51 0.51 66.84 0.51 4.81 3.29 1.52 2.78 96.96 2.03 1.77 7.85 1.52 2.53 5.82 9.62 4.30 8.86 2.78 5.06 7.34 2.78

geor 1.77 5.56 0.25 3.28 5.30 3.54 2.53 1.52 3.54 7.32 96.46 0.76 8.08 0.76 0.76 6.31 3.03 6.82 3.03 3.03 5.30 5.56 0.25

haus 11.69 1.04 0.78 3.12 0.00 4.42 3.90 1.30 1.82 5.45 0.00 96.36 4.68 1.30 0.52 22.08 1.82 2.86 2.34 1.30 1.04 2.86 3.64

hind 5.05 0.00 2.28 2.12 0.16 6.03 14.17 1.63 1.95 3.09 3.26 2.28 96.91 1.14 1.47 11.07 2.93 2.93 7.00 3.26 2.28 93.32 1.95

kore 4.22 0.22 7.33 1.56 0.22 4.44 4.44 1.33 3.33 4.67 0.44 4.00 5.78 98.22 5.11 5.78 0.67 0.89 4.44 2.00 0.89 3.33 3.56

mand 0.51 0.10 6.90 0.82 0.10 0.93 3.09 0.93 1.13 3.60 0.31 2.68 1.96 4.22 98.15 2.57 1.03 0.62 0.31 0.72 0.72 1.34 2.47

pash 11.76 2.56 0.26 1.02 2.05 39.90 3.58 2.05 14.83 9.21 8.44 7.93 21.23 2.30 2.56 91.56 4.86 12.28 4.35 7.42 9.72 19.69 2.05

port 3.17 1.58 0.79 6.07 3.17 5.28 1.06 1.06 2.11 18.47 1.85 1.58 3.17 0.53 1.32 6.07 96.31 8.18 7.12 4.75 8.71 1.32 0.53

russ 0.42 0.84 0.21 0.84 1.04 2.51 2.30 1.46 1.46 3.13 2.71 1.04 2.09 0.84 1.25 1.67 4.18 98.54 0.21 2.09 42.17 1.25 0.42

span 1.57 2.61 0.00 4.96 3.66 2.35 2.87 1.57 0.78 6.79 0.26 0.26 2.61 0.52 0.00 2.61 4.44 1.04 98.43 1.31 2.35 1.04 0.78

turk 2.79 0.25 0.00 3.81 0.00 9.64 2.79 2.03 12.4411.93 3.30 1.27 8.38 1.52 3.05 8.63 6.60 4.31 1.78 95.18 1.78 5.84 0.25

ukra 1.04 9.40 0.00 4.96 18.54 6.01 0.78 1.57 3.39 9.92 7.05 2.09 5.22 0.78 1.83 4.96 8.88 78.85 7.05 5.48 83.81 3.92 0.78

urdu 2.41 0.80 0.80 1.61 0.27 6.97 5.63 0.54 3.22 4.56 1.61 1.88 97.32 0.80 0.80 17.43 3.22 1.34 4.56 1.88 1.88 97.05 0.54

viet 1.43 0.71 15.71 1.07 0.00 2.14 5.71 3.57 2.14 3.21 0.36 1.43 2.50 1.79 2.86 0.71 0.00 0.71 0.71 0.36 1.07 2.14 97.14

Table C.2: Confusion matrix of the 10 s task of 2009 NIST LRE database for

the acoustic system - Prior equal to 0.5 and development dataset with utterances at

least 10 s long. Numbers represent % of files.
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amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 98.69 1.04 0.00 0.00 0.00 0.52 0.52 0.26 0.26 0.52 0.00 0.52 0.26 0.00 0.00 0.78 0.26 0.00 0.00 0.00 0.00 0.00 0.00

bosn 0.30 96.98 0.00 0.00 95.77 1.81 0.30 0.00 0.00 1.51 2.11 0.00 1.81 0.00 0.00 2.11 2.11 6.65 0.60 0.30 10.88 0.91 0.00

cant 0.27 0.00 99.73 0.00 0.00 0.53 1.33 0.53 0.00 0.27 0.00 0.00 0.80 0.00 1.87 0.27 0.00 0.00 0.80 0.00 0.00 0.27 1.33

creo 0.65 0.00 0.33 99.02 0.00 0.33 0.00 0.00 0.00 28.99 0.33 0.00 0.33 0.33 0.00 0.65 1.30 0.33 7.17 0.65 0.33 0.00 0.00

croa 0.00 75.82 0.00 0.27 95.88 2.47 0.55 0.00 0.82 1.10 0.82 0.00 2.20 0.00 0.00 1.92 3.30 4.95 2.47 0.00 9.34 1.10 0.00

dari 1.08 1.08 0.00 0.81 0.00 92.47 0.81 0.00 60.48 2.96 1.34 1.61 3.76 0.27 0.00 11.02 0.27 0.81 0.54 0.81 1.34 3.49 0.27

engi 0.52 0.00 0.00 0.17 0.00 1.03 97.9333.28 0.52 2.41 0.34 0.17 9.83 0.00 0.17 0.69 0.52 0.17 0.69 0.00 0.52 6.38 0.34

engl 0.44 0.22 0.33 0.00 0.00 0.66 25.0898.90 0.22 1.10 0.00 0.22 1.20 0.00 0.22 0.66 0.44 0.44 0.44 0.11 0.33 0.55 0.44

fars 0.00 0.00 0.00 0.00 0.00 26.60 1.02 0.51 99.74 0.51 0.00 0.00 0.26 0.00 0.26 1.02 0.26 0.00 0.00 0.77 0.00 0.26 0.00

fren 1.29 0.00 0.00 65.72 0.00 0.26 0.77 0.00 0.26 99.23 0.52 0.26 0.52 0.77 0.77 1.03 4.64 0.52 3.35 0.52 2.32 0.52 0.00

geor 0.50 3.02 0.00 0.75 2.01 1.26 0.75 0.00 1.01 1.51 98.49 0.00 1.51 0.25 0.00 2.26 1.01 1.26 1.26 0.00 2.26 0.50 0.00

haus 8.12 0.00 0.00 0.29 0.00 0.87 0.29 0.58 0.58 0.58 0.00 99.13 0.00 0.29 0.29 8.12 0.29 0.00 0.58 0.00 0.00 0.00 0.29

hind 1.65 0.00 0.00 0.00 0.00 1.95 12.72 1.20 0.75 1.35 0.45 0.30 98.65 0.15 0.45 3.44 0.30 0.15 1.05 0.00 0.45 97.31 0.15

kore 0.88 0.00 1.10 0.00 0.00 0.44 0.44 0.00 0.44 0.44 0.00 0.00 0.44 100.00 0.44 0.22 0.00 0.00 0.44 0.00 0.00 0.22 0.00

mand 0.10 0.00 1.85 0.00 0.00 0.29 0.29 0.29 0.19 0.49 0.00 0.39 0.29 0.10 99.71 0.58 0.10 0.10 0.00 0.10 0.19 0.29 0.39

pash 10.82 0.52 0.00 1.03 0.00 31.70 0.26 0.00 8.25 4.38 2.58 2.84 7.73 0.52 0.26 97.94 1.55 5.67 2.06 1.03 4.38 5.93 0.26

port 0.00 0.00 0.00 1.47 0.29 1.18 0.00 0.00 0.59 6.19 0.00 0.00 1.18 0.29 0.00 2.36 100.00 1.47 2.06 0.59 1.77 0.88 0.00

russ 0.19 0.00 0.00 0.19 0.00 0.00 0.57 0.19 0.00 0.57 0.19 0.38 0.57 0.00 0.00 0.19 0.38 99.81 0.00 0.00 25.62 0.19 0.00

span 0.00 0.27 0.00 0.54 0.27 0.27 0.27 0.27 0.00 0.81 0.00 0.00 0.00 0.00 0.00 0.27 0.54 0.00 100.00 0.00 0.00 0.00 0.00

turk 0.51 0.26 0.00 0.51 0.00 2.30 0.51 0.26 3.32 2.30 1.53 0.26 1.53 0.26 0.26 2.30 0.77 0.51 0.51 99.23 0.77 1.02 0.26

ukra 0.80 7.47 0.00 1.33 14.67 1.33 0.27 0.53 1.07 4.80 3.20 0.27 3.20 0.27 0.00 2.13 3.47 83.47 3.47 1.87 96.53 2.40 0.00

urdu 0.54 0.00 0.00 0.00 0.00 1.35 2.43 0.81 0.27 1.08 0.54 0.27 99.73 0.27 0.00 3.77 0.54 0.00 0.54 0.00 0.00 99.46 0.00

viet 0.63 0.00 9.21 0.00 0.00 0.63 5.08 0.95 0.00 3.17 0.00 0.00 0.95 0.00 1.59 0.63 0.00 0.00 0.63 0.00 0.00 0.95 97.78

Table C.3: Confusion matrix of the 30 s task of 2009 NIST LRE database for

the acoustic system - Prior equal to 0.5 and development dataset with utterances at

least 30 s long. Numbers represent % of files.

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 70.19 13.22 8.17 18.0319.4728.6123.0820.9124.2826.6824.0415.8724.7615.38 12.98 18.2713.9424.0425.0017.55 6.25 12.9818.75

bosn 10.40 64.00 5.87 16.8070.4028.8017.0727.7324.0018.9320.0011.7324.5312.00 14.40 26.6728.0034.1330.4010.9320.8018.67 7.73

cant 5.73 2.58 74.21 3.15 5.73 10.0332.9517.4812.32 7.74 6.88 12.8913.1822.64 39.83 6.88 2.87 7.45 20.34 2.87 4.58 9.46 32.09

creo 22.57 19.14 5.14 64.0021.7123.7116.5716.2924.2948.5719.1414.2925.4314.00 16.00 24.0031.7128.8632.8615.14 9.43 16.00 7.43

croa 10.91 51.78 7.36 11.4262.4430.9617.5124.6229.4419.2918.5311.6825.8911.42 11.68 25.3821.3232.7432.4916.2420.0519.04 7.87

dari 16.71 17.2011.0611.5522.3666.0925.8023.3457.9923.3420.8817.2025.0615.97 14.25 42.2614.5020.1520.1512.04 8.35 19.6615.97

engi 14.48 9.98 15.46 4.50 14.8722.9073.7852.2523.4816.2414.87 7.63 45.0114.48 16.63 18.0012.3316.0522.9013.1114.2934.2521.14

engl 9.35 12.8212.70 6.58 18.0119.0556.5877.0219.6313.3916.6310.8519.9810.51 17.32 15.9415.3618.5917.7810.3910.3917.4414.67

fars 14.29 21.56 9.61 15.5821.3064.4224.9421.8270.3935.8412.9910.1331.4317.40 12.73 36.6215.8417.9222.3418.7010.3921.3010.91

fren 20.90 17.16 4.98 41.7919.4032.3418.6621.8928.3669.1514.18 9.45 23.1312.19 12.44 24.1332.3428.3626.8721.1410.9515.4210.20

geor 18.61 17.62 4.96 10.6736.2321.5930.7716.8720.8417.1272.95 7.94 29.2814.14 6.70 20.6011.6631.5122.5817.87 9.93 19.8511.17

haus 20.82 13.2711.2111.4422.2029.7522.8827.9223.5720.3713.5067.9625.8614.87 20.59 45.0825.4028.6031.12 5.03 5.49 16.7018.08

hind 13.75 9.22 11.56 8.12 18.4422.6651.0923.4426.4113.2823.5910.4771.7213.28 11.72 25.4712.8119.5326.8812.97 9.69 63.2814.06

kore 18.61 12.7716.45 7.14 17.5333.7734.4217.7524.6817.5313.8511.4722.0861.26 24.03 29.8710.6120.3537.23 8.66 6.71 15.5817.53

mand 8.19 10.5429.68 6.55 16.0715.5629.3822.3116.8913.92 6.45 14.0214.0228.56 75.84 13.31 8.80 15.6622.11 5.42 7.68 10.4419.04

pash 19.70 21.43 5.42 14.2923.4048.5217.7322.6639.4114.5321.4322.6630.7915.02 8.62 68.7215.0228.3322.9110.5916.0125.86 9.36

port 14.59 22.83 6.13 20.0825.5839.3213.5327.0624.5236.7913.1116.7014.3811.42 19.87 34.4674.6331.0831.92 9.94 11.21 8.03 11.84

russ 23.35 17.98 3.72 15.2932.6424.1730.9922.1118.6017.3629.9611.1623.1414.46 13.64 24.7918.1875.0026.6512.1934.3016.9410.33

span 18.16 36.32 4.48 19.9046.7726.6225.3723.1321.1427.8617.66 9.95 29.6014.43 12.19 20.6523.8819.1571.1412.19 8.71 16.6712.69

turk 22.98 15.66 4.29 18.9417.6828.5419.4418.6933.0835.1023.48 6.31 23.4814.39 10.35 25.2518.9428.0318.4367.42 8.33 20.2011.87

ukra 13.05 34.48 3.20 16.2643.3522.9116.2620.9418.4719.7020.2011.3317.7311.82 10.10 27.3425.3767.2425.1212.3245.5715.52 8.87

urdu 13.11 19.02 9.25 13.1120.8226.9937.0217.7429.3114.1419.2811.0571.7210.03 13.88 28.2815.6815.9419.0211.5711.3164.7812.08

viet 10.25 2.83 42.05 2.12 3.18 18.7330.0414.8416.6110.25 9.19 10.2518.0212.37 20.49 15.19 6.71 5.30 21.55 4.24 2.12 11.3183.04

Table C.4: Confusion matrix of the 3 s task of 2009 NIST LRE database for the

prosodic system with formant information - Prior equal to 0.5. Numbers represent %

of files. Note that these results are the same for the matched and unmatched experiments.
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amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 90.63 2.78 1.77 11.39 3.54 10.1310.89 5.32 9.11 15.9511.14 6.33 16.46 8.10 3.29 9.37 7.34 8.61 13.6712.91 5.57 14.43 7.59

bosn 1.39 74.37 0.84 6.13 81.0613.09 3.62 9.75 11.98 7.24 10.86 2.51 9.47 3.62 4.18 13.6518.3825.9114.76 5.57 21.1710.03 0.28

cant 1.44 0.00 92.51 0.86 0.29 0.58 10.37 5.19 1.15 1.73 3.17 2.02 4.32 10.66 25.07 0.86 1.15 0.86 3.75 0.00 0.86 3.75 17.87

creo 8.65 4.17 0.00 85.90 7.37 5.77 5.13 5.77 8.65 36.86 9.94 2.24 10.26 6.41 3.21 9.29 16.0314.4216.67 5.13 7.37 11.22 4.81

croa 2.70 65.41 0.81 6.49 82.1618.38 4.59 10.5411.8910.2711.62 4.05 12.16 3.51 2.97 13.7818.9226.4918.11 9.73 24.0513.51 1.08

dari 12.63 5.15 3.09 7.99 9.79 78.6112.3711.6064.4317.7819.59 7.22 19.0710.57 6.44 37.89 6.19 11.6015.98 9.28 5.67 21.39 9.54

engi 9.94 1.88 5.82 2.25 4.69 10.3285.1854.0312.95 9.94 7.69 4.13 43.90 9.19 10.32 9.57 6.19 12.0114.26 8.82 8.07 35.4614.26

engl 4.07 3.11 3.59 2.75 7.89 6.70 50.6091.15 6.34 7.18 7.30 3.71 10.17 5.14 9.33 5.98 8.25 9.81 9.09 5.86 8.49 10.77 8.61

fars 6.79 7.05 2.61 15.14 9.14 65.8014.88 6.53 84.8628.20 8.09 5.48 24.54 8.62 5.22 19.06 9.92 8.88 13.5814.88 6.01 24.02 4.70

fren 11.65 4.56 1.27 52.91 7.34 14.68 4.30 7.59 15.4487.0911.39 4.81 9.62 6.08 4.81 10.1326.3319.2416.7115.4412.9110.13 5.06

geor 10.61 7.58 1.26 8.33 22.4713.1312.12 8.08 11.87 8.59 88.64 2.53 15.40 7.07 2.53 11.36 5.30 21.7212.63 7.83 9.09 16.16 2.78

haus 12.21 2.60 3.12 6.23 5.71 11.43 9.09 12.47 8.31 4.68 7.79 87.79 8.83 7.79 9.09 25.9716.1013.5114.03 1.82 4.42 8.83 5.97

hind 7.82 2.61 5.21 5.37 6.03 7.17 33.22 8.79 9.77 6.51 15.64 4.56 87.13 7.65 5.37 12.70 6.03 8.47 14.01 7.00 5.05 85.34 7.65

kore 13.33 3.56 11.11 3.56 3.78 22.4424.00 7.33 16.89 8.44 5.56 9.11 16.0082.44 15.78 23.33 2.67 10.6724.89 4.44 6.00 14.4410.00

mand 1.85 2.06 22.45 2.27 3.60 4.43 12.67 8.75 5.87 6.08 2.27 7.52 6.28 22.04 93.92 3.09 2.47 6.59 8.34 2.16 3.30 4.94 9.78

pash 18.93 8.70 2.81 9.21 13.0442.71 6.39 10.4934.2713.5522.5117.3919.9511.76 3.84 78.0114.3221.9917.1414.0714.3225.06 5.12

port 7.12 9.76 0.79 12.4016.8924.54 3.43 13.4615.8328.50 7.12 9.76 8.18 6.07 4.75 23.4888.6520.0516.62 9.23 10.03 7.39 3.17

russ 12.53 5.64 0.84 8.56 14.8210.0216.08 8.98 7.52 10.2317.95 6.26 12.32 7.10 7.10 13.5712.7388.7311.48 6.26 51.1516.49 3.76

span 10.44 28.72 2.09 16.4540.4714.62 8.09 8.36 10.7015.9311.49 3.13 12.53 8.88 4.44 11.4915.93 6.79 84.33 5.48 7.05 7.57 4.18

turk 9.39 3.05 1.02 8.38 6.85 7.61 6.85 5.08 19.5417.7711.93 1.27 9.90 6.09 3.55 8.12 7.11 9.64 6.60 89.34 4.31 15.48 3.55

ukra 6.01 24.28 0.78 11.4936.55 8.88 5.74 7.31 6.27 11.2311.49 6.79 11.23 3.92 2.87 14.6216.9772.0616.19 9.14 69.1915.14 0.78

urdu 5.90 2.68 2.41 4.83 5.36 13.4020.91 6.43 16.09 5.90 10.19 4.83 85.79 6.43 3.49 19.03 7.51 7.51 9.12 10.72 5.09 85.79 5.63

viet 3.21 0.36 26.79 1.43 0.36 7.14 13.93 6.07 5.71 3.93 3.57 5.71 6.43 5.36 6.07 4.64 1.79 1.07 8.21 1.07 0.71 6.43 94.64

Table C.5: Confusion matrix of the 10 s task of 2009 NIST LRE database for

the prosodic system with formant information - Prior equal to 0.5 and development

dataset with utterances at least 10 s long. Numbers represent % of files.

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 96.87 0.52 0.78 1.83 0.52 4.44 4.44 0.78 4.18 5.48 3.92 2.09 5.22 2.09 0.00 7.05 3.39 4.18 4.70 6.79 0.00 2.09 2.35

bosn 0.00 87.31 0.30 2.11 89.73 7.85 1.81 1.81 4.53 1.51 5.14 1.21 4.23 0.60 0.00 6.95 11.4815.11 8.46 1.21 10.57 2.72 0.00

cant 0.00 0.00 98.13 0.00 0.00 0.27 4.80 1.07 0.00 0.53 0.53 1.60 1.07 4.27 12.53 0.27 0.00 0.27 1.07 0.27 0.27 0.27 6.93

creo 3.26 0.33 0.33 94.46 2.28 1.63 2.93 1.95 2.28 21.17 2.28 0.33 3.58 1.30 0.98 2.28 5.54 4.56 13.03 0.65 2.28 2.93 0.65

croa 0.27 77.20 0.00 1.92 93.9610.99 2.20 0.82 6.59 6.04 5.77 0.82 6.04 0.27 0.55 6.87 12.3619.5110.99 1.92 5.49 4.12 0.00

dari 7.53 4.57 2.15 5.38 6.45 87.90 6.18 2.96 76.8814.7813.98 2.96 13.44 4.30 1.88 24.19 1.88 6.72 12.63 2.96 1.34 9.68 2.96

engi 5.86 0.34 0.17 1.03 1.03 6.03 96.0352.59 9.83 6.90 3.45 1.21 43.10 3.62 3.45 5.34 3.10 5.52 6.90 3.45 1.21 14.31 3.97

engl 1.31 1.42 1.42 0.44 2.52 3.50 44.4794.74 4.93 3.40 3.07 1.53 8.76 1.86 2.74 3.29 4.93 4.38 4.27 1.42 2.63 3.83 3.07

fars 4.09 4.09 0.26 5.12 4.86 53.71 9.97 3.32 95.4014.83 3.58 1.02 14.83 4.35 3.32 12.79 4.60 3.58 5.63 5.12 1.28 8.95 1.53

fren 4.64 1.80 0.00 50.26 4.90 5.67 2.06 2.32 9.02 96.39 6.19 1.29 6.96 2.06 1.55 5.67 15.46 7.99 7.73 4.64 1.29 3.35 1.29

geor 4.27 4.77 0.00 2.76 13.82 9.55 5.78 2.01 4.77 2.76 95.23 0.25 12.31 1.76 1.26 5.78 2.51 13.07 6.03 3.02 4.77 8.54 2.01

haus 5.80 1.45 0.58 2.32 2.61 3.48 2.32 2.32 3.19 2.32 3.77 94.20 4.93 4.06 2.03 15.65 7.25 8.12 4.64 0.29 2.61 3.48 1.74

hind 4.19 0.90 0.75 0.75 2.25 4.19 34.73 3.74 6.44 3.89 8.38 2.40 94.01 2.10 1.95 12.43 1.50 4.34 7.04 1.95 0.45 79.04 2.99

kore 7.28 1.77 2.65 1.32 1.10 12.3610.15 0.66 5.52 3.31 0.88 2.21 6.62 93.82 8.83 14.35 0.66 5.08 15.89 1.32 1.99 7.73 3.75

mand 0.68 0.49 6.42 0.19 1.17 1.65 4.77 1.85 2.63 2.43 0.39 3.02 2.43 7.88 98.25 1.36 1.46 2.63 2.63 0.58 0.58 0.97 1.85

pash 15.72 3.35 0.77 2.58 5.15 46.13 2.32 3.35 29.90 7.73 17.78 9.28 17.27 5.15 2.06 93.81 8.25 17.78 9.02 3.61 5.67 22.68 1.55

port 1.77 3.83 0.00 6.19 10.6212.68 1.77 2.06 6.19 17.40 1.77 3.24 4.13 1.18 0.88 10.6297.3510.9111.21 3.24 3.83 2.95 0.59

russ 4.21 3.25 0.19 4.02 11.09 3.25 9.37 4.40 2.68 5.16 7.46 1.34 7.46 2.29 1.91 5.93 6.69 96.94 4.78 1.53 26.58 5.54 0.38

span 6.22 22.16 0.27 10.8131.35 4.86 3.51 1.62 4.05 5.68 4.59 0.54 4.05 1.89 0.54 5.14 12.97 5.14 95.95 0.27 2.70 2.70 0.27

turk 3.57 0.51 0.26 1.02 0.26 3.57 1.02 0.51 8.67 6.63 5.61 0.00 3.06 1.53 0.51 3.32 1.28 3.57 1.79 97.70 0.51 3.83 0.26

ukra 2.40 18.93 0.27 4.00 35.47 4.53 1.33 1.33 3.73 8.00 7.20 1.87 5.33 3.20 1.33 11.7310.9378.93 8.00 5.07 63.47 5.60 0.00

urdu 1.62 1.35 0.27 2.16 1.08 4.85 12.40 1.62 8.09 1.08 6.47 1.35 94.34 1.89 0.81 14.29 2.43 2.43 3.77 2.70 1.08 91.11 1.08

viet 0.00 0.00 8.25 0.00 0.00 0.63 4.76 1.59 0.95 0.32 0.32 2.86 2.22 2.54 1.90 1.90 0.32 0.63 2.22 0.32 0.00 0.63 97.78

Table C.6: Confusion matrix of the 30 s task of 2009 NIST LRE database for

the prosodic system with formant information - Prior equal to 0.5 and development

dataset with utterances at least 30 s long. Numbers represent % of files.
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amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 90.38 5.77 2.64 7.69 5.53 16.59 7.21 4.33 11.5414.66 6.01 9.62 18.27 4.57 3.61 15.62 5.53 10.1012.02 7.69 4.33 11.78 8.41

bosn 8.00 70.67 3.47 10.1379.2017.60 7.47 10.6710.1319.4712.00 1.60 17.87 4.80 4.00 14.4020.5321.3317.33 8.27 20.8012.80 3.20

cant 1.43 0.29 88.54 2.87 1.15 7.74 16.62 8.88 5.44 8.60 1.72 3.72 7.45 6.30 24.07 2.58 1.72 3.44 9.74 0.86 2.29 4.58 24.36

creo 7.14 6.57 2.29 82.86 9.43 8.57 8.86 7.14 6.86 66.29 7.43 6.86 16.29 5.71 5.43 10.8615.4312.8626.29 6.86 4.86 10.00 6.86

croa 4.82 68.02 2.54 6.35 77.6617.01 8.12 5.84 9.64 15.23 7.61 2.03 12.18 2.28 1.78 13.7115.9919.0415.99 8.88 21.57 9.14 3.30

dari 14.74 7.86 5.90 7.86 7.37 85.01 8.60 4.67 63.6422.1110.81 6.88 19.90 5.65 5.90 38.08 8.85 10.8113.5110.57 5.16 15.72 6.63

engi 7.63 3.91 5.87 3.13 3.52 12.9286.3047.1611.1514.87 4.50 2.94 35.42 2.74 5.48 8.22 9.20 9.00 14.29 4.70 7.24 24.66 8.61

engl 3.58 1.96 4.16 2.42 3.23 7.16 42.7391.92 7.97 7.16 3.93 3.35 10.16 2.08 6.24 4.73 6.24 6.70 5.77 5.08 4.73 7.74 5.31

fars 3.38 5.97 2.86 8.57 4.68 65.4510.39 7.01 89.6121.56 6.23 5.71 14.55 4.94 5.45 17.40 7.01 4.68 8.05 12.73 3.90 11.95 3.64

fren 9.70 6.22 3.73 55.97 7.96 18.16 8.96 6.47 11.9491.04 5.47 5.22 15.42 6.22 7.21 14.9320.4012.6918.9110.70 9.95 12.44 4.73

geor 10.17 11.17 1.99 8.44 20.8411.66 8.44 5.96 11.4116.3886.35 2.73 16.87 5.21 3.72 13.40 7.44 18.3612.16 9.68 10.1710.42 3.72

haus 20.82 3.20 4.58 8.70 2.97 15.79 8.70 10.0710.5319.22 2.29 80.5516.48 7.55 8.01 38.4411.6714.6513.50 3.43 4.81 9.38 11.44

hind 9.84 3.44 7.03 3.75 5.47 14.3730.9410.3112.66 9.22 9.22 4.38 86.09 4.53 5.62 19.53 6.88 8.75 15.47 6.88 7.19 80.47 6.25

kore 11.04 2.60 15.58 4.33 4.11 16.0212.99 6.06 10.6114.29 3.25 7.58 13.8585.28 16.45 17.97 3.25 5.41 15.80 5.19 1.95 7.14 11.04

mand 3.48 2.05 19.55 2.46 2.46 7.06 11.46 7.47 8.50 12.38 1.74 6.14 7.57 13.61 90.28 6.65 4.40 6.04 6.45 2.66 4.40 4.81 9.31

pash 15.27 9.11 1.97 5.67 8.87 43.35 8.13 9.36 24.1417.2413.5516.0131.03 6.65 3.94 81.5311.3317.9813.7911.5813.0527.59 4.68

port 7.19 9.73 2.11 18.6011.6319.24 9.73 6.98 9.30 37.42 4.02 4.65 12.26 2.75 6.77 21.9986.8917.9721.78 8.88 9.51 7.19 5.07

russ 5.17 5.79 0.62 7.23 10.74 8.47 11.36 7.23 5.37 15.91 8.88 3.10 10.95 2.89 6.20 10.5413.2288.4310.74 8.88 49.38 8.06 3.31

span 6.47 11.44 2.99 11.4419.15 9.95 9.95 5.97 6.22 18.91 4.48 3.98 13.18 2.74 2.99 9.45 12.19 7.21 88.81 3.48 5.22 7.96 6.22

turk 9.60 4.29 2.02 8.33 6.31 23.4812.37 7.58 23.9928.7910.10 3.54 18.18 5.05 6.06 20.7111.6213.13 9.34 80.30 6.31 14.39 4.04

ukra 5.67 19.21 1.48 9.36 30.7915.52 7.14 5.17 9.85 18.4710.34 5.17 11.82 2.46 5.42 18.2317.0069.9513.79 9.61 64.53 9.61 2.71

urdu 4.88 7.71 4.37 7.71 5.40 16.7117.74 5.14 12.3411.31 5.40 6.43 87.15 2.06 4.11 29.56 9.00 5.91 12.08 6.43 7.20 83.55 6.17

viet 3.89 1.77 29.33 1.77 1.77 8.48 16.96 8.83 5.30 8.13 1.41 4.95 9.89 4.59 9.89 5.65 2.83 2.12 9.89 1.41 1.06 5.30 90.81

Table C.7: Confusion matrix of the 3 s task of 2009 NIST LRE database for

the fusion system - Prior equal to 0.5. Numbers represent % of files. Note that these

results are the same for the matched and unmatched experiments.

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 98.48 1.01 0.25 1.52 0.00 2.78 2.03 0.25 1.01 2.28 0.00 2.28 2.78 0.51 0.76 2.28 1.01 1.52 1.52 1.77 0.51 2.28 0.76

bosn 0.56 85.79 0.00 2.79 84.96 9.19 0.84 0.84 2.51 5.29 5.01 0.28 6.69 1.67 0.28 7.52 10.0313.93 3.90 3.62 14.48 4.74 0.00

cant 0.00 0.00 97.98 0.00 0.00 0.29 2.59 1.44 0.00 0.29 0.29 0.29 0.86 1.73 7.49 0.58 0.00 0.00 0.86 0.00 0.00 0.86 5.48

creo 0.32 0.00 0.32 96.79 0.32 0.32 0.96 1.92 0.00 38.14 2.24 0.64 2.24 2.56 0.64 0.64 6.09 2.24 9.94 1.28 0.96 1.92 1.28

croa 0.54 75.68 0.00 1.08 89.19 7.30 1.35 0.81 2.70 4.59 4.32 0.00 4.05 0.00 0.00 5.68 10.8112.97 7.03 2.70 13.51 2.70 0.00

dari 4.38 1.55 1.03 2.58 0.52 92.27 3.09 1.80 64.43 7.99 5.67 2.84 5.41 1.03 0.77 19.85 2.06 3.35 4.38 4.12 2.06 5.93 2.84

engi 1.31 0.19 2.44 1.13 0.00 4.50 94.5640.53 2.63 4.69 0.75 0.56 24.20 0.56 2.25 2.63 2.06 2.44 3.75 0.94 1.69 14.82 3.00

engl 0.72 0.12 0.60 0.36 0.12 1.32 29.1998.44 1.08 2.03 0.72 0.60 2.75 0.60 0.96 1.20 0.96 1.67 1.44 0.60 0.84 1.67 0.84

fars 1.04 0.78 0.52 1.04 0.52 43.60 2.61 1.04 99.48 6.01 1.31 0.26 4.18 0.26 0.78 3.13 1.04 0.78 2.35 3.13 0.52 2.61 0.26

fren 3.04 0.51 0.00 60.25 0.51 4.05 1.27 0.76 2.78 97.47 1.77 1.01 3.80 1.01 0.51 3.80 8.10 3.80 6.33 2.78 4.30 3.04 1.27

geor 0.76 4.04 0.25 1.77 4.80 2.78 1.52 1.26 2.53 4.29 97.22 0.76 4.80 1.26 0.51 4.55 1.26 6.57 2.78 2.53 3.79 2.78 0.25

haus 8.57 0.78 0.00 0.78 0.00 3.64 2.60 1.30 1.56 2.60 0.52 97.92 3.38 0.78 0.52 18.18 3.12 3.90 1.56 0.26 0.52 2.08 1.56

hind 3.42 0.00 1.63 1.14 0.16 3.91 15.80 1.47 1.47 1.63 3.42 1.63 97.88 1.30 0.81 6.19 1.63 1.47 5.21 2.44 1.47 94.14 0.98

kore 3.78 0.00 5.33 0.67 0.00 4.44 3.11 0.89 2.67 2.67 0.00 2.89 3.56 98.67 3.56 6.67 0.22 0.67 5.33 0.89 0.22 2.22 2.00

mand 0.21 0.00 5.46 0.10 0.00 0.51 2.16 0.51 0.62 1.24 0.21 1.44 0.93 3.91 99.18 1.24 0.31 0.62 0.51 0.51 0.00 0.62 1.24

pash 9.97 3.07 0.51 1.53 2.05 40.15 2.30 2.05 13.55 7.93 8.18 6.39 15.35 1.79 0.51 91.30 4.09 12.53 3.84 5.63 7.42 16.37 1.28

port 1.32 1.32 0.26 4.22 2.37 4.75 0.53 1.32 2.11 14.25 0.53 1.58 1.32 0.26 0.53 4.75 98.94 6.60 6.86 1.85 4.22 1.85 0.26

russ 0.63 0.21 0.00 0.21 1.04 1.67 2.30 1.25 0.84 2.30 1.67 0.63 0.84 0.84 1.46 1.25 2.92 99.58 0.63 1.04 36.33 0.63 0.42

span 0.78 4.18 0.00 4.70 5.22 2.09 2.35 1.31 0.52 4.96 0.26 0.00 2.87 0.26 0.00 3.13 5.22 2.09 99.48 0.26 0.78 1.57 0.26

turk 1.52 0.25 0.00 1.78 0.00 6.35 1.27 0.51 8.38 7.36 3.05 0.25 3.81 1.02 1.02 2.79 2.54 3.05 0.25 96.19 1.02 3.05 0.51

ukra 0.52 9.14 0.00 2.87 15.40 3.66 0.78 1.04 1.57 7.57 4.96 2.09 2.61 0.52 0.52 3.66 5.22 79.63 4.18 4.18 85.12 2.61 0.00

urdu 1.61 0.27 0.80 1.07 0.00 5.90 6.97 0.27 2.95 2.95 3.22 0.80 96.78 0.54 0.80 10.99 2.68 1.61 2.95 2.14 0.54 96.78 0.80

viet 0.00 0.00 12.86 0.36 0.00 1.79 3.93 1.07 2.14 2.14 0.00 1.43 1.79 0.00 2.50 1.79 0.36 0.71 1.43 0.71 0.00 1.07 98.93

Table C.8: Confusion matrix of the 10 s task of 2009 NIST LRE database for

the fusion system - Prior equal to 0.5 and development dataset with utterances at least

10 s long. Numbers represent % of files.
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C. CONFUSION MATRICES 2009 NIST LRE

amha bosn cant creo croa dari engi engl fars fren geor haus hind kore mand pash port russ span turk ukra urdu viet

amha 98.69 1.04 0.00 0.26 0.00 0.52 0.78 0.00 0.26 0.00 0.00 0.26 0.52 0.00 0.00 0.26 0.00 0.00 0.00 0.00 0.00 0.00 0.00

bosn 0.00 97.58 0.00 0.00 93.66 1.81 0.30 0.00 0.00 0.91 2.11 0.00 1.21 0.00 0.00 1.81 3.02 7.85 0.91 0.30 7.85 0.30 0.00

cant 0.27 0.00 99.73 0.00 0.00 0.00 0.80 0.00 0.00 0.27 0.00 0.00 0.27 0.00 1.87 0.00 0.00 0.00 0.27 0.00 0.00 0.00 0.80

creo 0.65 0.00 0.00 99.35 0.00 0.00 0.00 0.00 0.00 16.61 0.00 0.00 0.33 0.00 0.33 0.65 0.98 0.65 4.23 0.00 0.00 0.00 0.00

croa 0.00 74.45 0.00 0.00 96.43 1.92 0.55 0.00 0.82 1.10 0.55 0.00 1.10 0.00 0.00 1.65 4.67 6.59 2.20 0.00 7.69 0.00 0.00

dari 0.54 0.81 0.27 0.27 0.00 93.01 1.08 0.00 62.90 1.88 2.69 1.88 3.76 0.00 0.00 9.14 0.00 0.27 0.81 0.00 0.00 3.23 0.27

engi 0.52 0.00 0.00 0.00 0.00 0.52 97.7630.69 0.52 2.76 0.00 0.00 10.34 0.00 0.34 0.69 0.17 0.17 0.52 0.00 0.00 3.97 0.17

engl 0.11 0.11 0.22 0.00 0.22 0.55 23.3398.90 0.22 0.33 0.00 0.11 1.20 0.00 0.33 0.33 0.55 0.33 0.22 0.00 0.22 0.44 0.44

fars 0.00 0.00 0.00 0.00 0.00 23.02 0.51 0.26 100.00 0.77 0.26 0.00 0.51 0.00 0.26 0.77 0.00 0.00 0.00 0.26 0.00 0.00 0.00

fren 1.29 0.00 0.00 50.77 0.00 0.52 0.26 0.00 0.26 98.97 0.52 0.00 0.26 0.26 0.00 0.26 2.32 0.77 1.29 0.00 0.26 0.26 0.00

geor 0.75 1.76 0.00 0.25 1.76 1.51 0.75 0.25 0.50 1.01 99.50 0.00 2.01 0.00 0.00 2.51 0.75 2.26 0.75 0.25 0.75 0.75 0.00

haus 4.64 0.00 0.00 0.29 0.00 0.87 0.29 0.29 0.58 0.00 0.00 98.84 0.29 0.29 0.29 8.41 0.29 0.29 0.58 0.00 0.00 0.00 0.00

hind 0.75 0.00 0.00 0.00 0.00 0.60 14.22 1.20 0.15 0.75 0.15 0.00 98.20 0.15 0.75 2.25 0.00 0.15 0.45 0.15 0.15 94.76 0.30

kore 0.88 0.00 0.22 0.22 0.00 0.44 0.22 0.00 0.66 0.44 0.00 0.00 0.22 99.78 0.44 0.88 0.00 0.22 0.88 0.00 0.00 0.00 0.22

mand 0.00 0.10 0.97 0.00 0.00 0.19 0.19 0.10 0.00 0.10 0.00 0.19 0.29 0.10 100.00 0.58 0.10 0.00 0.10 0.10 0.00 0.19 0.19

pash 9.79 0.77 0.26 0.00 0.00 31.70 0.00 0.52 7.99 2.32 2.32 1.03 5.15 0.26 0.00 97.94 0.52 5.93 1.29 0.26 2.58 4.12 0.00

port 0.29 0.29 0.00 0.59 0.00 1.47 0.00 0.00 0.29 5.31 0.00 0.00 0.59 0.00 0.00 1.77 100.00 0.88 2.06 0.29 1.18 0.59 0.00

russ 0.19 0.00 0.00 0.19 0.00 0.00 0.38 0.19 0.00 0.57 0.19 0.00 0.76 0.00 0.00 0.19 0.19 100.00 0.19 0.00 11.66 0.19 0.00

span 0.00 0.81 0.00 0.81 0.27 0.27 0.27 0.00 0.00 0.81 0.00 0.00 0.00 0.00 0.00 0.00 0.54 0.00 100.00 0.00 0.27 0.00 0.00

turk 0.51 0.00 0.00 0.26 0.00 1.53 0.00 0.00 1.79 0.77 1.02 0.00 0.51 0.00 0.00 1.02 0.51 0.51 0.00 99.49 0.51 0.51 0.00

ukra 0.27 6.93 0.00 0.80 11.73 0.53 0.27 0.27 0.53 2.40 1.87 0.00 1.33 0.27 0.00 1.87 2.67 85.07 2.93 0.80 90.67 1.33 0.00

urdu 0.00 0.00 0.00 0.00 0.00 1.35 2.70 0.54 0.27 0.00 0.54 0.00 100.00 0.00 0.00 4.31 0.27 0.00 0.27 0.00 0.00 98.65 0.00

viet 0.32 0.00 5.40 0.00 0.00 0.00 1.90 0.63 0.00 1.27 0.00 0.00 0.63 0.00 0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.32 99.05

Table C.9: Confusion matrix of the 30 s task of 2009 NIST LRE database for

the fusion system - Prior equal to 0.5 and development dataset with utterances at least

30 s long. Numbers represent % of files.
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APPENDIX D

2009 NIST LRE Datasets

In this Appendix we include the training, development, and testing data, used in the

experiments with the 2009 NIST LRE dataset reported in Chapter 9.

Table D.1 contains target language data distribution of the 2009 NIST LRE test

dataset according to the file duration.

Table D.2 shows the databases used for training with number of files and time of

speech (after VAD) for each language.

Table D.3 shows the number of files and hours of speech (after VAD) of the databases

and languages used in our experiments for development.
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D. 2009 NIST LRE DATASETS

Language 3 s 10 s 30 s Total

Amharic 416 395 383 1194

Bosnian 375 359 331 1065

Cantonese 349 347 375 1071

Creole Haitian 350 312 307 969

Croatian 394 370 364 1128

Dari 407 388 372 1167

Indian English 511 533 580 1624

American English 866 836 913 2615

Farsi 385 383 391 1159

French 402 395 388 1185

Georgian 403 396 398 1197

Hausa 437 385 345 1167

Hindi 640 614 668 1922

Korean 462 450 453 1365

Mandarin 977 971 1028 2976

Pashto 406 391 388 1185

Portuguese 473 379 339 1191

Russian 484 479 523 1486

Spanish 402 383 370 1155

Turkish 396 394 392 1182

Ukrainian 406 383 375 1164

Urdu 389 373 371 1133

Vietnamese 283 280 315 878

Total 10613 10196 10369 31178

Table D.1: Data distribution in 2009 NIST LRE database - Number of files be-

longing to the target languages of 2009 NIST LRE database among the 3 s, 10 s, and 30 s

tasks.
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D. 2009 NIST LRE DATASETS

Total LRE07e LRE11 VOA3

Language # hrs # hrs # hrs # hrs

Amharic 1500 4.13 0 0 0 0 1500 4.13

Bosnian 800 1.41 0 0 0 0 800 1.41

Cantonese 877 1.88 240 0.90 0 0 637 0.98

Creole Haitian 1345 3.23 0 0 0 0 1345 3.23

Croatian 678 1.21 0 0 0 0 678 1.21

Dari 2703 7.13 0 0 1205 2.93 1498 4.19

Am. English 3048 8.32 240 0.88 1356 3.43 1452 4.00

In. English 480 1.70 480 1.70 0 0 0 0

Farsi 2954 9.30 240 1.03 1214 3.72 1500 4.53

French 1739 4.99 240 0.85 0 0 1499 4.13

Georgian 1108 2.50 0 0 0 0 1108 2.50

Hausa 1500 4.04 0 0 0 0 1500 4.04

Hindi 3174 8.91 479 1.67 1242 3.23 1453 4.00

Korean 1596 4.22 240 0.89 0 0 1356 3.33

Mandarin 1973 5.91 474 1.77 0 0 1499 4.14

Pashto 1499 4.22 0 0 0 0 1499 4.22

Portuguese 1500 4.14 0 0 0 0 1500 4.14

Russian 3302 10.20 480 1.69 1322 4.32 1500 4.18

Spanish 2217 6.75 720 2.60 0 0 1497 4.15

Turkish 1276 3.09 0 0 0 0 1276 3.09

Ukrainian 1069 2.54 0 0 557 1.69 512 0.84

Urdu 3173 9.65 240 0.86 1433 4.50 1500 4.28

Vietnamese 1554 3.71 480 1.58 0 0 1074 2.13

Albanian 854 1.70 0 0 0 0 854 1.70

Arabic 240 0.75 240 0.75 0 0 0 0

Azerbaijani 1475 4.19 0 0 0 0 1475 4.19

Bengali 1740 5.11 240 0.91 0 0 1500 4.19

Burmese 1500 4.13 0 0 0 0 1500 4.13

English Others 1473 4.24 0 0 0 0 1473 4.24

German 240 0.82 240 0.82 0 0 0 0

Greek 770 1.31 0 0 0 0 770 1.31

Indonesian 1554 4.10 240 0.78 0 0 1314 3.31

Italian 240 1.04 240 1.04 0 0 0 0

Japanese 240 0.87 240 0.87 0 0 0 0

Khmer 1500 3.84 0 0 0 0 1500 3.84

Kru 1500 4.08 0 0 0 0 1500 4.08

Kurdish 1500 4.33 0 0 0 0 1500 4.33

Lao 360 0.41 0 0 0 0 360 0.41

Macedonian 716 1.11 0 0 0 0 716 1.11

Ndebele 1500 4.23 0 0 0 0 1500 4.23

Oromo 1499 4.30 0 0 0 0 1499 4.30

Punjabi 96 0.37 96 0.37 0 0 0 0

Serbian 798 1.54 0 0 0 0 798 1.54

Shanghai Wu 240 0.89 240 0.89 0 0 0 0

Shona 1499 4.38 0 0 0 0 1499 4.38

Somali 1500 4.13 0 0 0 0 1500 4.13

Min Chinese 240 0.83 240 0.83 0 0 0 0

Swahili 1500 4.22 0 0 0 0 1500 4.22

Tagalog 240 0.89 240 0.89 0 0 0 0

Tamil 480 1.60 480 1.60 0 0 0 0

Thai 892 2.00 240 0.86 0 0 652 1.14

Tibetan 1343 3.07 0 0 0 0 1343 3.07

Tigre 1459 3.84 0 0 0 0 1459 3.84

Uzbek 1398 3.47 0 0 0 0 1398 3.47

Table D.3: Development data for 2009 NIST LRE database - Target languages

in bold.
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Navratil, J. and Zühlke, W. (1997b). Phonetic-Context Mapping in Language Identifi-

cation. In EUROSPEECH, number September, pages 71–74, Rhodes, Greece.
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erogeneous System Fusions for the Albayzin 2010 Language Recognition Evaluation.

In IEEE Automatic Speech Recognition and Understanding Workshop (ASRU), pages

377–382, Waikoloa, HI, USA.

Rouas, A. J.-l., Farinas, J., Pellegrino, F., and André-Obrecht, R. (2005). Rythmic
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