mIENDIAS

UNIVERSIDAD DE ZARAGOZA

Master Universitario en Modelizacion e Investigacion Matematica,
Estadistica y Computacién

Diseno de una herramienta para la
valoracion del precio de viviendas

Trabajo de Fin de Master

Autora:
Beatriz A. Muzas Crespo

Directores:
Dr. D. Pedro M. Mateo Collazos
Dr. D. Manuel J. Salvador Figueras

Zaragoza, 2015






Indice general

Agradecimientos

Introduccion

1. Antecedentes y propuesta

2. Analisis descriptivo de los datos
2.1. Andlisisglobal . . . . . . ... .o o
2.2. Relaciéon entre variables . . . . . . ... ...
2.3. Andlisis por municipios . . . . . . ... ..
2.4. Estructura de los datos en cuanto al nimero de transac-

cionesy vecindad . . . . ... ... ...

3. Algoritmo Genético Grupo a Grupo
3.1. Individuos, representacion de cromosomas y poblacion . .
3.2. Evaluacion de las soluciones . . . . . . .. .. ... ...
3.3. Estructura del Algoritmo . . . . . . . ... ... ... ..
3.4. Operadores de seleccion . . . . .. .. ... ...
3.5. Recombinacién . . . . . ... ... ... L.
3.6. Mutacidn . . . . . . ...

4. Desarrollo del experimento y resultados

5. Algoritmo Genético Global
5.1. Modificaciones respecto al Algoritmo Genético Grupo a

Grupo . . . . ..

5.2. Desarrollo del experimento y resultados . . . . . . . . ..

6. Conclusiones

Anexo 1

11

13

19
19
23
25

31

37
37
41
43
45
46
48

51

59

61
63

65

67






Indice de figuras

2.1.
2.2.

2.3.
2.4.
2.5.
2.6.
2.7.

2.8.
2.9.

2.10.

2.11.

2.12.

4.1.

4.2.

4.3.

4.4.

Frecuencia de transacciones segiin municipio . . . . . . .
Histograma y diagrama de caja de la variable “Valor de la
Vivienda”. . . . . . . . . ..
Histograma y diagrama de caja de la variable “Superficie
de la Vivienda”. . . . . . . ... ..o
Histograma y diagrama de caja de la variable “Antigiiedad
de la Vivienda”. . . . . . . . .. ...
Diagrama de barras y diagrama de caja de la variable
“Indice de calidad”. . . . . . ... ... ... ... .. ..
Valor de la vivienda frente a Calidad de la vivienda. . . .
Antigliedad de la vivienda frente a Calidad de la vivienda.
Valor de la vivienda frente a Superficie de la vivienda. . .
Diagrama de caja del “Valor de la vivienda” para cada
Municipio. . . . . . . ..
Diagrama de caja de la “Superficie de la vivienda” para
cada municipio. . . . ... ...
Diagrama de caja de la “Antigiiedad de la vivienda” para
cada municipio. . . . . .. ... L
Diagrama de caja del “Indice de calidad de la vivienda”
para cada municipio. . . . . .. ... L.

Gréfica del fitness en funcién del nimero de grupos segin
diferentes penalizaciones. . . . . . . . . ... .. .. ...
Gréficas de la densidad marginal en funcién del ntimero
de grupos segun diferentes penalizaciones. . . . . . . ..
Gréficas del numero de infactibilidades en funcién del nime-
ro de grupos segun diferentes penalizaciones. . . . . . . .
Mapa de Aragén para 2 grupos sin penalizacién (arriba)
y 6 grupos con penalizacién méxima (abajo). . . . . . . .

20

21

21

22

22

23

24

25

26

27

28

o4

o4

95

o8






Indice de tablas

2.1.
2.2.

2.3.

4.1.

o.1.
6.1.

Tabla de correlaciones entre variables. . . . . . . . . . .. 23
Nimero maximo de grupos verificando el nimero minimo

de transacciones. . . . . . ... ... 33
Numero minimo de grupos verificando las vecindades entre

MUnicipios. . . . . . . . . 35
Resultados del experimento . . . . .. . ... ... ... 53
Resultados del experimento . . . . . . .. ... .. ... 64
Tabla de vecindades inmediatas. . . . . . . . . ... ... 67






Lista de Algoritmos

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.

o.1.
0.2
2.3.

Creacién de la poblaciéon . . . . . . ... ... ... ... 39
Recupera . . . . . . . ... 40
Copiaordenada . . . . . . . .. .. ... ... 41
Infactibilidad cadena . . . . . . . . .. ... ... ... .. 42
Esquema del algoritmo genético . . . . . . . ... ... .. 44
Selecién Supervivientes . . . . ... ... 46
Similaridad . . . . .. .. ... .. 47
Mutacion . . . . . .. ..o 48
Genético Global . . . . . ..o 60
Mutacion del nimero de grupos. . . . . . .. ... .. .. 61
Funcién de similaridad modificada. . . . . . . ... .. .. 62






Agradecimientos

A mis tutores, Manuel y Pedro. A ti, Manuel, por aportar un punto
de vista diferente y enriquecedor. Y en especial, gracias Pedro, de todo
corazdn, sin tu paciencia y tu apoyo este trabajo no hubiera sido posible.

A mi madre, a mi hermana y a Sora, que han soportado mis agobios
y, como siempre, me han ayudado en todo lo que han podido. Os quiero
mucho, aunque no lo diga con frecuencia.

A mis amigos, y en especial, a Manu, Marta y Eduardo, que estén
lejos o estén cerca, siempre estan ahi para mi. Y a ti Cris, que has demos-
trado una fuerza y una valentia enorme en los momentos mas dificiles,
eres una persona realmente inspiradora y una amiga excepcional.



10



Introduccion

En el mercado inmobiliario es de suma importancia conocer el valor
de una vivienda. Los vendedores quieren obtener el mayor beneficio po-
sible en una operacion de compra-venta, mientras que los compradores
trataran de conseguir pagar lo menos posible. En ambas situaciones se
impone conocer el valor real a la hora de poder negociar al alza o la baja.
Pero no solo es importante conocer el valor de una vivienda de cara a
venderla o a comprarla. Hay multiples organismos, tanto publicos como
privados, que necesitan contar con el valor de mercado de una vivienda
y que se podrian ver beneficiados de una herramienta que ayudara a la
determinacién de estos valores.

Por ejemplo, en el catastro que hay en todos los municipios se en-
cuentra el valor de cada inmueble (valor catastral) y en base a este se
liquida un impuesto, llamado Impuesto sobre Bienes Inmuebles (IBI) o
coloquialmente “la contribucién”, que se cobra todos los anos a los pro-
pietarios de dicho inmueble. La recaudacién de este impuesto es de vital
importancia tanto para el Estado como para los Entes Locales ya que
sus arcas dependen, en gran medida, de su buena gestion. Asi mismo,
también el Impuesto sobre Trasmisiones Patrimoniales o el Impuesto so-
bre Sucesiones y Donaciones se determina en base a valores inmobiliarios
y estos impuestos van a repercutir en este caso sobre las arcas de las
Comunidades Auténomas.

Por otro lado, si se contase con una herramienta que permitiese dedu-
cir el valor de cada vivienda, la Administracion del Estado veria facilitado
su trabajo de inspeccién de las declaraciones de patrimonio de los obli-
gados al pago de los impuestos ya que s6lo deberian realizar una labor
comparativa entre el valor declarado y el real.

De igual modo, esto seria util en Juzgados mercantiles, civiles o pe-
nales, para atribuir valor a los inmuebles que van a ser subastados, o
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que son objeto de divisiéon o indemnizacién y en Jurados Provinciales de
Expropiacion para valorar los inmuebles que han sido objeto de un pro-
cedimiento administrativo de expropiaciéon. A estos Jurados, compuestos
por arquitectos y asesores juridicos, acuden los expropiados que no estan
de acuerdo con el importe fijado por la administracién expropiante como
paso previo a la via judicial y su misién es fijar una indemnizaciéon que
no solo sea justa para el que ha sido desposeido de su propiedad sino
también para la administracion que debe pagar el precio fijado.

Como tltimos ejemplos, en el a&mbito de lo privado, las companias de
seguros precisan saber el valor de las viviendas aseguradas para hacerse
cargo de las indemnizaciones por siniestros tales como incendios, robos
o sucesos menos probables como catastrofes. Mientras que las entidades
bancarias requieren conocer el precio de los inmuebles sobre los que im-
ponen cargas mejor de cara a recuperar inversiones frente a un posible
impago.

Por tanto, el objetivo que se persigue en el presente Trabajo de Fin de
Master es precisamente dar respuesta a todas estas necesidades creando
una herramienta para la valoracion de precios de viviendas. Para ello
se propone utilizar técnicas de algoritmos genéticos y regresion lineal
desde un enfoque bayesiano. Estas técnicas van a ser presentadas en el
siguiente capitulo junto con una descripcién detallada del problema y su
propuesta de resolucion. Posteriormente, en el Capitulo 3, se expone de
manera pormenorizada el algoritmo implementado y en el Capitulo 4 se
puede encontrar el desarrollo del experimento y se muestran los resultados
obtenidos. Estos, junto con la herramienta desarrollada, seran trasladados
a un conjunto de expertos para su posterior revision y validacién. En el
Capitulo 5 se propone una mejora del algoritmo detallado en el Capitulo 3
y se presentan los resultados que se obtienen con su uso. Previo a todos
estos resultados en el Capitulo 2 se habra mostrado un estudio descriptivo
de los datos sobre transacciones que se utilizan para la construccion del
modelo. Se finaliza esta memoria con la presentacion de las conclusiones
en el Capitulo 6.
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Capitulo 1

Antecedentes y propuesta

Una vez justificado en la Introduccion el interés del trabajo vamos a
plantear en este capitulo de qué modo se va a proceder para construir la
herramienta de valoracion de viviendas. Para la realizacion del trabajo
se cuenta con la coleccién de transacciones de viviendas de la Comunicad
Auténoma de Aragdén entre Enero de 2010 a Mayo de 2014, ambos in-
clusive. Estos datos han sido proporcionados por el grupo de analisis del
mercado inmobiliario (GAMERIN). Para cada una de estas transacciones
se ha registrado la informacién siguiente:

P: Precio total de la vivienda.

S': Superficie de la vivienda.

A: Antigiiedad de la vivienda.

C: Indice de calidad de la vivienda.

M: Municipio en el que se encuentra encuadrada.

El precio de cada vivienda proviene del Colegio Nacional de Regis-
tradores de la Propiedad y los datos de superficie, antigliedad asi como
el indice de calidad de la vivienda tienen su origen en el catastro del
municipio en el que se encuentra encuadrada.

Con el objeto de realizar la estimacién del valor de la vivienda P en
funcion del resto de variables se plantea el modelo de regresién recogido
en la Ecuacién 1.1.

log P = By + Bg,slog S + By alog A+ B, cC + €4,
g=1,...,Q, ¢~ N(0,0,) (1.1)
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En este modelo se divide el conjunto de municipios en () grupos, cada

uno de los cuales aparece indexado con el indice g = 1, ..., Q. Por tanto,
dado el conjunto de municipios M = {Mj, ..., Mg} el problema ahora se
concentra en determinar una particién {Gy,...,Gg} de éste en ) grupos

tales que M = UleGg yGiNG; =0,Yi#j.

De forma habitual este tipo de problemas son modelados mediante
Regresion Espacio-Temporal, pero en Aragdn, que es el territorio al que
vamos a circunscribirnos, las transacciones de viviendas estan muy dis-
persas y por este motivo se propone, para este Proyecto, trabajar a nivel
de drea (municipio) y plantear la construccién de un conjunto de regre-
siones asociadas a una particién de los municipios. El uso de este modelo
de regresion lineal junto con el enfoque a utilizar para su estimacion viene
fijado por expertos del grupo de anélisis del mercado inmobiliario (GA-
MERIN) en colaboracién con Manuel Salvador Figueras !, y es por ello,
que en el presente trabajo se asume que las hipétesis son las adecuadas
para aplicarlo.

El enfoque que se ha adoptado en la construccion del modelo de re-
gresion lineal es bayesiano. Asi, si llamamos 8 = (B, 85, B4, Bc) a la
matriz que contiene los parametros de las regresiones de la Ecuacion 1.1
y T = % entonces se asume que S| ~ Ny(0,77'Sg), donde S es una

2
matriz diagonal 4 x 4 conocida y 7 ~ Gamma <%, "0250> con ng y s

conocidas.

Tras plantear el modelo a construir aparece de forma automatica una
primera restriccion a tener en cuenta. Dicha restriccién consiste en que,
para que pueda realizarse adecuadamente la estimacién de los parame-
tros, cada grupo debe tener un conjunto de municipios tal que el niimero
acumulado de transacciones supere un umbral que se ha fijado en 40
transacciones por grupo, esto es, diez por cada parametro del modelo.

Los expertos proponen ademas que para la construccion de los grupos
se tengan en cuenta qué municipios son 'vecinos’ de otros, tratando de
garantizar que los grupos de municipios estén formados por municipios
geograficamente vecinos. Para ello proporciona una relacién de vecindad
de tal forma que a cada municipio M;,7 = 1,..., R se le asocia un con-

LA partir de ahora, cuando nos refiramos a los expertos en esta memoria serd en
referencia a Manuel Salvador Figueras y al personal del grupo GAMERIN.
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junto V/(M;) = {M,1,...,M,;,,} con sus municipios vecinos inmediatos.
Aunque inicialmente los expertos querian considerar dicha restriccién co-
mo una restriccién obligada, finalmente se plantea que el algoritmo que
se construye sea capaz de incluir dicha restriccion con un grado variable
de cumplimiento. En el Anexo I se muestra la tabla de vecindades que
proporcionaron y con la que se ha trabajado.

El problema que se presenta consiste por tanto en determinar cuanto
vale @), nimero de grupos, y la composicion de los grupos G;, i =
1,...,Q, penalizando en cierta medida el que un grupo contenga in-
factibilidades, es decir, municipios que no son vecinos.

Dos municipios M y M’ de un cierto grupo G seran vecinos si existe
una cadena My = M,..., M, = M' con M; € G,j=1,...,Ly tal que
M; € V(M;_1),i = 2,...,L. El grado de infactibilidad de un grupo se
define como el nimero de subgrupos de municipios suyos en los que los
municipios son vecinos menos 1.

El siguiente paso es definir el criterio para determinar si una cierta
particion de los municipios es mejor o peor que otra. Es decir dado un
numero () de grupos y la particion dada Gy, ..., G necesitamos asig-
narle un valor numérico que refleje su calidad y con el cual pueda ser
comparada con otra particién.

Asi pues, si como se ha comentado anteriormente, se dispone de
una muestra de viviendas de tamano N y para cada una de ellas se
tiene la siguiente informacion: {(P;, S;, A;,C;, Mg,), i = 1,...,N} se
buscard maximizar el valor de la densidad marginal [y|X, M¢] don-
dey = (y1,...,yn) con y; = logP, vy X = (x1,...,Xy) con x;, =
(1,1log S;,log A;, C;) vy Mg denota el modelo de la Ecuacién 1.1 corres-
pondiente a la particiéon de grupos G. Las funciones necesarias para la
realizacion de la estimacion de los parametros del modelo asi como para
la obtencion del valor de la densidad marginal asociada han sido propor-
cionadas por el Codirector del trabajo Manuel Salvador Figueras.

En este momento ya tenemos establecido el problema al que nos en-
frentamos, qué es lo que se quiere construir y cémo valorar la calidad del
modelo construido. El siguiente elemento a tener en cuenta es la cons-
truccion de la herramienta de optimizacion encargada de determinar la
mejor division teniendo en cuenta los dos criterios propuestos asi como
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la restriccion sobre el nimero de transacciones. La herramienta de opti-
mizacion seleccionada son los Algoritmos Genéticos.

Un algoritmo genético o evolutivo es un método de busqueda que se
basa en la teoria de la evolucion biolégica de Darwin para la resolucion
de problemas. De este modo, el origen de un algoritmo genético se fun-
damenta en la mejor adaptacion, técnicamente llamada fitness y que en
este trabajo sera la densidad marginal menos el nimero de infactibilida-
des por vecindad multiplicada por una cierta penalizacion positiva, de
los individuos de su poblacién. Para que un algoritmo genético funcione
correctamente en primer lugar se ha de garantizar la diversidad en la po-
blacion. Esto suele hacerse generando los individuos, que se representan
por cromosomas, de manera aleatoria. Para poder encontrar el éptimo
todas las soluciones factibles deben ser representables.

El algoritmo genético sigue un proceso similar al que sucede en la na-
turaleza. Hay varios operadores de variacion: recombinacién o crossover y
mutaciéon. El papel de ambos es generar nuevas soluciones candidatas. En
el primer caso, se mezcla la informacion de los padres en su descendiente
y en el segundo se producen cambios directamente en los genes de un
cromosoma. Posteriormente, se seleccionan los supervivientes atendien-
do a criterios de fitness o de edad. En nuestro caso particular, debido a
nuestro objetivo nos basaremos en el fitness definido para seleccionar los
individuos que pasaran a la siguiente generacién. En la naturaleza este
proceso no tendria fin, sin embargo, en un algoritmo genético se estable-
ce un criterio de parada atendiendo al niimero de iteraciones sin haberse
producido mejora, alcanzar algun fitness conocido, etc. Estas condiciones
de finalizacién se comprueban en cada generacion.

Repasando la literatura encontramos que el problema al que nos en-
frentamos podria encuadrarse dentro de los problemas de construccién
de agrupamientos. Un ejemplo clésico de este tipo de problemas es el co-
nocido como bin packing, en el que se dispone de una coleccién de items
cada uno de los cuales tiene un cierto tamano y de una coleccién de con-
tenedores de unas dimensiones dadas y lo que se desea conocer es si es
posible acomodar dichos items en los contenedores disponibles e incluso
puede interesar también determinar el minimo nimero de contenedores
que pueden acomodar todos los items. Este problema es un problema NP-
Duro ya que no existe ningtin algoritmo que en tiempo polinomial sea
capaz de resolverlo. El problema planteado tiene pues bastante similari-
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dad con este problema en el sentido de tener 28 items, los 28 municipios
en los que se han registrado transacciones, y tener que determinar como
agruparlos de forma que en cada grupo tengamos al menos 40 transac-
ciones. En el problema de empaquetamiento, este se realiza en base a
una cota superior, el tamano del contenedor, y en nuestro caso la cota es
inferior pues habré que garantizar una cantidad minima de transacciones.

Al tratarse de problemas complejos la resolucién exacta de estos solo
es posible para problemas de dimensiones reducidas. Como alternativa
para problemas de mayor dimension se puede recurrir a los algoritmos
heuristicos, y un caso particular de estos son los algoritmos genéticos que
acabamos de comentar unos parrafos atras. En relacién con la resolucién
del problema de agrupamiento mediante algoritmos genéticos se pueden
encontrar diversos articulos en la literatura, como por ejemplo, [1, 2, 3] y
[4]. Todos ellos tienen en comun el hecho de que se basan en un algoritmo
genético que no incorpora mucho conocimiento del problema. Posterior-
mente en [5] se presenta un algoritmo genético especifico para problemas
de agrupamientos. En ¢l se plantean unos elementos comunes como son
la representacion, recombinacion y mutacion a los que después hay que
incorporar los elementos especificos del problema particular a resolver.
Aparentemente en la literatura este tultimo algoritmo, o alguna de sus
variantes, es superior al resto. Sin embargo, este hecho no queda muy
claro ya que algunas comparaciones, como por ejemplo [6], se realizan
con un algoritmo genético basico, similar al presentado por Holland en
[7] 0 a la versién de Michalewicz en [8], que es un algoritmo introductorio
que ha sido superado por muchas otras versiones de algoritmos genéti-
cos. Debido a esto, y por indicaciéon de los Directores, el algoritmo ha
sido disenado casi desde cero sin considerar estas opciones. Se ha par-
tido del material de la asignatura Algoritmos Bioinspirados y Técnicas
de Computacion Evolutiva del méaster en Modelizacion e Investigacion
Matemdtica, Fstadistica y Computacion.

Por ultimo, en cuanto al software empleado, se ha de senalar que se
ha utilizado R [9], CPLEX [10] y Matlab [11].
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Capitulo 2

Analisis descriptivo de los
datos

Como se ha comentado en el capitulo anterior, se parte de un fichero
en el que se incluyen los datos de las transacciones de venta de vivien-
das realizadas en el area de Aragoén desde Enero de 2010 hasta Mayo de
2014. Los datos que se tienen de cada transaccién son un identificador
de la transaccion, el valor por el que se ha vendido la vivienda, su su-
perficie medida en m?, su antigiiedad medida en afios, el municipio en el
que se encuentra situada y un indice de calidad que toma valores enteros
entre 1 y 10 y ha sido otorgado para cada vivienda en funciéon de sus ca-
racteristicas: tipologia de la vivienda, tipo de calle, clase de inmueble, etc.

En primer lugar, se va a realizar un analisis global de los datos por
variable. Posteriormente, se estudiara la relacion de las variables aporta-
das por el conjunto de datos entre si y se hara un analisis municipio a
municipio. Para finalizar el capitulo se analizaran los datos en relacién a
las restricciones impuestas en el modelo, nimero minimo de transaccio-
nes y relaciones de vecindad.

2.1. Analisis global

En la Figura 2.1 se puede observar que hay una gran concentracion
de las ventas en un solo municipio, Zaragoza, en el que se producen 516
transacciones de las 927 totales. Esto se debe a que Zaragoza capital acu-
mula aproximadamente la mitad de la poblacién del area total, Aragdn.
También cabe destacar que hay municipios en los que hay muy pocas
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Figura 2.1: Frecuencia de transacciones segin municipio

ventas (menos de 5), como Benasque (4), Bielsa (1), Boltana (1) y Sa-
rifiena (4). Observando las vecindades inmediatas entre municipios (ver
Anexo 1), se evidencia que tanto Benasque como Sarinena podrian agru-
parse con diferentes municipios haciendo que el nimero de transacciones
del grupo se elevard y se pudiera tratar de lograr la factibilidad de ve-
cindades y de nimero de transacciones. Sin embargo, Bielsa y Boltana
solo podrian agruparse entre ellos, formando un grupo que contaria con
2 transacciones. Si se unen a otros municipios incrementaran la infacti-
bilidad de vecindades y aportaran muy poco, 2 transacciones, al nimero
de transacciones requeridas, es por esto que ambos municipios, con el
consentimiento de los expertos, son eliminados del estudio.

Sobre el precio de venta de las viviendas, el valor minimo ha sido
13.500€, mientras que el mayor valor ha sido 841.000€. Todos los pre-
cios de las viviendas de la muestra son valores factibles de acuerdo a
las indicaciones sugeridas por los expertos ya que se encuentran entre
300€/m? y 18.000€/m?2. En cuanto a su distribucién, la variable “Va-
lor de la Vivienda” es asimétrica positiva, con un valor medio igual a
236.273€ y con la mediana situada en 214.000€, tal y como puede apre-
ciarse en la Figura 2.2.
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Histograma del valor de la vivienda Diagrama de caja del valor de la vivienda
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Figura 2.2: Histograma y diagrama de caja de la variable “Valor de la
Vivienda”.

En cuanto a la variable “Superficie de la vivienda”, si se observa su
distribucién en el histograma y diagrama de caja de la Figura 2.3 se evi-
dencia que la superficie del 50 % de las viviendas se sitia entre 108m? y
217m?. Sin embargo, podemos encontrar viviendas mucho més pequeiias,
de 32.46m? y también mucho més grandes, de 616.92m?. Esta tltima se
trata de un caso atipico que se separa excesivamente del resto de vivien-
das, tal y como se puede apreciar en el diagrama de caja de la Figura 2.3
y se eliminara del estudio.

Histograma de la superficie de la vivienda Diagrama de caja de la superficie de la vivienda
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Figura 2.3: Histograma y diagrama de caja de la variable “Superficie de
la Vivienda”.

En los gréficos de la Figura 2.4 se observa que la variable “Antigiiedad
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de la vivienda” es muy asimétrica. El 25 % de las viviendas vendidas tie-
nen menos de 4.3 anos, el 50 % menos de 10 anos, el 75 % menos de 34.4
anos y en el 25 % restante se encuentran valores que alcanzan hasta casi
los 200 anos. En particular aparece una vivienda de 190.5 anos que se
ha considerado como un caso atipico y se ha eliminado del estudio. El
resto de valores indicados como atipicos por el software se mantienen en
el estudio.

Histograma de la antigiiedad de la vivienda Diagrama de caja de la antigiiedad de la vivienda
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Figura 2.4: Histograma y diagrama de caja de la variable “Antigiiedad
de la Vivienda”.

Diagrama de barras de la Calidad de la Vivienda Diagrama de caja de la calidad de la vivienda
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Figura 2.5: Diagrama de barras y diagrama de caja de la variable “Indice
de calidad”.

Finalmente, en relacién a la variable “Indice de calidad”, que toma
valores de 1 a 10, en donde el 1 corresponde a la mejor calidad y 10 a la

22



peor, se puede observar que 378 viviendas tienen un valor de la variable
“Indice de calidad” igual a 3 y 256 un indice de calidad 4, es decir, el
68.5% de las viviendas tienen un indice de calidad bueno, quedando un
4.2 % de las viviendas con un indice muy bueno o excelente (valor 1 o 2),
véase la Figura 2.5.

2.2. Relaciéon entre variables
En la Tabla 2.1 se presentan las correlaciones entre variables y pos-

teriormente se estudiardn en mayor profundidad aquellas variables cuyo
coeficiente de correlacién sea mayor que 0.6.

Calidad Valor Superficie Antigiiedad

Calidad 1.00000 -0.61419  -0.50383 0.79621
Valor -0.61419  1.00000 0.66754 -0.47330
Superficie  -0.50383  0.66754 1.00000 -0.40390
Antigiiedad  0.79621 -0.47330  -0.40390 1.00000

Tabla 2.1: Tabla de correlaciones entre variables.

= Valor de la vivienda-Calidad de la vivienda
Se observa en la Figura 2.6 que los valores altos del indice de cali-
dad, es decir, de peor calidad, corresponden con viviendas de precio
bajo.

Calidad

Figura 2.6: Valor de la vivienda frente a Calidad de la vivienda.
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= Antigiiedad de la vivienda-Calidad de la vivienda
Examinando la Figura 2.7 se observa como el valor del indice de
calidad aumenta, o lo que es lo mismo, empeora, con la antigiiedad
de las viviendas. Asi, y como es logico, las viviendas mas nuevas
tienden a presentar los mejores indices de calidad.

© o @ o o000 oo cmmmDemmmEme ©© 0 © o

Calidad

0 20 40 60 80 100 120

Antigiiedad

Figura 2.7: Antigliedad de la vivienda frente a Calidad de la vivienda.

= Valor de la vivienda-Superficie de la vivienda
Como es de esperar el valor de la vivienda aparece positivamente
correlado con la superficie de esta, es mas, la Figura 2.8 podria
sugerir una posible relacién lineal entre ellas.

Superficie
200
L

Figura 2.8: Valor de la vivienda frente a Superficie de la vivienda.

24



2.3. Analisis por municipios

A continuacién se presentan los diagramas de caja para cada variable
y cada municipio, con el objeto de poner de manifiesto las diferencias
entre los diferentes municipios. Se debe recordar que se han eliminado
los municipios Bielsa y Boltana, correspondientes a los nimeros 16 y 19
respectivamente, por escaso numero de transacciones incluso al hacer la
agrupacion de ambos. Las Figuras 2.9, 2.10, 2.11 y 2.12 muestran, los
diagramas para las variables “Valor de la vivienda”, “Superficie de la
vivienda”, “Antigiiedad de la vivienda” e “Indice de calidad de la vivien-
da”, respectivamente.
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Figura 2.9: Diagrama de caja del “Valor de la vivienda” para cada mu-
nicipio.

Se analiza ahora en mayor profundidad cada uno de los municipios:

= Alagoén
De las 24 transacciones que se realizan 17 son por un valor entre
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Figura 2.10: Diagrama de caja de la “Superficie de la vivienda” para cada
municipio.

50.000€ y 150.000€. Ademas, en cuanto a la antigiiedad de las
viviendas, cabe destacar que 8 de las 24 viviendas tienen menos de
20 anos, otras 7 tienen entre 100 y 120 anos y el resto se sitian en
una edad intermedia (entre 20 y 100 afios).

= Borja
En este municipio se venden 6 viviendas. De ellas 5 han costado
menos de 100.000€ y también 5 son mayores de 80m?. Las viviendas
méas nuevas que se han vendido tienen entre 20 y 40 anos y el indice
de calidad de las ventas se sitia entre 4 y 7.

= Calatayud
El nimero de transacciones que hay en este municipio es 32. De
ellas, 20 viviendas se han vendido por un valor entre 1.150.000€
y 250.000€ y 24 de ellas tenfan una superficie entre 100 y 200m?2.
Ademas 22 de las 32 totales tienen menos de 20 anos de antigiiedad
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Figura 2.11: Diagrama de caja de la “Antigiiedad de la vivienda” para
cada municipio.

y 26 tienen un indice de calidad menor o igual que 4.

= Caspe
5 de las 9 ventas que se realizan son por un importe inferior a
50000€ y ademas, también 5 viviendas tienen entre 50 y 70 anos
de antigiiedad.

= Ejea de los Caballeros
En este municipio se han realizado 19 transacciones. De ellas, 14
son por un importe menor que 100.000€, 14 tienen una superficie
entre 50 y 150m? y también 14 tienen una antigiiedad entre 20 y
60 anos.

= La Almunia de Dona Godina
De las 18 transacciones que se realizan, 9 son de viviendas cuya
superficie oscila entre 50 y 100m?2. Ademsés, cabe destacar que un
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Figura 2.12: Diagrama de caja del “Indice de calidad de la vivienda” para
cada municipio.

tercio de las viviendas vendidas tiene una antigiiedad inferior a 20
anos.

= La Muela
En este municipio se han vendido 72 viviendas. Mas de un tercio
costaban entre 100.000€ y 150.000€. Ademas, 31 viviendas tienen
una superficie entre 150 y 200m?. Sin embargo, lo mas destacable
es que 61 viviendas tienen menos de 10 anos de antigiiedad y por
tanto también los indices de calidad son mas bajos que en otros
municipios.

» Tarazona
El niimero de ventas que se da en este municipio es 17. De ellas,
6 tienen una superficie entre 80 y 100m? y 10 tienen menos de 20
anos de antigiiedad.
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Zaragoza

En este municipio, como ya se ha comentado anteriormente, se acu-
mulan mas de la mitad de las transacciones totales, concretamente
516 de 925. De estas 516, la mitad de ellas se han vendido por un
valor entre 177.650€ y 380.000€ y 190 tienen una superficie entre
200 y 250m?. Ademss, la mitad de las viviendas vendidas tienen
menos de 10 anos. Este hecho hace que muchos valores aparezcan
como outliers en la Figura 2.11.

Alcaniz

De las 10 transacciones que se realizan 5 son de viviendas con una
superficie entre 50 y 100m?. Ademsés, 8 de las viviendas tienen un
indice igual o superior a 7.

Andorra

En este municipio se han vendido 21 viviendas. De ellas, 12 han
costado entre 200.000€ y 300.000€, 11 tienen una superficie entre
300 y 350m? y 17 tienen una antigiiedad inferior a 20 afios. Los
indices de calidad, por tanto, son bajos: 17 viviendas tienen un
indice de calidad igual o inferior a 4.

Calamocha

El nimero de ventas que se da en este municipio es 13. Cabe des-
tacar que 9 de estas viviendas tienen una superficie entre 150 y
200m? y 7 tienen menos de 10 afios de antigiiedad.

Teruel

En este municipio se han realizado 17 transacciones. 15 de ellas
tienen una superficie entre 50 y 150m? y 9 tiene una antigiiedad
igual o inferior a 40 anos.

Basbastro

La superficie de las 5 viviendas que se vendieron en este municipio
oscila entre 160 y 240m?, pero més concretamente 3 de ellas tenian
una superficie entre 200 y 220m?2. En cuanto al valor de la vivienda
3 de las 5 viviendas vendidas costaban entre 200.000€ y 250.000€.
Ademas todas las viviendas tienen menos de 50 anos y un indice
de calidad entre 3 y 4.

Benasque
En este municipio ha habido tan solo 4 ventas y todas ellas presen-
tan diferentes caracteristicas. Cabe destacar que 3 de las 4 viviendas
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tienen entre 5 y 10 anos de antigiiedad, la cuarta tiene 24 anos y
medio aproximadamente.

Biescas

En este municipio se han realizado 12 ventas, y la mitad de ellas
han sido por un valor entre 160.000€ y 180.000€. Es destacable
que 7 de las 12 viviendas tenian menos 5 de anos de antigiiedad,
otras 4 no superaban los 10 anos y la dltima tenia 15 anos y medio
aproximadamente.

Binéfar

De las 6 transacciones que se han producido en este municipio 3 de
ellas han sido por un valor entre 100.000€ y 150.000€. Ademas, 5
de las viviendas tenian una superficie entre 100 y 200m? y 4 una
antigiiedad menor a 20 anos.

Fraga

En este municipio ha habido 7 transacciones de diferentes carac-
teristicas. Cabe destacar que 4 de los 7 municipios tienen entre 40
y 60 anos de antigiiedad.

Huesca

El nimero de ventas que se da en este municipio es de 38. Estas
ventas son por diferentes valores y de distintas superficies. Sin em-
bargo, se evidencia la gran cantidad de viviendas nuevas ya que 20
viviendas tienen menos de 20 anos, y la calidad de las viviendas
porque 21 tienen un indice de calidad igual o menor que 3.

Jaca

En este municipio se han producido 20 transacciones, 13 de las
cuales han sido por un valor entre 100.000€ y 300.000€. Ademas, la
mitad de dichas transacciones eran de viviendas con una superficie
entre 100 y 150m? y méas de la mitad, 11, eran viviendas con una
antigiiedad inferior a 20 anos.

Monzén

Hay viviendas de diferentes precios y de distintas superficies, sin
embargo, es destacable que 9 de las 16 viviendas vendidas tienen
menos de 20 anos.

Panticosa
En este municipio ha habido 9 ventas. De ellas, 5 eran viviendas
con una superficie entre 100 y 150m? y ademads, 2 viviendas tenian
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menos de 5 anos de antigiiedad y también 5 viviendas tenian entre
5y 10 anos de antigiiedad, es decir, se observa que las viviendas
son bastante nuevas.

Sabinanigo

De las 11 transacciones que se han realizado en este municipio 7 de
ellas han sido por un valor entre 50.000€ y 150.000€. En cuanto a
la superficie, cabe destacas que dos de las viviendas vendidas tenian
una superficie inferior a 50m? mientras que mds de la mitad de ellas
se sitian entre los 100 y 150m?2. Respecto a la antigiiedad, 9 de las
viviendas tenian menos de 20 anos, una entre 20 y 40 y la restante
123.578 anos.

Sallent de Gallego

En este municipio se han producido 12 transacciones. La superficie
de 9 de las viviendas oscila entre 100 y 150m? mientras que los va-
lores son muy diferentes. Cabe destacar que la antigiiedad minima
que se encuentra es 2 y la maxima 12 habiendo 6 viviendas con 7
anos de antigiiedad. Todas las viviendas tienen indice de calidad 3.

Sarinena

En este municipio ha habido tan solo 4 ventas y todas ellas presen-
tan diferentes caracteristicas. Cabe destacar que 3 de las 4 vivien-
das tienen tienen una superficie entre 100 y 150m? y que 2 de las
viviendas han costado entre 40.000€ y 60.000€ mientras que las
otras dos han costado entre 100.000€ y 140.000€.

Tamarite de la Litera

En este municipio se han realizado tan solo 5 transacciones, de las
cuales 4 han sido por un valor entre 120.000€ y 160.000€. Ademas,
4 viviendas tienen una superficie entre 150 y 250m? y también 4
viviendas tienen una antigiiedad inferior a 20 anos.

Estructura de los datos en cuanto al
numero de transacciones y vecindad

Tras el andlisis descriptivo previo en el que se han eliminado dos mu-
nicipios (Bielsa y Boltana) y dos transacciones (una de Calatayud y otra
de Barbastro) se realiza un pequeno analisis en relacién con las dos res-
tricciones consideradas en el modelo, el nimero minimo de transacciones
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y la vecindad.

Por un lado, debido a que la evaluacion se realizara mediante una co-
lecciéon de regresiones lineales Bayesianas, es necesario que en cada una de
ellas se tengan al menos 40 transacciones (al menos 10 por cada pardme-
tro a estimar). Un simple célculo directo nos proporciona una primera
estimacion del nimero maximo de grupos que se podrian obtener resul-
tando ser 23 ya que disponemos de datos de 923 transacciones y queremos
unirlas en grupos de como minimo 40 transacciones. Podemos afinar un
poco més este calculo ya que, como se ha comentado con anterioridad,
hay un municipio (Zaragoza) que presenta un nimero muy elevado de
transacciones (516). Por tanto, si tenemos en cuenta que la asignacién a
los grupos debe realizarse a nivel de municipio con todas sus transaccio-
nes e incluimos Zaragoza en un grupo propio, el resto, 407 transacciones
podrian generar en el mejor de los casos otros 10 grupos més, acotando
de esta manera el nimero méximo de grupos a 11. Asumiendo que, como
se acaba de comentar, los municipios deben asignarse completos a los
grupos, este nimero tal vez tampoco sea alcanzable. Para determinar el
nimero maximo de grupos se ha planteado el problema de programacion
lineal entera binaria que se describe a continuacién:

. 11
méx Z = ;Y

sujeto a:
S Trsy- Xy >40-Y; i=1,...,11 o
Z?ilejS%'Y} i=1,...,11
Z;ilXijzl j=1,...,26

Xij7 }/; € {Oa 1}a VZ,j

donde T'rs; corresponde al nimero de transacciones del municipio j-ési-
mo. Las variables X;; toman valor 1 cuando el municipio j se asigna al
grupo ¢ y 0 en caso contrario y de igual modo, las variables Y; toman valor
1 cuando algiin municipio se ha asignado al grupo ¢ y 0 en caso contrario.
El primer grupo de restricciones obliga a que si se asignan municipios al
grupo i-ésimo el niumero total de transacciones del grupo sea al menos 40.
El segundo grupo de restricciones fuerza a que si se asignan municipios
a un grupo 7, la variable correspondiente Y; tome valor 1. Por ultimo, el
tercer bloque de restricciones garantiza que cada municipio sélo pueda
asignarse a un grupo.
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La solucién 6ptima' del problema anterior proporciona un ntimero
maximo de grupos igual a 10. En la Tabla 2.2 se muestra una de las
posibles soluciones de 10 grupos.

Grupo 1 LA MUELA (72)
Total transacciones 72

Grupo 2 ZARAGOZA (516)
Total transacciones 516

Grupo 3  CASPE (9) CALAMOCHA (13) JACA (20)
Total transacciones 42

Grupo 4 BORJA (6) ALCANIZ (10) PANTICOSA (9)
SABINANIGO (11) TAMARITE DE LITERA (5)
Total transacciones 41

Grupo 5 ALAGON (24) MONZON (16)
Total transacciones 40

Grupo 6 ANDORRA (21) FRAGA (7) SALLENT DE GALLEGO (12)
Total transacciones 40

Grupo 7 EJEA DE LOS CABALLEROS (19) TERUEL (17)
BARBASTRO (5)
Total transacciones 41

Grupo 8 CALATAYUD (32) BIESCAS (12)
Total transacciones 44

Grupo 9 BENASQUE (4) HUESCA (38) SARINENA (4)
Total transacciones 46

Grupo 10 LA ALMUNIA (18) TARAZONA (17) BINEFAR (6)
Total transacciones 41

Tabla 2.2: Nimero méaximo de grupos verificando el niimero minimo de
transacciones.

Por otro lado, en relacion a la estructura de vecindades entre muni-
cipios, la matriz que se muestra en la Tabla 6.1 del Anexo I contiene los
vecinos inmediatos de los municipios. Se puede observar como Alagén es
vecino inmediato del municipio 2, Borja, y este por otro lado tiene como
vecinos inmediatos a Alagon y ademads a los municipios 5 y 8, Ejea de los
Caballeros y Tarazona. Con esta relacién de vecindad inmediata se ha
planteado una relacién de vecindad mas general en la que dos municipios
de un cierto grupo seran vecinos si se pueden unir por una secuencia de
vecinos inmediatos que pertenecen al grupo. Esta es precisamente la idea

'El problema se ha resuelto mediante el software CPLEX [10]

33



de existencia de una cadena a la que se hace referencia en el Capitulo 1.
Por ejemplo, si en el grupo estan Alagén, Borja y Ejea de los Caballeros,
entonces Alagon y Ejea de los Caballeros seran municipios vecinos, ya
que Alagon y Borja lo son y Borja y Ejea también.

A la hora de disenar el modelo de regresiones se tendra en cuenta
en menor o mayor medida la relaciéon de vecindad pero en ningin mo-
mento se planteard su cumplimiento de forma estricta. Sin embargo, se
obligard a que se cumpla el nimero minimo de transacciones en un grupo
ya que en otro caso no se podria realizar la estimacion de los parametros
adecuadamente.

Para tener una idea de como afecta la estructura de vecindades a la
creacién de los grupos (independientemente del niimero de transacciones)
se plantea la determinacion del niimero minimo de grupos que se pueden
construir de forma que todos los municipios de cada grupo sean vecinos.

Para ello recurrimos a la teoria de grafos y construimos un gra-
fo cuyos vértices corresponden a los nodos y cuyos arcos correspon-
den a las relaciones de vecindad inmediata, es decir G = (N, A) don-
de N = {My, M, ..., My} corresponde a los 26 municipios y A =
{(4,7)|M; y M, son vecinos inmediatos}. A dicho grafo se le aplica un
algoritmo para la determinacién del nimero de componentes conexas,
en particular, se le aplica una versién basica del algoritmo de Prim [12],
asumiendo costos 1 para todos los arcos y partiendo de un nodo para
obtener una componente conexa. Si se han incluido todos los nodos en
la componente ya estaria finalizado. En caso contrario, se toman los no-
dos no incluidos y se repite el proceso lo que nos proporciona la segunda
componente, y asi se continua de manera sucesiva hasta incluir todos los
nodos.

El resultado se muestra en la Tabla 2.3. El nimero minimo de gru-
pos verificando las vecindades es 6 y ademas la solucion verifica los re-
querimientos del niimero minimo de transacciones. Los 6 grupos podria
ampliarse hasta 8 grupos verificando vecindades e incluso nimero de
transacciones sin dificultad. Los grupos 4 y 5 podrian dividirse de forma
que los subgrupos resultantes fueran factibles. Se podria hacer un grupo
4.1 con La Muela y otro 4.2 con Zaragoza. El Grupo 5, por su parte,
podria dividirse, por ejemplo, en un grupo 5.1 conteniendo Huesca y
Sarinena y sumando 42 transacciones y otro grupo 5.2 que contuviera
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Grupo 1 ALAGON (24) BORJA (6) TARAZONA (17)
EJEA DE LOS CABALLEROS (19)
Total transacciones 66

Grupo 2 CALATAYUD (32) LA ALMUNIA (18)
Total transacciones 50

Grupo 3 CASPE (9) ALCANIZ (10) ANDORRA (21)
CALAMOCHA (13) TERUEL (17)
Total transacciones 70

Grupo 4 LA MUELA (72) ZARAGOZA (516)
Total transacciones 588

Grupo 5 BARBASTRO (5) BENASQUE (4) BINEFAR (6) FRAGA (7)
HUESCA (38) MONZON (16) SARINENA (4)
TAMARITE DE LITERA (5)
Total transacciones 85

Grupo 6 BIESCAS (12) JACA (20) PANTICOSA (9)
SABINANIGO (11) SALLENT DE GALLEGO (12)
Total transacciones 64

Tabla 2.3: Numero minimo de grupos verificando las vecindades entre
municipios.

el resto de municipios: Barbastro, Benasque, Binefar, Fraga, Monzon y
Tamarite de la Litera los cuales sumarian 43 transacciones. Mas alla de
estos 8 grupos y por debajo de 6 grupos la estructura de vecindades se
incumplird en algin grupo.
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Capitulo 3

Algoritmo (Genético Grupo a
Grupo

Este capitulo se dedica a presentar el algoritmo genético disenado
para determinar la division de los municipios en un nimero de grupos,
@, fijado previamente. El algoritmo tratara de determinar la mejor divi-
sién atendiendo a dos criterios que se ponderaran adecuadamente. Por un
lado, procurara maximizar la densidad marginal asociada a las () regre-
siones y por otro lado, intentard minimizar el niimero de infactibilidades
de acuerdo a la relacién de vecindad (restriccién ’soft’). Para reducir este
problema bi-objetivo a un contexto uni-objetivo, se planteara una funcién
objetivo que ponderara el logro de cada uno de los objetivos. El capitulo
constara de las siguientes secciones: En primer lugar se mostrara la re-
presentacion utilizada para las soluciones junto con la estructura de las
poblaciones. A continuacion se presenta como se realiza la evaluacién de
las soluciones. En una tercera seccién se desarrolla el esquema general
del algoritmo que posteriormente es detallado en las secciones cuarta a
sexta, con los operadores de seleccion, recombinacion y mutacion, res-
pectivamente.

3.1. Individuos, representacién de cromo-
somas y poblacion
La representaciéon de los individuos es el primer problema a abordar

para la utilizacién de los algoritmos evolutivos, y es también de suma
importancia porque de ella dependeran los resultados que se obtengan.

37



En este caso en particular, se ha decidido utilizar una representacién
vectorial donde las primeras 26 posiciones son utilizadas para indicar el
nimero de grupo al que pertenece el municipio cuyo nimero es la posi-
cion en el vector. Es decir, si en la quinta posicién del vector hay un 1,
el municipio 5 pertenece al primer grupo.

Como se vio en el capitulo anterior, el nimero maximo de grupos
atendiendo a la restriccion sobre el niimero de transacciones es 10 y en-
tre 6 y 8 grupos teniendo en cuenta las vecindades. Por tanto, si sélo
interesasen las vecindades y el nimero de transacciones se deberian bus-
car soluciones entre 6 y 8 grupos. Sin embargo, la densidad marginal, en
general, tiende a aumentar conforme disminuye el nimero de grupos ya
que penaliza la falta de parsimonia del modelo, por lo que dependiendo
de los intereses del experto podria resultar interesante buscar soluciones
que ain no siendo factibles para la relaciéon de vecindad presentasen un
buenos valores para la densidad marginal. Por este motivo se amplia la
busqueda a valores inferiores a 6 para el nimero de grupos y se fija, por
tanto, un rango de variacion para este entre 2 y 8, incluyendo ambos
valores. Teniendo en cuenta este hecho, las siguientes 8 posiciones del
vector estan reservadas para indicar el nimero de transacciones que hay
en cada grupo. Se reserva espacio para un maximo de 8 grupos, en el caso
de que hubiera menos grupos no todas las posiciones serian utilizadas.

Por dltimo, la representacion escogida contara con una componente
mas, la nimero 35, en la que se indicara el nimero de grupos en los que
se dividen los municipios.

La poblacion estara formada por una colecciéon de cromosomas con la
estructura que se comenta en los parrafos anteriores y su generacién se
muestra en el proceso del Algoritmo 3.1. Esta generacion de la poblacién
se realiza de manera aleatoria para un nimero de grupos dado. En primer
lugar, se realiza un sorteo para cada asignar cada municipio a un grupo,
tras lo cual se aplica el Algoritmo 3.2 que se encarga de modificar, si es
necesario, el cromosoma actual para que verifique el requerimiento del
numero de transacciones minimas por grupo. A continuacién el Algorit-
mo 3.3 se encarga de reordenar la numeracion de los grupos con el objeto
de identificar soluciones equivalentes pero con ordenaciones diferentes de
los grupos. Por tltimo, se evalia la funcion objetivo que permite el esta-
blecimiento del fitness de la solucion.
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Algoritmo 3.1: Creacién de la poblacion

Data: Tamano de la poblacién, nimero de grupos a considerar.
Result: Una poblacién del tamano y grupos indicados y su
correspondiente fitness.

Se crea el vector de fitness;

Se crea la matriz para almacenar la poblacion;

for i=1 to tamano de la poblacion do

Generar un vector de nimeros aleatorios entre 1 y niimero de
grupos de longitud 26 (con reemplazamiento) en el que
aparezcan todos los grupos;

5 Guardar la asignacién de municipios a grupos en componentes
1 a 26;

6 Guardar nimero de transacciones en componentes 27 a
274+ntmero de grupos;

7 Guardar nimero de grupos en componente 35;

Aplicar algoritmo recupera (Algoritmo 3.2);

Reordenar grupos, algoritmo copia_ordenada (Algoritmo 3.3);
10 Evaluar el fitness del cromosoma;

W N =

11 end

En la creacion de la poblacion inicial y en diversos puntos del algo-
ritmo genético serd necesario modificar una soluciéon para que cumpla
con el requerimiento del nimero minimo de transacciones. Esta labor se
realiza mediante el Algoritmo 3.2. Este, dado un cromosoma, va toman-
do aleatoriamente los grupos definidos por este que no tienen suficientes
transacciones y trata de arreglarlos incorporando municipios de otros
grupos a los que les sobran transacciones. Si esto no es posible y han
pasado varios intentos (10), el algoritmo permite arreglar el grupo con
algin municipio de otro grupo aunque ello suponga estropear la factibi-
lidad de otro grupo (el algoritmo considera posteriormente dicho grupo
para ser arreglado).

Por tltimo, se comenta también en esta seccién el Algoritmo 3.3,
encargado de seleccionar entre todas las posibles formas de representar
una misma asignacién de municipios a grupos tan solo una de ellas. Por
ejemplo, podria suceder que al dividir los municipios en dos grupos una
solucion asignara los primeros 13 municipios al grupo 1 y los otros 13
al 2, y que otra solucién hiciera exactamente lo contrario, o sea, los 13
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Algoritmo 3.2: Recupera

Data: Cromosoma.
Result: Cromosoma reconstruido.

1 aur < Grupos con menos de 40 transacciones;

2 Se desordena aleatoriamente aux;

3 contador < 0;

4 while auzr # () do

5 i < aux(1);

6 | while |Grupo i| <40 do

7 contador <— contador+1;

8 m < municipio aleatorio de un grupo j # i;
9 if |Grupo j| — transacciones(m) > 40 then
10 contador < 0;

11 Cambiar municipio m de grupo j a grupo i;
12 end

13 else

14 if contador>10 then

15 ‘ Cambiar municipio m de grupo j a grupo ;
16 end

17 end

18 end

19 auxr < Grupos con menos de 40 transacciones;
20 Se desordena aleatoriamente aux;

21 contador < 0;

22 end

primeros al grupo 2 y los restantes al grupo 1. Ambas soluciones son
idénticas aunque las representaciones son diferentes. El algoritmo pro-
puesto unifica las representaciones seleccionando la primera de ellas.

El funcionamiento del algoritmo consiste en asignar el grupo a los
municipios por orden de primera aparicion, es decir, al primer munici-
pio se le asignara grupo 1 y todos los que sean del mismo grupo que el
primer municipio pasan a ser también del grupo 1 mientras que el grupo
que originalmente era el 1 pasa a ser del grupo que originalmente era el
municipio 1. Se sigue examinando los municipios y cuando aparezca un
municipio distinto del 1 a este se le asigna el grupo 2. A su vez, todos los
municipios que pertenecen a dicho grupo pasan a formar parte del gru-
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po 2 y los que originalmente estaban en el grupo 2 estaran en el grupo
que se acaba de modificar. Este proceso se repite hasta llegar al tdltimo
municipio.

Algoritmo 3.3: Copia ordenada

Data: Cromosoma
Result: Cromosoma ordenado

1 ultimo < 1;
2 nGrupos < Numero de grupos en los que se divide;

3 conversion <— vector de tamano nGrupos con 0 en todas sus
componentes;

4 Municipio 1 a grupo 1;

5 conversion(grupo de municipio 1) <« 1;

6 Intercambia tamanos entre grupo 1 y grupo de municipio 1;

7 for j=2 to 26 do

8 if conversion(grupo de municipio j)>0 then

9 Municipio j a grupo indicado en conversion(grupo de
municipio j);

10 else

11 ultimo <+ ultimo + 1;

12 conversion(grupo de municipio j) < ultimo;

13 Intercambia tamanos entre grupo de municipio j y grupo
ultimo;

14 Municipio j a grupo ultimo;

15 end

16 end

3.2. Evaluacion de las soluciones

El siguiente punto a tener en cuenta de cara al diseno del algoritmo
es determinar coémo se evalian las soluciones con objeto de establecer su
fitness. El algoritmo maximizara el valor de la densidad marginal menos
el nimero de infactibilidades multiplicado por un cierto peso positivo.
De esta forma, asignando valores mas o menos grandes a dicho peso se
consigue ir desde un modelo en el que sélo se tiene en cuenta la densidad
marginal a otro en el que se prime tinicamente que los grupos construi-
dos respeten la relacion de vecindad, pasando por un conjunto infinito de
posibilidades en los que se gradia la importancia entre ambos objetivos.

41



El valor de la densidad marginal se obtiene tras realizar el ajuste de
la regresién y para determinar el grado de infactibilidad de la solucién
se toman uno a uno los grupos en los que se dividen los municipios, a
cada uno de ellos se aplica el Algoritmo 3.4 y se acumula el resultado
devuelto por este. Es decir, el valor de la infactibilidad del cromosoma
serd la suma de las infactibilidad de cada uno de los trozos.

Algoritmo 3.4: Infactibilidad cadena

Data: Subcadena de un cromosoma con municipios de un grupo,
nMunicipios en cadena
Result: Nimero de infatibilidades de la subcadena

componenteActual «—nAgrupados <0;
componentes <—pendientes <— zeros(nMunicipios,1);
while nAgrupados<nMunicipios do

1

2

3

4 componenteActual < componenteActual+1;

5 i<+1;

6 while componentes(i)#0 do i=i+1 pendientes(1) « i;

7 componentes(i) <— componenteActual;

8 nPendientes < 1;

9 while nPendientes>(0 do

10 municipioActual < pendientes(nPendientes);

11 nPendientes +— nPendientes-1;

12 nAgrupados < nAgrupados+1;

13 for i=1 to nCiudades do

14 if i#municipioActual N municipioActual es vecino de 1
A componentes(i)=0 then

15 componentes(i) <—componenteActual;

16 nPendientes <— nPendientes+1;

17 pendientes(nPendientes) <«i;

18 end

19 end

20 end

21 end

22 numero de infactibilidades +— componenteActual-1;

El Algoritmo 3.4 aplica el método de Prim [12] para determinar el
nimero minimo de componentes conexas que se pueden formar con los
municipios del grupo atendiendo a la relacién de vecindad y devuelve
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dicho niimero menos 1, es decir, si todos los municipios son vecinos de-
vuelve 0.

Finalmente los dos valores obtenidos se agregan en la forma:
Densidad Marginal — Penalizacién x Numero de infactibilidades.

Un valor de la penalizacién igual a cero conduce a una optimizacion
en la que solo interesa el valor de la densidad marginal y un valor elevado
de esta conduce a una buisqueda en la que el objetivo principal es cumplir
las vecindades.

3.3. Estructura del Algoritmo

En esta seccion se presenta la estructura general del algoritmo pro-
puesto y cuyos elementos particulares se describirdn detalladamente en
la secciones siguientes.

En el Algoritmo 3.5 tenemos los distintos elementos que lo compo-
nen. En primer lugar se genera la poblacion inicial con ayuda del Algo-
ritmo 3.1. Posteriormente y mientras no se supere un nimero maximo
de iteraciones fijado, numMaxIteraciones, ni en la mitad de ellas haya
habido mejora alguna, se procede a realizar una iteracion del algoritmo.

En cada iteracién se realiza la seleccién de padres (seleccién propor-
cional al fitness). Si no se ha superado el primer 90 % de las iteraciones
maximas fijadas estos padres se recombinan mediante el uso del proceso
mostrado en la Seccién 3.5. Tras recombinar las soluciones, a los ele-
mentos obtenidos se les aplica el Algoritmo 3.2, encargado de recuperar
la factibilidad en cuanto al nimero minimo de transacciones por grupo.
Después de esto, las soluciones obtenidas son mutadas con el Algorit-
mo 3.8. En el caso de que ya se haya superado el 90 % de las iteraciones
maximas, solo se realiza el proceso de mutacién sobre los padres y ademas
con una probabilidad de mutacion igual a la mitad de la fijada en el caso
general. Tras ambos casos, para asegurarnos de que se cumple la restric-
cion sobre el minimo nimero de transacciones, se aplica nuevamente el
Algoritmo 3.2.

Posteriormente, después de la evolucién de la poblacién calculamos el

fitness de los nuevos individuos y aplicamos el Algoritmo 3.3 para garan-
tizar la unicidad de las representaciones, es decir, para evitar que existan
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individuos iguales con representaciones distintas.

Algoritmo 3.5: Esquema del algoritmo genético

BW N =

© 0w N O !

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

Data: Semilla, tamano de la poblacién, probabilidad de mutacién,

probabilidad de recombinacion, nimero méaximo de
iteraciones, nimero de grupos, alfa y penalizacion.

Creacién y evaluacién de la poblacién inicial (Algoritmo 3.1);
sinMejora <—numlteraciones <— 0;

mejorSolucion <—-999999999;

while numliteraciones<numMaxlteraciones N

sinMejora< 0.5«numMazlteraciones do

numlteraciones <— numlteraciones+1;
Seleccién de padres (Proporcional al fitness, Seccién 3.4);
if numlteraciones<0.9xnumMazxlteraciones then
Recombinacién (Seccién 3.5);
Recupera soluciones (Algoritmo recupera);
Mutacién (Algoritmo 3.8) ;
else
‘ Mutacién de los padres seleccionados (Algoritmo 3.8);
end
Recupera soluciones (Algoritmo recupera);
Calculo del fitness para soluciones evolucionadas;
Reordenacién de grupos (Algoritmo 3.3);
Seleccién de supervivientes (Algoritmo 3.6);
if ndmero de supervivientes<TamanoPoblacion then
‘ Completa poblacién (Algoritmo 3.1);
end
if fitness maximo>mejorSolucion then
sinMejora < 0;
mejorSolucion <—fitness maximo;
else
‘ sinMejora <— sinMejora+1;
end

end

Tras haber realizado la fase de variacion, se ejecuta el proceso de selec-

cién de supervivientes, Algoritmo 3.6 y si no se han obtenido suficientes
individuos se procedera a completar la poblacién mediante la generacion
de individuos aleatorios utilizando nuevamente el Algoritmo 3.1. En lti-
mo lugar, en la parte final de la iteracion se comprueba si se ha mejorado
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la mejor solucion existente con objeto de aplicar correctamente el criterio
de parada del algoritmo.

3.4. Operadores de seleccién

El algoritmo presenta dos operadores de seleccién: por un lado, el pro-
ceso de seleccion de padres para reproduccion y por otro lado, el proceso
de seleccion de supervivientes.

En el primer proceso de seleccion, la seleccion de padres, se seleccio-
nan los individuos de la poblacién para cruzarse y producir descendientes,
que constituiran, una vez mutados, la siguiente generacién de individuos
que competiran con sus padres.

El proceso de seleccién utilizado para este fin es el denominado “pro-
porcional al fitness”, que es uno de los mds utilizados en la literatural.
En él, cada individuo tiene una probabilidad de ser seleccionado como
padre reproductivo proporcional al valor de su funcién fitness, de forma
que los individuos con mejor fitness, tienen una mayor probabilidad de
ser seleccionados.

Por ejemplo, si f; representa el fitness del individuo ¢-ésimo, la pro-
babilidad de seleccion, p;, como padre se estableceria de acuerdo a la
Ecuacién 3.1.

Ji

bi = ZtamaﬁoPoblacion f
7=1 J

(3.1)

El siguiente operador de seleccion es el que corresponde a la obten-
cién de la siguiente poblacién de individuos tras la finalizacién de una
iteracion del algoritmo y se muestra en el Algoritmo 3.6. Este une la
poblacién actual junto con los nuevos individuos evolucionados y elimina
aquellas soluciones que estén repetidas. Tras ello, si el niimero de indi-
viduos es mayor que el tamano de la poblacién se seleccionan los a%
mejores individuos de forma elitista y el (100-a)) % restante se seleccio-
na de forma aleatoria entre los individuos no seleccionados previamente.
Si el nimero de soluciones distintas no alcanza el tamano de poblacién
deseado se devuelven todos los individuos y posteriormente se completa

'Puede consultarse por ejemplo en [8, pp.34-35]
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la poblacién con individuos construidos de forma aleatoria (de la misma
forma en la que se construye la poblacién inicial) hasta que ésta tenga el
tamano establecido.

Algoritmo 3.6: Selecién Supervivientes

Data: Poblacion y poblacién evolucionada con sus
correspondientes fitness, tamano de la poblacion y «
Result: Poblacion seleccionada y su correspondiente fitness

Unir poblaciéon y poblacién evolucionada;

Unir fitness y fitness de los evolucionados;

Eliminar individuos repetidos;

if Numero Individuos > tamano de poblacion then
Seleccionar las a % mejores soluciones;
Completar la poblacion con individuos seleccionados
aleatoriamente de los no incluidos previamente;

S A W N

else
‘ Seleccionar todos los individuos;
9 end

®

3.5. Recombinacion

El uso de un operador de cruce o crossover es una de las principales
razones de la eficiencia de los algoritmos genéticos ya que nos permite
recombinar algunos esquemas y progresar rapidamente hacia las regio-
nes 6ptimas del espacio de busqueda. En particular, el crossover produce
nuevos individuos combinando la informacién contenida en los cromoso-
mas padre. Habitualmente cada pareja de cromosomas padre genera dos
hijos. El crossover utilizado en el algoritmo propuesto es el denominado
de punto de corte que consiste en seleccionar una posicion aleatoria del
cromosoma (punto de corte) y tomar la cabecera de uno de los padres
(desde la primera posicién hasta la de corte) y la cola (desde el punto
siguiente al del corte hasta el final) del otro padre para construir con
ello uno de los hijos, mientras que el otro hijo sera construido tomando
la cabecera y cola que no ha usado el primer hijo. Una vez creados los
hijos se calcula el nimero de transacciones resultantes en cada uno de
los grupos de cada uno de los hijos y se almacena.
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Algoritmo 3.7: Similaridad

Data: Cromosoma a y Cromosoma b
Result: Cromosoma a con grupos renumerados

Se crea el vector clista de longitud numGrupos?;

1
2 indices < (b(k)-1)*numGrupos+a(k), Vk = 1,. .., 26;

3 for i=1 to nMunicipios do

a | clista(indices(i)) < clista(indices(i))+1;

5 end

6 1 < indices de clista segtn el orden decreciente de sus valores;
7 columnas <filas <— vector de longitud numGrupos con valor —1;
8 h+j<«+ 1;

9 while h<numGrupos do

10 pa < 1+(resto de (i(j)—1)/numGrupos);

11 pb < techo de i(j)/numGrupos;

12 if filas(pa)=—1 y columnas(pb)=—1 then

13 filas(pa) < pb;

14 columnas(pb) <« 1;

15 h « h+1;

16 end

17 j < j+1;

18 end

19 for j=1 to numGrupos do

20 a(indices de los municipios del grupo j) < filas(j);

21 a(26+j) < a(26+filas(j));

22 end

Debido a la sencillez del operador no se incluye su esquema?, sin em-
bargo si que se incluye el Algoritmo 3.7. Este algoritmo se aplica a cada
par de padres justo antes de realizar el crossover y su intencion es que
los grupos mas parecidos de cada padre tengan la misma numeracion,
de forma que al transmitir la informaciéon de los padres a los hijos por
division del cromosoma la informacion sea lo mas coherente posible. Asi,
la idea del algoritmo es comparar todos los grupos de un cromosoma con
los del otro y mirar qué pareja de grupos es la que tiene mayor niimero
de municipios en comun. Se vuelve a numerar el grupo correspondiente
del primer cromosoma para que sea igual que la del segundo. A conti-
nuacion se repite el proceso con el resto de grupos no considerados hasta

2Puede consultarse por ejemplo en [8, pp.39-41]
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que se hayan examinado todos los grupos de los cromosomas. Una vez
realizadas las reasignaciones de grupos se procede a realizar el cruce de
los individuos.

Tras crear los nuevos individuos recombinados y previo a la aplicacion
del operador de mutacion, en el flujo general del algoritmo genético se
procedera a aplicar el Algoritmo 3.2 para “arreglar” aquellos cromosomas
que presenten grupos con menos transacciones de las necesarias.

3.6. Mutacion

El operador de mutacion se aplica a cada hijo de manera individual
y consiste en la alteracién aleatoria (normalmente con probabilidad pe-
quena) de cada gen del cromosoma. Si bien en principio puede pensarse
que el operador de cruce es mas importante que el operador de mutacion
ya que proporciona una exploracién rapida del espacio de busqueda, éste
ultimo asegura que ninguin punto del espacio de busqueda tenga proba-
bilidad cero de ser examinado, y es de capital importancia para asegurar
la convergencia de los algoritmos genéticos.

Algoritmo 3.8: Mutacion

Data: Poblacion y pm, probabilidad de mutacion
Result: Poblacion mutada

[uny

for i=1 to tamano de la poblacion do

2 A + Conjunto de municipios de individuo ¢ seleccionados, con
probabilidad pm, para mutar;
for j € Ado

Sortear nuevo grupo distinto para municipio j;
Asignar nuevo grupo a j y actualizar transacciones de
grupo inicial y final;

6 end
7 end

En la mutacién se consideran uno a uno los individuos obtenidos tras
la recombinacién. Para cada uno de ellos se recorren los municipios y se
sortea, con una cierta probabilidad previamente fijada, si el municipio
cambia de grupo o no. Si es asi, se sortea un nuevo grupo y se actualizan
los totales de transacciones de los grupos.
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Aligual que en el caso del operador de recombinacion o crossover, tras
la mutacién de los individuos en el flujo general del algoritmo genético se
procedera a aplicar el Algoritmo 3.2 para garantizar el minimo nimero
de transacciones en cada uno de los grupos en los que se integren los
municipios.

49



20



Capitulo 4

Desarrollo del experimento y
resultados

El objetivo principal de este capitulo es mostrar el comportamiento
del algoritmo desarrollado al ser aplicado bajo ciertos escenarios: distin-
tas penalizaciones y nimero de grupos. En ningiin momento se trata de
determinar la mejor solucién para el problema de valoraciéon de la vivien-
da, ya que este cometido corresponde al grupo de expertos inmobiliarios
a los que se les traslada toda la informacion obtenida. Ellos seran los que
finalmente determinen como utilizar la herramienta fijando el escenario
que consideren mas adecuado en vista de los resultados que se les facili-
tan.

Los escenarios se definen en funcién del nimero de grupos y de la
importancia de las relaciones de vecindad frente a la densidad marginal
(o viceversa). Se consideran, como ya se comenté en capitulos anteriores,
un numero de grupos que varia desde 2 hasta 8 grupos, de uno en uno,
y se fijan valores de penalizacién que van desde 0 hasta 5, en particular

Penalizacién = {0,0.1,0.25,0.5,0.75,1.0,2.0,5.0}

El valor de 0 corresponde a no considerar el requerimiento de vecindad
y el valor de 5 corresponde a primar la vecindad absolutamente sobre
la calidad de la regresién. Cualquier valor mayor que 5 mostraria una
estructura de resultados andloga a la de penalizacion 5. El resto de valores
son distintas propuestas de compromiso entre ambos extremos.

Las penalizaciones se incorporan a la funcién de evaluacion en la forma:

Densidad Marginal — Penalizacién x Numero de infactibilidades.
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Los parametros que se han fijado para la ejecucién del algoritmo
genético bajo cada uno de los 56 escenarios son los que se enumeran
a continuacion:

¢ Numero de repeticiones. Se fija en 10 y cada una de ellas parte de
una semilla diferente. Estas semillas han sido establecidas dentro
del programa para que pueda ser replicado cuantas veces se quiera
pero fueron generadas aleatoriamente inicialmente. El algoritmo se
aplicarda 10 veces a cada escenario y se seleccionara la repeticion
que haya proporcionado un mejor valor de la funciéon objetivo.

¢ Tamano de la poblacién. Se ha establecido que el nimero de indivi-
duos que contendrd la poblacion serd 200. Es un nimero suficiente
para garantizar la diversidad de la poblacion y poder encontrar la
solucién al problema planteado.

¢ Numero de iteraciones. 500 sera el nimero méaximo de iteraciones en
las que el algoritmo deberd encontrar una soluciéon. Sin embargo, se
ha verificado que no alcanza este niimero de iteraciones en ninguna
de las ejecuciones, es decir, encuentra la solucion antes.

¢ Probabilidad de mutaciéon. De manera habitual suele tomarse como
probabilidad de mutacion uno entre el nimero de genes del cromo-
soma. En nuestro caso, se tomaria 2% debido a que tan solo las 26
primeras componentes del cromosoma juegan un papel a nivel dife-
renciacién del individuo mientras las 9 restantes nos proporcionan
informacion que nos facilita la implementacién del algoritmo. Sin
embargo, se ha decidido doblar esa probabilidad de mutacion de ca-
ra a proporcionar una mayor variabilidad de modo que finalmente
la probabilidad de mutacion utilizada ha sido %.

¢ Probabilidad de recombinacién. Se fija una probabilidad de 0.8. Se
suelen escoger probabilidades altas de crossover ya que este opera-
dor al mezclar informacion de los padres en un descendiente permite
progresar de manera rapida hacia regiones 6ptimas del espacio de
busqueda.

¢ El pardametro « usado en la seleccién de supervivientes para deter-
minar el porcentaje de elitismo se fija a 0.75.

Cabe senalar que la eleccion de dichos parametros se ha realizado
de manera empirica observando como se comportaba el algoritmo. A
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continuacion, en la Tabla 4.1 se pueden ver los resultados obtenidos tras
llevar a cabo el experimento descrito. Se presenta la mejor solucién entre
las 10 repeticiones si bien, en casi la practica totalidad de los casos, en
las 10 repeticiones se daba exactamente la misma solucién, lo que denota
que el algoritmo es robusto. Ademds, en cuanto a coste computacional®,
la ejecucion de cada escenario le cuesta en media aproximadamente 1
minuto asi que se puede afirmar que el coste es minimo.

Dens. N. Dens. N.

Penal. Gr. Fitness marginal Infac. | Penal. Gr. Fitness marginal Infac.
0 2 -1300.23 -1300.23 11 0.75 2 -1304.50 -1301.50 4
0 3 -1303.63 -1303.63 11 0.75 3 -1307.24 -1304.99 3
0 4 -1307.03 -1307.03 11 0.7 4 -1310.15 -1308.65 2
0 5 -1310.45 -1310.45 11 0.75 5 -1313.06 -1312.31 1
0 6 -1314.04 -1314.04 10 0.7 6 -1316.17 -1316.17 0
0 7 -1317.59 -1317.59 11 0.75 7 -1319.61 -1319.61 0
0 8 -1321.25 -1321.25 11 0.75 8 -1323.55 -1322.80 1
0.1 2 -1301.17 -1300.27 9 1 2 -1305.50 -1301.50 4
0.1 3 -1304.57 -1303.67 9 1 3 -1307.99 -1304.99 3
0.1 4 -1307.98 -1307.08 9 1 4 -1310.65 -1308.65 2
0.1 5 -1311.45 -1310.45 1 1 5 -1313.31 -1312.31 1
0.1 6 -1315.03 -1314.03 1 1 6 -1316.17 -1316.17 0
0.1 7 -1318.55 -1317.65 9 1 7 -1319.61 -1319.61 0
0.1 8 -1322.18 -1321.48 7 1 8 -1323.58 -1323.58 0
0.25 2 -1302.29 -1300.79 6 2 2 -1309.50 -1301.50 4
0.25 3 -1305.67 -1304.42 5 2 3 -1310.99 -1304.99 3
0.25 4 -1309.00 -1307.50 6 2 4 -1312.65 -1308.65 2
0.25 5 -1312.40 -1311.15 5 2 5 -1314.31 -1312.31 1
0.25 6 -1315.79 -1314.79 4 2 6 -1316.17 -1316.17 0
0.25 7 -1319.22 -1318.22 4 2 7 -1319.61 -1319.61 0
0.25 8 -1322.84 -1322.09 3 2 8 -1323.58 -1323.58 0
0.5 2 -1303.50 -1301.50 4 5 2 -1321.50 -1301.50 4
0.5 3 -1306.49 -1304.99 3 5 3 -1319.99 -1304.99 3
0.5 4 -1309.65 -1308.65 2 5 4 -1318.65 -1308.65 2
0.5 5 -1312.81 -1312.31 1 5 5 -1317.31 -1312.31 1
0.5 6 -1316.17 -1316.17 0 5 6 -1316.17 -1316.17 0
0.5 7 -1319.61 -1319.61 0 5 7 -1319.61 -1319.61 0
0.5 8 -1323.30 -1322.80 1 5 8 -1323.58 -1323.58 0

Tabla 4.1: Resultados del experimento

I Algoritmo ejecutado en un ordenador con las siguientes especificaciones: procesa-
dor de 2.2 GHz Intel Core i7 4GB RAM. Matlab versién R2014b.
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Con el objeto de poder visualizar con mayor claridad estos resultados
se presentan las gréaficas del fitness, Figura 4.1, de la densidad marginal,
Figura 4.2 y del nimero de infactibilidades, Figura 4.3.
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Figura 4.1: Grafica del fitness en funcién del nimero de grupos segin
diferentes penalizaciones.
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Figura 4.2: Graficas de la densidad marginal en funcién del nimero de
grupos segun diferentes penalizaciones.

En la grafica 4.1, se muestra como varia el valor del fitness en funcién
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del nimero de grupos en los que se integran los municipios para cada uno
de los posibles valores de penalizacién considerados. Puede observarse en
dicha grafica como la densidad marginal prima de forma importante la
parsimonia del modelo, es decir, que el nimero de grupos sea pequeno
frente a la penalizacién de las infactibilidades. Dicho comportamiento se
mantiene para valores de penalizacién desde 0 hasta 2 y inicamente des-
aparece cuando la penalizaciéon se hace igual a 5.

Si examinamos la Figura 4.2 se puede observar la componente del fit-
ness correspondiente a la densidad marginal, en la cual se ve cémo para
todas las penalizaciones la solucion con el mejor fitness corresponde a
solo dos grupos. Ademaés se tiene que para las penalizaciones 0 y 0.1, el
modelo obtenido para los distintos niimeros de grupos alcanza practica-
mente el mismo valor de la densidad marginal, sin embargo las soluciones
son bastante distintas como puede comprobarse al mirar el nimero de
infactibilidades en la Figura 4.3, en donde para la penalizacion 0 toma
valores iguales a 11 en todos los casos menos uno, y para 0.1 toma va-
lores que van desde 7 a 10. Es decir, se pone de manifiesto el hecho de
estar favoreciendo la busqueda de soluciones que respeten las relaciones
de vecindad.

8
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Figura 4.3: Gréficas del numero de infactibilidades en funcién del nimero
de grupos segun diferentes penalizaciones.

Tras la penalizacion 0 y 0.1, la penalizacién 0.25 presenta otro com-
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portamiento destacable: su valor de la densidad marginal ha empeorado
respecto a 0 y 0.1 y su nimero de infactibilidades en la zona central de
la Figura 4.3 toma valores entre 4 y 6. A partir de ahi, al considerar
penalizaciones de valor 0.5 o superior, el valor de la densidad marginal
y numero de infactibilidades coincide para todos los ntimeros de grupos
excepto para 8. En este caso, las penalizaciones 0.5 y 0.75 presentan una
mejor densidad marginal —1322.80 y una infactibilidad igual a 1 mientras
que para las penalizaciones iguales a 1, 2 y 5 la densidad marginal em-
peora en (.78 unidades pero la solucién cumple los criterios de vecindad.

En resumen, se puede decir que con penalizaciones inferiores o iguales
a 0.25 influye mas en la solucién la calidad del modelo en términos de
densidad marginal que las relaciones de vecindad. Para la penalizacion
igual a 0.5 estamos ante una solucién de equilibrio en la que se permite
empeorar un poco la densidad marginal y en contrapartida se mejora
el cumplimiento de las relaciones de vecindad. A partir de 0.5 las so-
luciones priman el cumplimiento de las relaciones de vecindad sobre la
densidad marginal, obteniéndose soluciones que verifican las vecindades
al considerar 6, 7 y 8, grupos, y soluciones en las que se va empeoran-
do la vecindad de unidad en unidad (empeoramiento minimo posible) al
disminuir el nimero de grupos.

Para finalizar la seccién se mostrard en mas detalle las dos soluciones
mejores correspondientes a los escenarios mas extremos: sin penalizacion
(con dos grupos) y con penalizacién maxima (con 6 grupos). Pueden ob-
servarse en la parte superior e inferior de la Figura 4.4, respectivamente.
La primera de ellas construye un grupo con 127 transacciones (rojo) y
796 en el otro (verde). La segunda construye 6 grupos con 66 transac-
ciones en el primer grupo, 50 en el segundo, 70 en el tercero, 588 en el
cuarto, 85 en el quinto y 64 en el sexto.

Los modelos de regresion construidos se muestran en las Ecuacio-
nes 4.1 y 4.2, para la solucion de dos grupos y seis grupos, respectiva-
mente.

log P = 0.61654 + 2.17336 log S + 0.22894 log A + 0.09974C + €,
€1~ N(0,07)
log P = 0.48396 + 2.06903 log S + 0.08169 log A + 0.44879C' + €5,
€a ~ N(0,09)

(4.1)
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log P = 0.37412 4+ 1.960151og S + 0.45573 log A + 0.49970C' + €,

€1 ~ N(0,0q)
log P = 0.35638 4 1.99369 log S + 0.08947 log A + 0.63217C + €5,
€a ~ N(0,09)
log P = 0.39491 + 2.16654log S + 0.25228 log A + 0.11646C + e,
ez ~ N(0,03)
log P = 0.33557 + 1.82962 log S + 0.58620 log A + 0.68629C" + €4,
eqs ~ N(0,04)
log P = 0.55222 4 1.927801log S — 0.26661 log A + 0.80105C' + €5,
es ~ N(0,03)
log P = 0.32908 4 1.72565log S + 0.10299 log A + 0.98723C' + ¢,
€6 ~ N(0,0¢)
(4.2)

En 1ltimo lugar, se quiere senalar que, en opinién de la autora, las solu-
ciones obtenidas son razonables. En el primer caso se divide en dos grupos
que agrupan las soluciones en funcién de la similaridad de las transaccio-
nes: municipios caros del Pirineo con municipios aragoneses importantes.
Todos ellos tienen en comiin un precio superior de viviendas, frente a
municipios mas baratos. En el segundo caso, sélo se prima la vecindad
y el algoritmo nos conduce a una de las 4 soluciones factibles construi-
das en la Seccion 2.4, en particular a la de menor valor de la densidad
marginal, que coincide con la de menor nimero de grupos de las cuatro.
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Capitulo 5

Algoritmo Genético Global

Este algoritmo es una generalizacion del anterior presentado en el
Capitulo 3 con el objetivo de que el propio algoritmo sea capaz de deter-
minar tanto el nimero de grupos en los que dividir los municipios como
de determinar la divisién con objeto de maximizar el valor de la funcion
objetivo.

Para lograr tal objetivo se han de modificar de manera adecuada al-
gunos de los procesos que integraban el algoritmo genético inicial (Algo-
ritmo 3.5). En este capitulo se mostrardn inicamente aquellos elementos
del algoritmo original que se han modificado.

En cuanto al esquema general del algoritmo se mantiene la estructura
mostrada en la version original salvo por la inclusiéon de un operador de
mutacion del nimero de grupos que aparece justo antes de la recombi-
nacién de los padres: linea 9 del Algoritmo 5.1.

El capitulo consta de dos secciones, en la primera de ellas se pre-
sentaran los nuevos elementos y los elementos modificados de la primera
version y en la segunda se mostrara su funcionamiento, en un experimen-
to similar al del capitulo anterior.
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Algoritmo 5.1: Genético Global

Data: Semilla, tamano de la poblacién, probabilidad de

mutacion,probabilidad de mutacién de grupos, probabilidad
de recombinacién, niimero maximo de iteraciones, alfa y

penalizacién.

Creacion de poblacion inicial (Algoritmo 3.1);
sinMejora <— numlteraciones < 0;
mejorSolucion <—-999999999;

while numliteraciones<numMaxlteraciones N
sinMejora< 0.25«xnumMazxlteraciones do

AW N =

5 numlteraciones <— numlteraciones+1;

6 Seleccion de padres(Proporcional al fitness, Seccion 3.4);
7 if numlteraciones<0.9xnumMazxlteraciones then

8 Mutacion del nimero de grupos;

9 Recupera soluciones (Algoritmo 3.2);

10 Recombinacién (Seccién 3.5);

11 Recupera soluciones (Algoritmo 3.2);

12 Mutacion (Algoritmo 3.8);

13 else

14 ‘ Mutacién de los padres seleccionados (Algoritmo 3.8);
15 end

16 Recupera soluciones (Algoritmo 3.2);

17 Calculo del fitness para soluciones evolucionadas;

18 Reordenacién de grupos (Algoritmo 3.3);

19 Seleccién de supervivientes (Algoritmo 3.6);
20 if Numero de supervivientes < Tamano de poblacion then
21 ‘ Completa poblacién (Algoritmo 3.1);
22 end
23 if fitness mdximo> mejorSolucion then
24 sinMejora < 0;
25 mejorSolucion <—fitness maximo;
26 else
27 ‘ sinMejora < sinMejora+1;
28 end
29 end
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5.1. Modificaciones respecto al Algoritmo
Genético Grupo a Grupo

Siguiendo el mismo orden que en Algoritmo 3.5, en primer lugar se
crea la poblacién inicial y se evalta. La tnica diferencia en este caso es
que para cada nuevo individuo se genera un valor aleatorio entre 2 y 8
para asignar el nimero de grupos en los que se repartiran los municipios.
Una vez asignado el proceso para la construccion es idéntico al mostrado
en el Algoritmo 3.1.

Algoritmo 5.2: Mutacién del nimero de grupos.

Data: Poblacion de padres, pmg, probabilidad mutacién de grupos
Result: Padres con nimero de grupos mutados

for cada individuo € Poblacion de padres do

1

2 | a = valor aleatorio € (0,1);

3 if a <= pmg then

4 Seleccionar dos grupos al azar y juntarlos en uno;

5 Diminuir en 1 el niimero de grupos y actualizar contador de
transacciones;

6 end

7 if a > 1 — pmg then

8 Seleccionar un grupo aleatoriamente;

9 Incrementar en 1 el niimero de grupos;

10 Con probabilidad 0.5 mantener los municipios en el grupo
inicial o asignar al nuevo;

11 Actualizar contadores de transacciones;

12 end

13 else

14 ‘ Mantener el padre como estaba;

15 end

16 end

Una vez creada la poblacién inicial y ya dentro del proceso iterati-
vo del algoritmo (lineas 6 a 29) se produce la selecciéon de padres para
reproducirse de forma idéntica al algoritmo original. A continuacion se
produce la mutacién del nimero de grupos. El Algoritmo 5.2 muestra
el proceso que se realiza. A cada uno de los individuos de la poblacion
de padres se le sortea si se mantiene con el mismo nimero de grupos
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(probabilidad pmg), si aumenta en 1 el nimero de grupos (probabilidad
pmg) o si disminuye este en 1 (probabilidad 2 - pmg).

Algoritmo 5.3: Funcion de similaridad modificada.

Data: Cromosoma a y cromosoma b
Result: Cromosoma a con grupos renumerados

1 conteo<— matriz de ceros de dimensién
numGruposA x numGruposB;
for 1 = 1to nMunicipios do
| conteo(al(i), b(i)) < conteo(a(i), b(i)) + 1;
end
clista <— matriz conteo organizada en un vector ;
Ordenar decrecientemente clista;
filas < vector de tamano numGruposA con -1;
columnas +vector de tamano numGruposB con -1;
j—h<+1;
while h <= min(numGruposA, numGruposB) do
pa < 14+ mod(i(j) — 1, numGruposA);
pb < 1+ fiz((i(j) — 1) /numGruposA);
if filas(pa) == —1&&columnas(pb) == —1 then
filas(pa) < pb;
columnas(pb) < 1;
h < h+1;
end
J=i+L
end
aa < a;
for j =1 to numGruposA do
a(aa(l : nMunicipios) == j) < filas(j);
a(nMunicipios + j) < aa(nMunicipios + filas(j));

© 0w N O A W N

e v S S O S
N O U A W N RO

NN NN =
W N = O © w

end

N
'

En el caso de mantenerse el nimero de grupos no se le hace nada
al individuo. Si se decide disminuir el nimero de grupos se seleccionan
aleatoriamente dos grupos del individuo y se unen. En caso de decidir
aumentar el nimero de grupos se selecciona aleatoriamente un grupo de
los actuales y se divide en dos, para lo que se recorren todos los mu-
nicipios que pertenecen al grupo seleccionado y con probabilidad 0.5 se
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mantienen en dicho grupo o se cambian al grupo nuevo. Al acabar se
actualiza el niumero de transacciones de ambos grupos.

Una vez realizado el proceso de mutacion del ntimero de grupos se
procede a realizar la recombinacién de los padres de igual forma a como
se realizé inicialmente pero con una funcién de similaridad modificada
para que trabaje con individuos en los que el nimero de grupos puede
ser distinto. La nueva funcién de similaridad Algoritmo 5.3 requiere que
el primer individuo tenga un nimero de grupos menor o igual que el se-
gundo ya que trata de identificar y renumerar los grupos del primero que
mas se parecen a los del segundo. Salvo por ese detalle el funcionamiento
es equivalente al de la original.

Tras la recombinacion y la recuperacion del nimero de transacciones
se procede a la mutacién de los individuos para la que se utiliza la misma
funcién que en el Capitulo 3. En el resto del algoritmo se mantienen los
mismos procesos y elementos que los presentados originalmente.

5.2. Desarrollo del experimento y resulta-
dos

A continuacién se muestra el funcionamiento del nuevo algoritmo,
planteando un experimento equivalente al del Capitulo 4 pero en el que
no se fija el nimero de grupos, ya que los fijard la propia evolucién del
algoritmo y en el que el nimero de iteraciones se ha elevado a 3000.
Ademas, en este algoritmo, se cuenta con un parametro nuevo: la proba-
bilidad de mutaciéon de grupos, que se toma como 0.25, tanto para unir
grupos como para dividirlos.

El resto de parametros del algoritmo no se especifican puesto que
son los mismos que los tomados para el Algoritmo Genético Grupo a
Grupo. Llevando a cabo la prueba se ha constatado que el algoritmo es
robusto ya que en el 100% de los casos para distinta inicializacién se
obtiene la misma solucién. Su coste computacional®, ademds, es bajo ya
que la ejecucion de cada escenario le cuesta en media aproximadamente
3 minutos. A continuacién, en la Tabla 5.1 se pueden ver los resultados

I Algoritmo ejecutado en un ordenador con las siguientes especificaciones: procesa-
dor de 2.2 GHz Intel Core i7 4GB RAM. Matlab versién R2014b.
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obtenidos tras llevar a cabo el experimento descrito.

Dens. N. Dens. N.
Penal. Gr. Fitness marginal Infac.|Penal. Gr. Fitness marginal Infac.

0 2 -1300.23 -1300.23 11 0.7 2 -1304.50 -1301.50 4
0.1 2 -1301.17 -1300.27 9 1 2 -1305.50 -1301.50 4
0.25 2 -1302.29 -1300.79 6 2 2 -1309.50 -1301.50 4
0.5 2 -1303.50 -1301.50 4 5 6 -1316.17 -1316.17 0

Tabla 5.1: Resultados del experimento

Si comparamos estos resultados con los del algoritmo previo mostra-
dos en la Tabla 4.1, se observa que estos resultados son un reflejo de
la mejor situacion posible en términos de nimero de grupos para cada
penalizacién, que era precisamente lo que se buscaba y por otro lado lo
que cabia esperar.
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Capitulo 6

Conclusiones

En esta memoria se ha desarrollado una herramienta para resolver el
problema de la valoracion del precio de las viviendas. Dicho problema
tiene una gran repercusion como ha quedado de manifiesto en la intro-
duccién donde se han senalado numerosas situaciones en las que dicha
herramienta seria de gran utilidad.

La herramienta construida se basa en el uso de Algoritmos Genéticos
y modelos de regresion lineal. Los resultados que se han obtenido con este
planteamiento y que se muestran en los capitulos 4 y 5, demuestran la
robustez de dicha herramienta ya que, independientemente de la iniciali-
zacién, practicamente en el 100 % de los casos para el Algoritmo Grupo a
Grupo y en el 100 % de las ocasiones en el Algoritmo Global se obtiene la
misma solucion. Ademas, el costo computacional es minimo: una ejecu-
cion de un escenario, en media, tarda aproximadamente un minuto en el
caso del Algoritmo Grupo a Grupo y tres minutos en el Algoritmo Global.

La implementacion del modelo para su uso por parte de los exper-
tos es sencilla, ya que bastaria con una hoja excel programada con los
parametros de la regresion segin el modelo escogido.

Por tltimo, cabe destacar que, tal y como se ha construido la he-
rramienta, seria facilmente modificable para considerar restricciones adi-
cionales o modificaciones de la funcion objetivo por lo que este trabajo
queda abierto a posibles futuros desarrollos.
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Anexo 1

Municipio n®
0102030405060708091011121314151617181920212223242526

01000000000000O0O000O00OO0O0O0OGCOOO0O

1 ALAGON

1000100100000000000000000°0
0oo0o060100000000000O000O00GCOOO0O
00000000011000000000000GOO0O
01000001000000000000000GO0O0O
001000000000000000000O0OCGOOO
000000001000000O00O0000O0O0GOOO
01001000000000000000O00COO0O0O
000000100000000O0O0O0000O0OGOOO
0o01000000100000000000COO0O0O
0001000001011 0000000000000
0oooo0bo0o00000101000000000GCOO0O0O
00000000001 100000000000CO0O0O
0ooo0o0o00000000O0O0O1T01000100010

2 BORJA

3 CALATAYUD

4 CASPE

5 EJEA CABALLEROS

6 LA ALMUNIA

7 LA MUELA

8 TARAZONA

9 ZARAGOZA

10 ALCANIZ

11 ANDORRA

12 CALAMOCHA

13 TERUEL

14 BARBASTRO

000000000000010000000O0O0COO0O

15 BENASQUE

00o0oo0o0000000O0OO0GOOOOO0OO1TO0O11000

16 BIESCAS

0000000000000100010010000O01

17 BINEFAR

0000000O0O0000O0O0COOO0O1T00000O0GOOO

18 FRAGA

0ooo0o0o000000O00OO0O0OO0O0OOOOCOOT1IO

19 HUESCA

0oooo0oo00000000O0OO0O10000011100

20 JACA

0oo0o0000000O000100100000000O01

21 MONZON

00oo0oo0000000000CO0OO0O10001TO001O0O0GO

22 PANTICOSA

0oooo0bo0o000000O00O0O010001010100O0

24 saLLENT GALLeco 0 0 0 0 000 0000000000001 001000

23 SABINANIGO

0oooo0bo0o000000O0O0O100001000COO0O0O

26 TAMARITELITERA 0 0 0 0 0 0 0O 0O 000000010001 000O00O0

25 SARINENA

Tabla 6.1: Tabla de vecindades inmediatas.

Se debe recordar que la relacién de vecindad es una relacién simétrica
y un municipio es vecino de si mismo. Sin embargo la matriz que aqui se
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presenta es una matriz de cara a la implementacion de algoritmos y si se
pusieran unos en la diagonal principal entraria en bucles infinitos.
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