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Figura 2.4: Envolvente obtenida con STRAIGHT 
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3. PESQ, un estándar para la evaluación 

de la calidad vocal 

3.1. Visión general del algoritmo PESQ 

Señal de referencia 

SISTEMA Señal degradada 
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Figura 3.1: Evaluación subjetiva de un sistema de comunicaciones 



13 

 



14 

 

 
 

x[n] y[n] 

Normalización de 

potencia 

Modelo de 

percepción: cálculo 

de indicadores de 

distorsión 

Rutina de alineamiento 

entre ambas señales para 

obtener el retardo en 

cada trama de señal 

Filtrado IRS 

xn[n] yn[n] 

X[n] Y[n] 

información del retardo 

para cada trama di 

Nota 

PESQ 

Nota 

MOS-LQO 

Figura 3.2: Esquema general del algoritmo PESQ 



15 

 

3.2. Normalización de potencia y filtrado IRS 

Frecuencia (Hz) Amplitud (dB) Frecuencia (Hz) Amplitud (dB) 

0 -200 300 6 
50 -40 350 8 

100 -20 400 10 
125 -12 500 11 
160 -6 ( 600 - 3250) 12 
200 0 3500 4 
250 4 >= 4000 -200 

Tabla 3.1: Valores de la respuesta en frecuencia del IRS 
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Figura 3.3: Proceso de alineamiento 
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3.3. 1. Tratamiento previo y filtros de entrada 

3.3.2. Alineación basada en envolventes 
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Figura 3.5: Proceso de división de las articulaciones. 
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3.4. Modelo de percepción 

Figura 3.6: Esquema general del modelo de percepción 
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Figura 3.7: Deformación del eje de frecuencias a la escala bark 

Figura 3.8: Factores de corrección en el proceso de deformación del eje de frecuencias 
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3.4.4. Compensación parcial de la densidad de potencia de la altura del 
sonido de la señal de referencia para la ecualización de la función de 
transferencia 

3.4.5. Compensación parcial de la densidad de potencia de la altura del 
sonido degradada para tener en cuenta variaciones de la ganancia en función 
del tiempo entre la señal de referencia y la degradada 
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3.4.5. Cálculo de las densidades de sonoridad 
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Figura 3.9: Valor de la potencia Zwicker en función de la frecuencia 
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3.4.6. Cálculo de la densidad de perturbación 
 

 

 

 

 

3.4.7. Multiplicación por un factor de asimetría 
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3.4.9. Puesta a cero de las perturbaciones de trama en las tramas durante las 
cuales el retardo aumenta apreciablemente y realineación de intervalos 
malos 

3.4.10. Obtención de los indicadores de perturbación finales y de las notas 
PESQ y MOS-LQO 
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Figura 3.10: Algoritmo de obtención de los indicadores finales de perturbación 
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4. Metodología de evaluación de los 
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Figura 4.1: Esquema de evaluación de los vocoders 
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SPTK 

 

39 coeficientes mel-cepstrum 

 

1 coeficiente del pitch 

STRAIGHT 

 

39 coeficientes mel-cepstrum 

 

1 coeficiente del pitch 

 

5 coeficientes de aperiodicidad 

 

 

5 

 

AHO-coder 

 

39 coeficientes mel-cepstrum 

 

1 coeficiente del pitch 

 

1 coeficiente de la MVF 

Figura 4.2: Parámetros extraídos de cada vocoder 
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5. Resultados 
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Figura 5.1: Valores de calidad MOS-LQO obtenidos para los 3 vocoders 
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Grupo 

SPTK 

MOS-LQO/desv.std 
STRAIGHT 

MOS-LQO/desv.std 
AHO-coder 

MOS-LQO/desv.std 

 

Hombres 

 

 
3.2186/ 0.2993 

 
3.3623/ 0.3168 

 
3.4659/ 0.2450 

 

Mujeres 

 
2.9887/ 0.2378 

 
3.6294/ 0.2083 

 
3.5666/ 0.1816 

Hombres entre 18-

30 años 

 
3.1741/ 0.3081 

 
3.3299/ 0.3339 

 
3.4459/ 0.2548 

Hombres entre 31-

40 años 

 
3.3032/ 0.2609 

 
3.4198/ 0.3098 

 
3.5144/ 0.2279 

Hombres entre 41-

55 años 

 
3.2464/ 0.2912 

 
3.3867/ 0.2652 

 
3.4681/ 0.2288 

Mujeres entre 18-

30 años 

 
3.0107/ 0.2331 

 
3.6373/ 0.2024 

 
3.5685/ 0.1762 

Mujeres entre 31-

40 años 

 
2.9972/ 0.2300 

 
3.6481/ 0.1987 

 
3.5838/ 0.1894 

Mujeres entre 41-

55 años 

 
2.9242/ 0.2458 

 
3.5907/ 0.2270 

 
3.5445/ 0.1850 

Tabla 5.1: Valores de calidad clasificados en grupos según la edad y el sexo 
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Figura 5.2: Medidas de calidad adicionales 
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Grupo 

SPTK orden 24 de 

los mel-cepstrum 

MOS-LQO/desv.std 

SPTK sin 

excitación 

mezclada 

MOS-LQO/desv.std 

STRAIGHT 

MOS-LQO/desv.std 

 

Hombres 

 

3.1225/ 0.2474 3.1400/ 0.2991 3.3769/ 0.3134 

 

Mujeres 

2.9881/ 0.1960 2.9468/ 0.2375 3.6530/ 0.2109 

Hombres entre 18-

30 años 

3.1017/ 0.2483 3.1014/ 0.3044 3.3494/ 0.3288 

Hombres entre 31-

40 años 

3.1655/ 0.2365 3.2155/ 0.2713 3.4306/ 0.3081 

Hombres entre 41-

55 años 

3.1322/ 0.2500 3.1621/ 0.2957 3.3926/ 0.2676 

Mujeres entre 18-

30 años 

2.9778/ 0.1872 2.9722/ 0.2327 3.6633/ 0.2010 

Mujeres entre 31-

40 años 

3.0170/ 0.2076 2.9490/ 0.2313 3.6672/ 0.2052 

Mujeres entre 41-

55 años 

2.9852/ 0.2032 2.8804/ 0.2431 3.6126/ 0.2352 

Tabla 5.2: Medidas de calidad adicionales clasificadas en grupos según la edad y el sexo 



36 

 

6. Conclusiones y líneas futuras 
 

 

 

6.1. Conclusiones del trabajo 
 

 

 

6.2. Líneas futuras 



37 

 

  



38 

 

Bibliografía 
 

 

 

 


	DD: FERNANDO MARTÍN LANA
	con n de DNI: 77131070H
	Título 1: Evaluación perceptual de vocoders para síntesis de voz basada en HMM
	Fdo: Fernando Martín Lana
	Grado/Máster: Grado
	fecha: a 5 de septiembre de 2015


