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RESUMEN:

El presente trabajo aborda un enfoque novedoso a la hora de laidentificacion de cargas
eléctricas de forma no invasiva, centrandose en cuantificar las prestaciones que una red
neuronal artificial puede alcanzar para el caso de usar dispositivos computacionales de
bajo consumo y medias prestaciones.

Basandose en laimpronta que cualquier carga eléctrica fija en la corriente que consume
se idea un sistema electronico capaz de, mediante una red neuronal, clasificar dicha carga
Unicamente capturando la onda de corriente en la acometida de cualquier usuario.

Empezando con una adquisicion detallada de los datos, se eligen aquellas
caracteristicas que se extraeran de la corriente asi medida y se analizan las posibles
técnicas de ahorro operacional y de adquisicidn de datos

Posteriormente se realizan comparativas entre diversos tipos de redes neuronales
artificiales en funcién de sus requerimientos de memoria frente a sus resultados
clasificatorios.
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1. INTRODUCCION

1. INTRODUCCION

1.1. MOTIVACIONES

Desde siempre me ha interesado la produccién, conversion y generacion de energia eléctrica. Mi
proyecto final de carrera versaba sobre calculos de centrales hidroeléctricas, obteniendo el caudal
optimo instalado segun el perfil del caudal disponible. Cuando tuve que elegir el trabajo fin de master
intenté profundizar sobre estos temas: energia, optimizacion y calculos, aplicando los nuevos
conocimientos y técnicas adquiridas.

Fruto de estas inquietudes surge este estudio que pretende avanzar un modesto paso mas en el
control de la energia.

1.2. OBJETO

El presente trabajo fin de master parte de estudios y técnicas para el reconocimiento de cargas
eléctricas mediante el analisis de la impronta que éstas generan sobre determinados parametros
eléctricos, medibles de forma no invasiva (por sus siglas en ingles N.l.L.M, non intrusive load
monitoring). De esta manera es posible conocer las cargas conectadas a un nodo eléctrico, sin
necesidad de intervenir aguas abajo de dicho nodo.

Esta informacion puede resultar Gtil tanto para el usuario final, que en cualquier momento puede
saber el consumo no sélo de su hogar, sino también de cada dispositivo tanto en tiempo real como
histérico, como para las compaiiias distribuidoras de energia eléctrica que podrian guiarse por la
informacion asi obtenida para mejorar el servicio (obviando distintos matices éticos referidos a la
intimidad de las personas).

Como se vera mas adelante, estos sistemas han sido ya desarrollados por muchos investigadores,
con diversas implementaciones de los algoritmos de reconocimiento (sistemas estadisticos, redes
neuronales, logica difusa, etc.).

Todos tienen en comun un esquema muy similar al de la figura 1

D Host PC Substation

Distribution
~—  Transformer
Non-intrusive
Load-monitoring
System —@ 3¢ Current Measurements

¢

3¢ Voltage Measurements

Common Bus

EEEEE N

[T TTTYPTPETEN

Load 1 Load 2 Load N

Fig. 1 Esquema genérico de un sistema N.I.L.M.

Estos sistemas aprovechan la gran capacidad y rapidez de los ordenadores personales para
ejecutar los algoritmos de reconocimiento en cualquiera de sus versiones y obtener y almacenar los
resultados.
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1. INTRODUCCION

Sin embargo, estos sistemas son voluminosos, caros y ellos mismos consumen una energia
considerable; por ello resulta ventajoso que el sistema de reconocimiento sea pequefio, consuma
poca energia y sea capaz de obtener resultados similares. Es en este matiz del bajo consumo en el
gue se centrara este estudio, por lo que los algoritmos y funcionamiento se orientaran hacia este
objetivo: conseguir un sistema de adquisicion, procesado y un algoritmo eficiente energéticamente
hablando.

El acondicionamiento, ensayos y obtencion de algoritmos se han realizado mediante scripts en
MatLab, anexados a este documento.

roc
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

2. ESTADO DE LA IDENTIFICACION DE CARGAS

Los sistemas NILM desde su concepcion [HART 92] han tratado de obtener el consumo, y por
tanto la potencia, desde la acometida o desde puntos de distribucion, y no midiendo directamente
en el electrodoméstico. Esto plantea el inconveniente de que la corriente que se puede medir en
esto lugares centralizados es una suma de corrientes de todas las cargas alli conectadas. Discernir
gué cargas estan conectadas y qué porcién de la corriente medida corresponde a cada cual es el
centro de las investigaciones en este campo.

En este punto se realizara un estudio de las diversas técnicas empleadas desde sus comienzos
hasta nuestros dias, haciendo especial hincapié en las técnicas relacionadas con las redes
neuronales, y su contraposicion a técnicas estadisticas o mas clasicas y a algoritmos heuristicos.

El sistema de identificacion de cargas (dado que no se mide cada carga individualmente, sino el
conjunto de ellas) se sustenta en la teoria de que cada carga imprime en la corriente consumida o
tensién soportada una “huella” que permite distinguirla del resto (disgregacion). Es la busqueda de
esta huella Unica que permita la identificacion, la que ha generado tan abundantes y variados
sistemas.

2.1. METODOS DE IDENTIFICACION

El sistema de identificacion propiamente dicho es el mecanismo por el cual al observar unas
determinadas medidas, se obtiene cierta informacion de lo que estd conectado aguas abajo del
sistema de captacion.

Esta informacion es extraida mediante diferentes métodos, que podemos clasificar en tres grupos
estudiados en los siguientes puntos:

e Métodos heuristicos.
e Sistemas estadisticos.
e Redes Neuronales y l4gica difusa.

2.1.1. METODOS HEURISTICOS

Se basan principalmente en la investigacién del funcionamiento de ciertas cargas, como se
comportan, y cémo son usadas normalmente. Suelen usar reglas l6gicas de uso y funcionamiento.
Debido al estudio del modo de funcionamiento, el resultado de los algoritmos no es en tiempo real,
sino que necesita de cierto tiempo de observacién del funcionamiento. La frecuencia de muestreo
suele ser baja. Usan pocos pardmetros para la identificacion.

[HART 92] propone el uso de un plano P-Q (potencia activa-potencia reactiva respectivamente;
figura 2).

700 I—
sea
Dehumidifler
£ seef
>
~ F ¢ water Pump
r (split)
480 [~
x F
g -
aQ 308 —
o F
E 200 E_ Ice Maker
¢ -
— L rator
& loa ¢ athroon
3 < Light ent Fan
e E — Iron
o o 5’1.:«. Light <
~1p@ SETTETEETE NIRRT ENTY N TR ERENE FETENTNETE IR RRRRAET
a 258 saa 758 lg@e 1258
REAL POWER (W)

Fig. 2 Plano de clasificacién P-Q
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

Y asemeja las cargas a MEF (Maquinas de Estados Finitos, figura 3) que siguen unas reglas

+1200W

1200w
-1200 W

Fig. 3 MEF de algunas cargas.

De esta forma se hacen corresponder los cambios producidos en la potencia con los estados de
la maquina. (50W+50W+50W-150W corresponde a la carga “c”)

[NORFORD 96] incluye el transitorio a ON como signatura a tener en cuenta en la clasificacion, y
propone usar las 6rdenes de los buses de comunicacion de la automatizacion, si la hubiere, para
conocer qué aparato se va a conectar.

Asi mismo, el sistema tolera cierto solapamiento (simultaneidad) de transitorios (figura 4)

400
3 ano
300 A
3 500
] E
3 203 = o0
= E
100 é 200 sttt
]
0 1 { B B R N B N S A B S R B B e e p 0 T T T 7T T T T =T
D 02 04 08 08 1 12 14 L6 18 2 O 02 04 06 08 1 12 14 16 18 2
Time, Seconds Time, Seconds
Fig. 8. Me:ejasurtd instant-start lamp-bank real-power transient, with v-sec- Fig, 10. Acceptable overlap of v-sections between lamps and a motor,
tions noted.
400 'E BO0
" J
300 3
E 2 400
.3 z
3 200 ;
E 200
100 3 { [
3 0 T T
ST e , b 02 04 06 0B 1 12 14 16 18 2
0 02 04 06 0B 1 1.2 14 16 1B .
Time, Seconds . Time, Sec‘clldsf )
Fig. 9. Measured induction-motor real-power transient, with v-sections Fig. 11. Intractable overlap of v-sections.
noted.

Fig. 4 Solapamiento en los transitorios

Este sistema no es capaz de solucionar el problema de cargas lentamente variables. Para
solucionarlo propone medir los fendmenos responsables de ésta variacion en la carga (temperatura,
presion, caudal...).
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

Mejorando el sistema de reconocimiento basado en el régimen permanente y para separar mas
las clases que se identifiquen, [LAUGHMAN 03] amplia el plano P-Q a un espacio tridimensional,
figura 5 con la inclusion de una dimension relacionada con el contenido arménico.

-100

80 + Incandescent Light Bulb Turn-On
* Computer Turn-On
+ Incandescent Light Bulb Turn-Off

Computer Turn-Off

AQ: Var

A3rd Harmonic
(In Phase
Component) e

+ Incande:

—200 —150 —100 -50

50 100

150 200

Computer Turn-Off

nt Light Bulb Turn-On
On
ight Bulb Tum-Off

+ Incandescent Light Bulb Turn-On

« Computar Tum-On

+ Incandescant Light Bulb Turn-Off
Computer Tum-Off

™60 150 10 S0 0 50 100
c (in-Phase Component)

Fig. 5 Ampliacion del plano P-Q a espacio P-Q-D

[GILREATH 06] resuelve una técnica para cuantificar los armoénicos que producen cargas no
lineales, evitando la transformada de Fourier, aliviando los calculos y memoria necesarios. Para ello
usa una modificacion de la transformada de Concordia, en la que el centroide (figura 6) se desplaza

del origen.
7] 13 (b} o-fi ransformed sinals
] Centroud position
* : 20
. _ | Camtroid (0.00, 7.5}
01 . 15
| ° : N
] = 10 J
. /] *
-10 4 5 /
-15 T T T T ! 13 ' j ' ' 0 T T 1
0 10 0 1 0
15 W 50 WIS ;' » w0 y
ar Top

Fig. 6 Resultado de la modificacién de la trasformada de Concordia.

Este sistema no es un clasificador propiamente dicho, pero se incluye en este estudio debido a

gue podria ser un complemento de los sistemas no intrusivos.

En esta tabla 1 se consigna un resumen de los métodos expuestos:

o Distincién Distincién
plsimr cargas cargas Modo
Signaturas Régimen de analisis cargas gas 9 o
e conexion lentamente Identificacion
multiples N .
simultanea variables
[HART 92]: Admlyama, Permanente Si No No Re,g'?s
Arménicos heuristicas
No Cambio de
[NORFORD 96]: P,Q Permanente/Transitorio Si Si .medlal/
distancias
vectoriales
[LAUGHMAN 03]; PQD Permanente/Transitorio Si Si Si Minimos
cuadrados
[GILREATH 08 | neutro Permanente Transformada
Concordia

Tab. 1 Resumen métodos heuristicos.
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

2.1.2. METODOS ESTADISTICOS

Los métodos estadisticos difieren respecto de los vistos; mientras que en los ejemplos anteriores
el reconocimiento de las cargas se realiza basandose en algoritmos guiados por la experimentacion,
usan reglas mas o menos empiricas y analizan las curvas temporales de las signaturas, los métodos
estadisticos emplean una fuerte carga de cOmputo matematico, y funciones mas o menos actuales.
Hacen uso del desarrollo que han experimentado las ramas de la estadistica y la probabilidad en el
campo de la mineria de datos.

En [LIN 10] el reconocimiento se produce usando un filtro bayesiano (figura 7) que calcula la
posibilidad de que se dé el estado At dadas las observaciones desde O: hasta O: Asi mismo
compara los resultados con diferentes versiones del mismo y con otras técnicas como KNN (K
nearest neighbors), .Naive Bayes, SVM (Supported Vector Machine).

state

observation

t-1 t

Fig. 7 Esquema filtro bayesiano

El resultado arrojado por el método del filtro bayesiano discretizado es superior en una
comparacién general (OA) al resto presentado con un 86.4%.

[RAHIMI 11] Experimenta con la distancia de Mahalanobis para el reconocimiento de una Unica
carga, en régimen permanente y sin que ésta pueda variar lentamente. La precisién es del 100%.

[WANG 12] toma la corriente eficaz y la asemeja a figuras geométricas simples como se aprecia
en la figura 8, de forma que almacenar y tratar esa informacion resulta mas liviano, desde el punto
de vista de la computacién. La frecuencia de muestreo es muy baja, 10Hz.

B .
B .
7
Bl Feakvakia Paakvalua |
= \ i Rectangule
£ 5+ 1 N
Dl'_i_ a Triangul = I.:’:'-, Ill.' \, Seadpalus |
i L 4 b StartlimeMexl stabe)
g ‘,q JiXy Il'll X ¥ ¥ 2
L " Staritime | Y
a ." '._‘ _— |I I-' "'.‘:
\ aglelap -l
y | Sattime I.l'1‘r.-a[=llme \ | II.F'-‘?I“"'“ iy
fo ! I/ g |
ok i NN , \r Y | N | |
a 5 o _ 15 20 25
Timg

Fig. 8 Segmentacion de la corriente en triAngulos y rectangulos

También plantea una primera clasificacion en cargas muy variables, variables y poco variables.
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

El siguiente cuadro (Tab 2) resume las técnicas estadisticas

Distincion Distincion cargas Distincion cargas
. - i - Modo
Signaturas Régimen de analisis cargas conexion lentamente Identificacion
multiples simultanea variables
Potenciai-7
Pmed
Pmax
[LIN 10] Prms Permanente Si No No Filtro
Ppesviacion estandar bayeS|ano
PFaclor Cresta
Pmax/ Pmed
Lugar de Prmax
Distancia
[RAHIMI 11] P.Q Permanente No No No Mahalanabis
[WANG 12] Irms Vims, P Permanente/Transitorio No No No Mean-shift
[YUN12] P Permanente No No No Fuzzy Logic

Tab. 2 Resumen técnicas estadisticas.

2.1.3. REDES NEURONALES

Por Gltimo, veremos los sistemas de reconocimiento de cargas que usan redes neuronales. El
sistema es parecido a lo ya visto, salvo que el procedimiento de clasificacién es realizado por una

red neuronal.

Contrariamente a lo que pueda parecer, los sistemas basados en redes neuronales no son
sistemas recientes, sino que ya desde los primeros momentos en los que aparecen los estudios
para la identificacién de cargas, afio 1992 en el que aparece la génesis de estos sistemas con la
publicacién de [HART 92], se empiezan a usar estas redes para la identificacion, como demuestra
la publicacién del trabajo en 1994, tan solo dos afios después, de [ROOS 94]

[ROOS 94] utiliza un sistema tal y como hemos comentado de recoleccion de datos en la
acometida y son tratados siguiendo estos procesos.

e Captura de datos en formato vector.
e Preprocesado y filtrado; en caso necesario se separa en trozos mas significativos.

e Extraccién de informacién, eliminando redundancias y disminuyendo asi la dimension.
¢ Clasificacion por la red neuronal previamente entrenada.

La red neuronal usada para la clasificacion es una red de perceptrones multicapa, entrenados
mediante la técnica de back propagation, de forma tal, que se realiza una clasificacién en cascada
segun el esquema de la figura 9:

INDUSTRIAL LOADS

+ SYNC. MOTORS

RESISTVE
+ HEATERS

iNUN—uNEAR I

»IND. MOTORS

* HEATERS

I 1
[woucTve] [coonrer vaLTace ]

- DC MOTORS

I ALTERNATING CURRENT I

[
[V POWER ELECTRONIC CONVERTER INTERFACE |

[DRecT ac connection]

LEVEL 1

LEVEL 2

LEVEL 3

[ T
LINE LOAD FORCED
COMMUTATED || COMMUTATED | |COMMUTATED

|
AC POWER
CONTROLLER

MAGNETIC | | APPUANCE
SATURATION

DEPENDENT|

PROCESS
DEPENDENT

| Leve 4

HOIST DRVES

« CYCLOCONVERTER

*CSIAC DRVE - VSl AC DRWVE

ERS
RIVE:

+ TRANSFORMERS - FLUORESCENT » ARC FURNACES
= MOTORS

LIGHTS

Fig. 9 Red en cascada de perceptrones clasificadores en niveles
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

A cada nivel le corresponderia un perceptron.

En el afio 2007 se publica [PATEL 07]. La adquisicién se realiza en cualquier punto de circuito
eléctrico sensando Unicamente la tensién. La signatura utilizada para la deteccién es el ruido
eléctrico que se produce en el encendido y en el apagado de los dispositivos. Este ruido se propaga
por todo el circuito y es capturado en cualquier toma de corriente perteneciente al mismo capturando
un vector de frecuencias y amplitudes asociadas.

Este vector se preprocesa mediante FFT (Fast Fourier Transform) y se aplica a una red neuronal
del tipo SVM (Support Vector Machine) entrenada. El nUmero de ejemplares para el aprendizaje
ronda los 3000.

[YANG 07] comparan dos métodos de aprendizaje neuronales para obtener cual es el 6ptimo para
la clasificacion de cargas:

e Learning Vector Quantization.
e Back Propagation

ambos aplicados a un Perceptron Multicapa. El resultado es una supremacia del aprendizaje Back
Propagation sobre el primero; otra conclusion obtenida es que la energia del transitorio a ON se
mantiene practicamente constante en cada conexion de la carga y para la conexion con cualquier
angulo de la tension de red.

[TSAI 11] optimiza una faceta de la identificacion. Hasta ahora, las medidas que se presentaban
al sistema de identificacion eran elegidas por el disefiador en base a pruebas realizadas y la propia
intuicion. En este articulo, esta tarea se realiza usando GA (algoritmos genéticos). Asi de una
poblacion de posibles medidas (corriente, potencia, pico de corriente, armodnicos...) se extraen
aquellos individuos que proporcionaran mayor informacion para el reconocimiento. La funcion fitness
de este GA es el criterio de Fisher.

También realiza una comparacién entre los sistemas de identificacion KNNR (K Nearest Neigbor
Rule) MLP con BP y MLP con LVQ. El elegido es el KNNR, debido a su sencillez y eficacia (98%).

[LIN 12] es el Gltimo articulo relacionado con la identificacion de cargas. En este articulo, el sistema
de identificacién es un reconocedor de patrones neuro fuzzy con Linguisitc Hedges.

Se expone a continuacion la tabla 3 como resumen de las redes neuronales.

e Distincion Distincion
Distincion
Si - . cargas cargas Modo
ignaturas Régimen de analisis cargas . N
o conexion lentamente Identificacion
multiples M— .
simultanea variables
I,P,Contorno
[ROOS 94] Impedancia, Permanente i No No Red
arménicos de |, Perceptrones
THD de P
Depende
[PATEL 07] \Y Transitorio Si tiempo entre Si SVM
evento
[YANG 07] P.Q,V.l.Vio ko, Permanente/Transitorio Si Si Si Perceptron +BP
Vb, b, Us,Up
[CHANG 10] P,Q,Us Permanente/Transitorio Si Si Si Perceptron +BP
[TSAI11] IRvs, Ipp, Prrans Transitorio Si No No K-NNR
|Fac|0r Cresta,
[LIN 12] Periodo Transitorio Si No No NeuroFuzzy+LH
Transitorio

Tab. 3 Resumen redes neuronales.
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2. ESTADO DE LA IDENTIFICACION DE CARGAS

2.2. ELECCION DE LA LINEA DE INVESTIGACION

Se han visto las principales lineas de investigacion concernientes a los sistemas de monitorizacion
de cargas de forma no intrusiva y los logros obtenidos por cada uno de ellas. A la vista de los
resultados, no se puede decir que ninguno de los tres principales métodos (heuristico, estadistico,
redes neuronales) posea una supremacia sobre los otros. Sin embargo, ajustdndonos a los
requerimientos de bajo consumo expuestos podemos declinarnos por uno de ellos.

Los sistemas heuristicos a priori requieren de menos carga computacional, menor frecuencia en
el muestreo de las caracteristicas que adquieren; por el contrario, precisan de una mayor
intervencion externa para fijar reglas légicas o introduccion de normas de funcionamiento, siendo
menos versatiles. Los sistemas estadisticos requieren de una fuerte carga computacional para la
obtencion de resultados, siendo semejantes en cuanto al nimero de signaturas a las redes
neuronales. Las redes neuronales, por su parte, requieren de una carga computacional media
(dependiente de la red y la configuracién) permitiendo ser facilmente implementadas en
computadores de rango medio, de propésito general. Se elegiran las redes neuronales como modelo
de reconocimiento.

Otros parametros importantes que definen el sistema son las signaturas elegidas y la frecuencia
de muestreo que se tratard mas adelante sobre ellas.

Un pilar fundamental sobre el que se basa este trabajo es el realizado por [TSAI 11], debido a que
usa gran cantidad de parametros extraidos de la forma de onda de la corriente, el uso de algoritmos
genéticos en la eleccion de signaturas y su comparativa entre redes neuronales.

mﬁ‘
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3. SISTEMA ADQUISICION

3. SISTEMA ADQUISICION

El sistema fisico de adquisiciéon sigue un diagrama de bloques como el descrito en la figura 10:
adquisicion, acondicionamiento, digitalizacion y envio para el almacenamiento. Segun los sistemas
vistos, estos bloques varian poco en cuanto a su funcionalidad, diferenciandose en las prestaciones
conforme el paso de tiempo.

SENSOR | FILTRO Y\\

ADC WIFI WIFI BEDD

SENSOR W

Fig. 10 Diagrama de bloques del sistema.

Es necesario obtener ciertos parametros que constituiran las entradas a la red neuronal. Debido
al compromiso de realizar un sistema de medias prestaciones, se usara como base el mismo sistema
de adquisicion que se usara para implementar el procesamiento, acercandose al sistema real y
evitando la incertidumbre que podria provocar el paso del entorno de laboratorio al entorno real.

A continuacién describiremos el sistema fisico completo utilizado.

3.1. ADQUISICION

La onda de corriente sera obtenida mediante transformador de corriente tipo “pinza amperimétrica”
modelo SCT0400-025 de MAGNELAB; proporciona una tension de 0.333V a 25 Amperios de fondo
de escala y fue sometida a una prueba de atenuacién de sefal, ya que el fabricante especifica la
frecuencia méaxima de operacién en 400Hz por debajo de la de adquisicion como se vera.

De la tension, s6lo se capturaran los pasos por cero de la misma mediante un transformador
230V/3.7V 4.8VA modelo ACP-7E de NOKIA para determinar el desfase corriente-tension de la
carga.

3.1.1. ENSAYO TRANSFORMADOR DE CORRIENTE

MATERIAL:

Fuente de potencia
Transformador de corriente SCT0400-25 (MAGNELAB)
Resistencia de potencia

[ ]
[ ]
[ ]
e Osciloscopio
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3. SISTEMA ADQUISICION

DESCRIPCION:

Debido a que la frecuencia maxima de trabajo de la fuente es de 500Hz, por debajo de 2500Hz,
la frecuencia de muestreo (como se vera mas a delante), resulta imposible establecer una relacién
de ganancia directamente. Por ello, se excitara el esquema de la figura 11 en dos fases tal como se

explica:
( j. SCT0400-25

@) Vees —

0sC.

Fig 11 Ensayo del transformador de corriente.

Primera fase: excitacion mediante senoides de frecuencias 50, 100, 500Hz

Viuente:110Vpico senoidal.

Fruente: 50,100Hz Yy 500Hz

R: Resistencia ceramica de 10Q 5%
IL:11Apico.

Se obtiene los siguientes valores de pico de la tabla 4:

Frec.(Hz) Vsensor (mV)

50 146
100 146
500 146

Tab. 4 Resultado del ensayo del transformador
de corriente primera fase.

No se aprecia atenuacion.

Segunda fase: Excitacion mediante una onda cuadrada de tensién comprobando que la
respuesta frecuencial de la onda obtenida en el sensor no contiene atenuaciones en la banda de
interés (despreciando la inductancia real de la resistencia).

Con los siguientes datos:

Vfuente:110Vpico

Ffuente: 500Hz

R: Resistencia ceramica de 10Q 5%
IL:11Apico.

Se obtienen los siguientes valores, mostrados en Tabla 5, para las frecuencias armonicas de la
fundamental en valores normalizados:
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3. SISTEMA ADQUISICION

Frec.(Hz) Vfuente Vsensor Vfuente/Vsensor
500 1.0000 1.0000 1.0000
1500 0.3133 0.3043 0.9713
2500 0.1500 0.1408 0.9387
3500 0.1129 0.1033 0.9149
4500 0.0931 0.0821 0.8819
5500 0.0689 0.0549 0.7968
6500 0.0619 0.0419 0.6770
7500 0.0537 0.0277 0.5155
8500 0.0438 0.0138 0.3154

Tab. 5 Resultado del ensayo del transformador de corriente.

La figura 12 muestra el resultado del ensayo

u_
X: 1500
Y:0.9713 !

Vfuente/Vsensor

© o o o o

ol ()] ~ [00] ©
T T T 7 T
1 1 1 1

o
»
T
1

0 2000 4000 6000 8000 10000
Frecuencia (Hz)

Fig. 12 Resultado del ensayo del transformador de corriente.

Como se puede apreciar existe una ligera atenuacion hasta la frecuencia de 4500Hz
pronuncidandose a partir de la misma. Para la frecuencia de Niquist la ganancia resulta ser superior
al 0.9

Tercera fase: excitacién mediante senoide de frecuencia 50Hz, para determinar el desfase entre
la onda de excitacién y la onda resultante; el resultado es un desfase de 6.3°.
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3. SISTEMA ADQUISICION

3.1.2. ENSAYO TRANSFORMADOR DE TENSION

MATERIAL:

¢ Transformador de tension ACP-7E (NOKIA)
¢ Osciloscopio

DESCRIPCION:

Se somete al transformador a un ensayo de desfase entre bobinados segun el esquema de la

figura 13.
230V GD H 3.7V GD
0sC. 0sC.

Fig. 13 Ensayo del transformador de tensién.

El resultado es un desfase de 4.95 grados

3.2. ACONDICIONAMIENTO, DIGITALIZACION Y ENVIO

El sistema se basa en la placa comercial Flyport WIFI de OpenPICUS, que consta de un
microcontrolador, un regulador de tension, y un modulo wifi; a esta base hardware se le dota de una
placa aneja (figura 14) que es la encargada del acondicionamiento de sefial. El Flyport realiza la
conversion digital, y la comunicacion a PC para el almacenamiento de los datos. Mediante el
transformador de campo magnético a tension conectado a J2 se realiza el muestreo de la forma de
onda de la corriente; un transformador de tensién conectado a J1 registra la onda de tension:

42

R1=18KL
RIm 24K
R = 10K
R4 = Z0KO
RE= KL
RE = 10HKD
R = X80K0
RE = 100K0
©1®0,004TuF
CIm0.01uF

T3 F

E
l
-tl—ﬁzI u||—34j\:]«\——]?w—|z_'f

Fig. 14 Esquema de la placa acondicionadora de sefial.
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3. SISTEMA ADQUISICION

El amplificador operacional esta configurado como filtro Sallen Key de segundo orden con
fc=1223.5 Hz y amplificacion de 3 (figura 15). La masa virtual necesaria para elevar las sefiales
provenientes del sensor (+0.333Vyico) ¥ que sean positivas a fin de usar el amplificador con
alimentacion simple resulta del punto medio del divisor resistivo formado por R6 y R5, con un valor
de 0.3V sobre la masa de alimentacion. Esto permite usar el sistema para cargas de hasta 5.18Kw.

Eodeliagaram
Haanitude[dE]
orrnann orrnnn orrrnn orrnnn Lo
_ _ - -1 1] 1] orrnnn Lo
o Lorrnnn [T W orrnn
o Lorrnnn [T [ 1 orrnn
_3'] 1 11 1 1111 1 11 1 1111 1 11 1 1111 1 11 1 111 1 11 1 1111
orrnann orrnnn orrrnn orrnnn Lrrnn
o Lorrnnn [T orrnnn 1 i
L en Lo L1 L1 NI [ AT
[REI Lorrnnnn orrrnn R I
orrnann orrnnn orrrnn orrnnn Lo
Lag RN L an L in L RN
1ED 10E0 100ED 1E3 10E3 100E3
Frequenca[Hz]
Fhase[deal
orrnann [ I A (IR orrnnn Lo
o Lorrnnn 1 Lo orrnnn orrnn
o Lorrnnn [ W orrnnn orrnn
L en AR TET R R Lo EEEETET N EEET
orrnann orrnnn R orrnnn Lo
o Lorrnnn [T orrnnn orrnn
o Lorrnnn [T orrnnn orrnn
L 120 Lo L1 L1 L L1
[REI Lorrnnnn orrrnn 11 1iin orrnnnn
orrnann orrnnn orrrnn 1oL Lo
o Lorrnnn [T [ 1 orrnn
L1za L L iann L iinn Lo e g
1ED 10EQ 100En 1E3 10E3 100E3
Frequency[Hz]
(clokauwa=-denzhi. jp

Fig. 15 Diagrama de Bode del filtro.

La digitalizacién la realiza el conversor de aproximaciones sucesivas de 10 bits incorporado en el
microcontrolador de la placa FlyPort; la referencia es externa al microcontrolador y de 2.048V. La
frecuencia de muestreo se fija en 2500Hz, maxima frecuencia de muestreo que ha soportado el
sistema sin pérdida de datos en la conexién WiFi entre el sistema de adquisicién y el
almacenamiento.
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3. SISTEMA ADQUISICION

3.3. ALMACENAMIENTO

Para la recepcion de los datos enviados mediante conexion WiFi, se dispone de un ordenador PC
con el programa MatLab encargado de la recepcion y almacenamiento de todas las ondas
capturadas. Posteriormente se procedera al analisis de estas sefiales (ANEXO Il y siguientes). La
tabla 6 resume los parametros caracteristicos del sistema fisico.

Fondo escala del sensor de corriente | 0.333Va25A
Sensor de corriente Ganancia 50Hz-1250Hz >0.9
Desfase 6.3°
V primario 230V
Transformador de tension V secundario 3.7 Vrms
Desfase 4.95°
Frecuencia corte del filtro 1223.5Hz
Margen de fase 68.2° a 1780Hz
Acondicionamiento Ganancia filtro 3
Masa virtual 0.3V
Potencia méxima medible 5.18Kw
Ne° Bits ADC 10
Digitalizacion Referencia 2.048v
Frecuencia muestreo 2500Hz

Tab. 6 Parametros del sistema.
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4. ANALISIS DE LOS DATOS

Una vez descrito el sistema de adquisicién, se realiza una base de datos con las sefiales
capturadas para su posterior analisis.

4.1. BASE DE DATOS

La base de datos consta de diversos ficheros en los que se han capturado la forma de onda de
corriente y pasos por cero de la tension de los electrodomésticos testados (tabla 7):

Designacion de carga s'i\lrr:ucl:tgrr?::s Potencia Nominal(W) Observaciones

Batl 1 750 Batidora

Bat2 1 750 Batidora

Bat3 1 750 Batidora

Expr 1 20 Exprimidor

Micr 1 800 Microondas

Sand 1 750 Sandwichera

Venl 1 60 Ventilador
MicrOnYSandOn 2 1550 Agregada de anteriores
SandOnYBat30n 2 1500 Agregada de anteriores
VenlOnYBat30n 2 810 Agregada de anteriores

VenlOnYMicrOnYSandOn 3 1610 Agregada de anteriores

Tab. 7 Poblacién de cargas.

Notas:

e Las cargas denominadas Batl, Bat2 y Bat3 se refieren a la misma batidora regulada mediante
mando deslizante y triac, en las posiciones mas baja, a la mitad de recorrido del mando y
en la posicién mas alta, respectivamente en vacio.

El exprimidor es usado normalmente (no en vacio) por lo que el par resistente es dependiente

de la fuerza ejercida en cada instante.

El microondas, a la vista del perfil de la corriente, sigue una secuencia de dos fases al aplicar
toda su potencia. Es usado en modo Quick (toda la potencia durante el maximo tiempo

posible).

Sandwichera usada normalmente.
Ventilador usado normalmente a la velocidad 3 (maxima velocidad).
Las cargas agregadas son una sucesién de conexiones y desconexiones en el orden indicado

por el nombre.
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4. ANALISIS DE LOS DATOS

4.1.1. PROCEDIMIENTO DE CAPTURA

Se realizan 10 trials por cada carga siguiendo el siguiente protocolo:
Protocolo:

e Comienzo de grabacion de datos.

e Espera de 3 segundos

e Conexion de la carga a la red.

e Espera de 3 segundos.

e Conexion de segunda o sucesivas cargas cada 3 segundos.

¢ Desconexion de la ultima carga conectada (orden inverso).

e Espera de 3 segundos.

e Desconexion de penultima o predecesoras cargas cada 3 segundos (orden inverso).
¢ Finalizacién de grabacion de datos.

Como resultado se obtienen 110 ficheros de datos, con al menos una conexion y desconexion por
carga. Ejemplo de un fichero es el de la figura 16 y detalle de la conexién de una carga agregada la
figura 17.

cargaVen1OnYMicrOnYSandOn
1200 T T T T T T

[Conexmn Sandwichera [ ‘ Desconexion Sandwichera ‘

Desconexion
Microondas

Conexién Mlcroondas
1000 en dos llempus

Conexion
Ventilador

Valor decimal de conversién

Desconexion
Ventilador
5 6

N° Muestras 4

Fig. 16 Corriente obtenida de un trial de la carga Ven10OnYMicrOnYSandOn.

cargaven10nYMicronYSandon
900 T T T T 7

800~ |

~

=}

S
T

=]
5
5
S
>
S
5
{?
g
>

Valor decimal de conversion
o
o
=)
T
+

N

o

S
T
s

300— T

2001~ T

16 1.65 17 1.75
N° Muestras 4

Fig. 17 Detalle de la conexion del microondas agregada a la sefial del ventilador.
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Las muestras con valor cero son ficticias y se han intercalado durante el muestreo para indicar el
momento del paso por cero de la tension. Posteriormente serdn separadas, marcando asi el desfase
corriente-tension.

Como se observa del protocolo, no se han tenido en cuenta conexiones simultdneas de cargas.

Otro aspecto a destacar es la diferencia del transitorio al régimen permanente, lo que proporciona
informacién valiosa del electrodoméstico conectado como constatan [NORFORD 96], [LAUGHMAN
03] WANG 12] [YANG 07] [TSAI 11] [LIN 12].

4.2. PROCESADO

Las ondas asi capturadas, se someteran a un acondicionamiento de la sefial para posteriormente
obtener las caracteristicas para las entradas de la red neuronal. El cédigo de esta simulacion de
procesado puede consultarse a partir de la linea 150 del ANEXO II.

4.2.1. EXTRACCION DEL PERIODO DE FUNCIONAMIENTO

Como se ha visto en la descripcion del protocolo, existe un periodo entre el comienzo de captura
y la conexion de 3 segundos (al igual que en la desconexion) y de funcionamiento en régimen
estacionario antes de la conexion de otro dispositivo. Hay que identificar el momento de éstos
eventos a fin de extraer los intervalos en los que Unicamente estan la o las cargas de interés. En el
caso de cargas Unicas, el intervalo de interés es el correspondiente al estado de conexion
(incluyendo el transitorio); en el caso de cargas agregadas, el intervalo es el correspondiente a estar
todas las cargas conectadas a la vez. Se siguio inspeccion visual para determinar el momento de la
conexioén y desconexion. En el ejemplo de la carga batidora en la velocidad media (Bat2) se puede
sefialar como momento de la conexion el sefialado en la figura 18. Aplicando el mismo criterio a las
cargas no agregadas y agregadas, se obtienen el periodo de ON (ANEXO Il lineas 150-164).

6501 T T T T T T T T ]

600 — —

350 1

I a o
a =} @
S =) =)
| T T
1

Valor decimal de conversién

N

o

=]
T
1

300 | —

[ (i i [ [ [

3500 3600 3700 3800 3900 4000 4100 4200 4300
N° Muestras

Fig. 18 Detalle de la conexion de la carga Bat2.
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4.2.2. EXTRACCION DE LOS PASOS POR CERO DE LA TENSION.

Como se ha mencionado, para no sobrecargar el canal WiFi, no se envia la sefial completa de
tension, sino que mediante un algoritmo de comparacion y filtrado en el microcontrolador se
determina el momento del cruce por cero con tendencia decreciente de la misma, momento en el
gue se incluye un valor cero en los datos de la onda de corriente. De esta manera queda registrado
y sincronizado el cruce por cero de la tension. Por lo cual, ahora es necesario eliminar ese registro,
guardando el valor que ocupaba en la secuencia para posteriormente obtener el corriente-tensién
tal y como se ilustra en el siguiente esquema de vectores (tabla 8) (ANEXO Il lineas 373-413):

indice n | ntl | n+2 | n+3 | n+4 | n+5 k | k+t1 | k+2 | k+3 | k+4
Valor 454 | 485 0 487 | 492 | 500 450 | 462 0 470 | 478
onda
indice n | ntl | n+2 | n+3 | n+4 | n+5 k | k+t1 | k+2 | k+3 | k+4
Valor 454 | 485 | 487 | 492 | 500 450 | 462 | 470 | 478
onda
Pasos
por n+2 | k+2
cero

Tab. 8 Esquemade la extraccion de pasoso por cero.

4.2.3. EXTRACCION DE LOS PASOS POR CERO DE LA CORRIENTE.

Para la determinar cuando se producen los pasos por cero de la corriente se comienza eliminando
la componente continua de la sefial, mediante un filtro de mediana, el cual resta a cada punto, la
mediana de la totalidad de ella misma. A la vista de los resultados obtenidos en la figura 19 para la
carga Batl, determinar el momento del paso por cero resulta imposible debido a que la sefial puede
cambiar de signo varias veces en un periodo. Se opta por someter a la sefial a un filtrado digital,
gue permita determinar el momento del cruce por cero con pendiente negativa (ANEXO Il lineas

417-496).

30

20

10

Valor decimal de conversion

-30 1

[
1.235
N° Muestras

[ [
1.225 123

Fig. 19 Detalle de los pasos por cero de la corriente.
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“10 -

20H -

40 -

Ganancia (dB)

.60+

70+ -

[ [ [ i [l [ [ [ [
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Frequencia (kHz)

Fig. 20 Ganancia del filtro digital.

En la figura 20 se observa el diagrama de Bode de la ganancia del filtro; se ha optado por un filtro
paso banda con frecuencias de corte 40 y 60Hz tal y como se aprecia para obtener la componente
correspondiente a los 50 Hz. El resto de parametros del filtro se pueden consultar en el Anexo I.

El resultado de aplicar tal filtro a la carga BAT1 puede observarse en la figura 21 donde se ha
corregido el retardo de grupo correspondiente a 50 muestras. De esta sefal filtrada puede extraerse
el cruce por cero.

Valor decimal de conversién

[ [ [ [ L L
1460 1480 1500 1520 1540 1560
N° Muestras

Fig. 21 Corriente en crudo y corriente filtrada.

Para este tipo de cargas activadas mediante interruptores controlados, hay que notar que el
resultado no corresponde con el factor de potencia ni el &ngulo de la impedancia debido a que las
formas de onda de la corriente alimentadas mediante estos interruptores (tipo triac, etc) rompen con
la excitacion permanente sinusoidal, condicidn necesaria para que el factor de potencia coincida con
el desfase entre tension y corriente. Por tanto, este parametro es otra impronta de la corriente de la
carga, sin ser estrictamente un pardmetro convencional.
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A partir de estos datos, se obtiene el desfase entre las ondas de tension y corriente restando
ambos pares de ordenadas (posiciones del paso por cero de la corriente y de la tension).

4.3. EXTRACION DE CARACTERISTICAS

A partir de este momento, la onda se encuentra preparada para extraer las caracteristicas que
serviran como entrada a la red neuronal; han sido seleccionadas en su mayoria siguiendo el criterio
de [TSAI 11], otras debido a que han sido elegidas por la mayoria de las fuentes consultadas,
mientras que algunas han sido escogidas a criterio del autor del presente.

Valor eficaz.

Centroide del patron de Concordia modificado.

Amplitudes de espectro del primer, tercer y quinto armonico.
Valor de pico.

Valor a cuarto de onda.

Desfase corriente-tension.

El archivo resultante del acondicionamiento de la sefial tras haber obtenido el periodo de
funcionamiento, extraidos los pasos por cero de la tension y eliminada la componente continua se
divide en ventanas de ciclos completos con el fin de obtener por una parte, una cantidad de sefial
significativa sobre la que operar al ser mayor de un Unico ciclo, y por otra parte, obtener una gran
cantidad de muestras o individuos.

Se ha fijado un ancho de ventana de 10 ciclos completos de sefial.

4.3.1. CALCULO DEL VALOR EFICAZ

El valor RMS de la onda se calcula mediante la siguiente férmula:

Siendo N el numero de muestras por ventana e igual a 500. (Frecuencia de muestreo dividido por
50 ciclos por segundo de la red y multiplicado por el ancho de ventana: 10) (ANEXO Il lineas 893-
1164).

4.3.2. CENTROIDE DE CONCORDIA
Haciendo uso de las caracteristicas del centroide de los patrones de la Conversién de Concordia
modificada, [GILREATH 06], se puede obtener informacion del contenido arménico de la onda.

Para ello es necesario tener un sistema trifasico equilibrado; puesto que no es el caso de estudio,
se genera un sistema trifasico ficticio, triplicando la onda de corriente, posteriormente desfasandolas
y eliminando las muestras sobrantes del desfase (Figura 22) (ANEXO Il lineas 893-1164).
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25~

20

15

10

&)

Valor decimal de conversién

-10
-15
201t |

-25

[ [ [
100 110 120

L L L L
130 140 150 160
N° Muestras

[ [ [
170 180 190

Fig. 22 Sistema trifasico ficticio.

Posteriormente se calcula la transformada de Concordia segun estas formulas:

. 2. 1. 1.
lg = §la_\/_glb _\/_6lc
1 1

lp = 75iy = e

Siendo ia, ib € ic la onda de corriente original y las desfasadas.

Se realiza la modificacién de la transformada propuesta en el articulo, tomando valor absoluto
alguna de las coordenadas ia 0 ig, Obteniendo asi los pares [iq, |ig|]] 0 bien [|ia|, ig].

En lafigura 23 se puede ver una comparativa entre los contornos obtenidos mediante este método
para la carga agregada de ventilador, microondas y sandwichera (a) y la teérica mostrada en el

articulo mencionado.

500 T T : T T : T . .
450 , 20 7
2001 i Centroid (0.00, 8.11)
15 7 e
350~ J 7 ™~
300 R o / \
ézso— 1 _?« 10 ( )
200 i - ] e \\\
150 i J \
100 , \
0 T T T 1
50 ,
T S R ) -20 -0 0 10 20
lalfa tor
Fig 23 a) Fig 23 b)

Fig. 23 Comparativa entre contornos
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A continuacion se obtiene el centroide de estos contornos mediante las formulas:

I'Vliai

Cq ==2"—"4%
=N

CB_Z’Q’:lIimI
N

Donde Ca y Cp (Cbeta) son las coordenadas del centroide para los ejes a y B respectivamente, i«
e ip los valores instantaneos de la onda capturada y N el total de muestras para una captura.

Estos pares de coordenadas del centroide seran las correspondientes entradas de la red neuronal.
El espacio creado por todos los individuos centorides para las diferentes cargas puede observarse
en la figura 24
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Fig. 24 Espacio de centroides

4.3.3. TRANSFORMADA DE FOURIER

Otras caracteristicas que se obtienen de la sefial es la potencia de los arménicos. Para ello se
calcula la transformada de Fourier para el arménico fundamental o primero, tercer y quinto. En la
figura 25 se puede ver como la carga microondas (a) presenta cierto contenido arménico de tercer
y quinto arménico, mientras que en la carga batidora2 (b) el contenido es mucho mayor, con escasa
diferencia entre quinto y tercero (ANEXO Il lineas 893-1164).
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Fig. 25 Potencia de la transformada de Fourier. Rojo: 1° armdnico. Verde: 3° armdnico. Azul: 5° arménico.
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Por cargas, podemos apreciar las potencias del primer, tercer y quinto armonico en las figuras 26
27 y 28 respectivamente.
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Fig. 26 Boxplot potencia del primer arménico por cargas.
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Fig. 28 Bloxplot potencia del quinto armdnico por cargas.
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4.3.4. VALOR DE PICO

El valor de pico se elige como el méximo valor de cada ventana o individuo. En la figura 29 se
puede observar la variabilidad de los resultados (ANEXO Il lineas 1165-1364).
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Fig 29 Boxplot del valor de pico referido a cada carga.

4.3.5. VALOR DE INTER SEMIPERIODO

Este parametro es el valor de la onda de corriente en la posicién correspondiente a la maxima
diferencia que existe entre una onda sinusoidal pura, y otra sinusoidal afectada por una distorsion
de tercer armaonico igual a una onda cuadrada. Para calcular esta posicion, se resta punto a punto
(figura 30(b)) una sinusoide de amplitud unidad, menos la composiciéon de esa misma sinusoide mas
el tercer armonico de una onda cuadrada de amplitud unidad (figura 30(a)). Es decir, a un décimo
aproximadamente del periodo completo; intenta ser una medida de la distorsién producida por el
tercer armonico, de forma que ese valor diferird del valor de una sinusoide pura en tanto en cuanto
aumente el contenido de ese tercer arménico(ANEXO Il lineas 1165-1364).
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Fig. 30 Eleccion del valor inter semiperiodo.

Para el caso de las sefiales de corriente, este valor en posicion obtenida es dividido por el valor
de pico obteniendo estos resultados de la figura 31. El valor negativo proviene de haber elegido el
paso por cero en el momento decreciente, y por consiguiente el semiperiodo negativo.
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Valor de intersemiperiodo
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4.3.6. DESFASE TENSION CORRIENTE

31 Boxplot del valor de intersemiperiodo referido a cada carga.

Como se ha mencionado con anterioridad, se capturaron los pasos por cero de la tension, y se
sometid a la sefial de corriente a un filtrado para obtener un Unico punto de cruce por cero. El desfase
de tension y corriente se obtiene restando uno a uno cada punto asi obtenido. La figura 32 recoge

los resultados (ANEXO Il lineas 500-891).
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Fig. 32 Boxplot de la diferencia en muestras entre tensién y corriente.
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4.4, EVALUACION DE LAS CARACTERISTICAS ELEGIDAS

Hasta este momento, se ha descrito el método utilizado para acondicionar y extraer caracteristicas
de las sefiales capturadas dentro de conjunto de electrodomésticos elegidos. Y tal como se ha
comentado, la clasificacion se realizara mediante una red neuronal. Sin embargo, antes de realizar
la seleccién de la red neuronal para elegir aquella que mas se ajuste a los requerimientos, se evalla
el conjunto de caracteristicas, a fin de tener una linea base sobre la que comparar las modificaciones
y tratamientos que se realizara al sistema.

Para ello, el conjunto de datos obtenido como se ha mencionado hasta ahora se presenta a una
red neuronal que sirva de primera medida de la posible calidad del sistema; esta red es un mapa
auto organizado. Todo el conjunto de caracteristicas se divide en dos grupos: uno de entrenamiento
y otro de verificacion. El conjunto de entrenamiento es el que se usa para generar las regiones o
clusters de neuronas y calcular los pesos de los enlaces entre neuronas vecinas. El grupo de
verificacion servir4 para calcular como de buena ha sido la clasificacion, mediante el parametro
kappa, que varia de 0 a 1 (con 1 como clasificacion perfecta) (ANEXO Il lineas 1634-1747).

El conjunto de datos se dividié al 80% como grupo de entrenamiento y 20% como grupo de
verificacion. Esta division tuvo en cuenta la proporcion de las clases dentro del conjunto, puesto que
no hay igual cantidad de individuos en cada clase; asi se extrajo el mencionado porcentaje de cada
clase.

El tamafio de la red neuronal se eligié de 26x13 neuronas.

El resultado de la clasificacién del grupo de validacién se expone en la tabla 9 con formato de
matriz de confusion

MicrO | SandO | Ven1O | Ven1OnYMi
Batl Bat2 Bat3 Expr Micr Sand | Venl | nYSan | nYBat3 | nYBat3 | crOnYSand
dOn On On On
Batl 20 0 0 0 0 0 0 0 0 0
Bat2 8 0 0 0 0 0 0 0 0
Bat3 0 0 11 0 0 0 0 0 0 - 0
Expr 0 0 39 0 0 0 0 0 0 0
Micr 0 0 0 0 19 0 0 0 0 0 0
Sand 0 0 0 0 0 99 0 0 0 0 0
Venl 0 0 0 0 0 0 42 0 0 0 0
MicrOnYSandOn 0 0 0 0 0 0 0 30 0 0 0
SandOnYBat30n 0 0 0 0 0 0 0 0 22 0 0
VenlOnYBat30n 0 0 0 0 0 0 0 0 0 6 0
Ven1OnYMicrOn
YSandOn 0 0 0 0 0 0 0 0 0 0 33
TOTAL
INDIVIDUOS 23 16 17 39 19 99 42 30 22 22 33

Tab. 9. Primera evaluacion del sistema clasificador.

El resultado de aplicar el mencionado coeficiente kappa, que nos indica la bondad del clasificador
es:

Kappa = 0.9081

Lo que resulta en un clasificador muy bueno.
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4.5. REDUCCION DEL COSTE COMPUTACIONAL

Sin embargo, como se menciond en el objeto de este trabajo, se intentard reducir el coste
computacional (y por tanto energético) del sistema usando diferentes técnicas. En base a esta
primera aproximacion del clasificador, se puede tener una idea de como pueden influir estas técnicas
en el resultado final del posible clasificador por comparacion con el primero.

4.5.1. REDUCCION DE LA FRECUENCIA DE MUESTREO.

Una medida para reducir el consumo consiste en reducir la tasa de muestreo, e intentar mantener
el sistema en estado de muy bajo consumo (dormido o sleep) el tiempo inter muestras. Cabe esperar
gue esta medida empeore la clasificacién debido a un empeoramiento de las caracteristicas
elegidas.

Se simula una disminucion de la tasa de muestreo mediante la técnica de subsampleo, en la que
de la sefial original se conservan muestras en proporcion una de cada dos, una de cada tres, una
de cada cuatro,... de forma correlativa, con lo que el efecto es como dividir la frecuencia de muestreo
por dos, tres, cuatro,... respectivamente (ANEXO Il lineas 1634-1747).

El resultado se puede apreciar en la figura 33

KAPPA

0.65 [ [ [ [ [ [ [ [ [
1 15 2 25 3 35 4 45 5 55 6

MUESTRAS DESCARTADAS

Fig. 33 Degradacién del valor Kappa al disminuir la frecuencia de muestreo.

4.5.2. REDUCCION DEL NUMERO DE CARACTERISTICAS.

Igualmente se han elegido unas caracteristicas de la onda de corriente que son las encargadas
de definir cada una de las cargas. Reducir el nUmero de caracteristicas también empeoraria el
clasificador, sin embargo, reduciria el coste energético de calcularlas y acondicionarlas. Sin
embargo, esta reduccién o eliminacion de entradas de la red neuronal no puede hacerse de forma
sistematica; la forma de ver si una caracteristica contiene mucha informacién util para la red, es
probando. Por ello se ha utilizado un algoritmo iterativo de comprobacion, por el cual a una red tipo
mapa auto organizado se presentan subconjuntos del total de las caracteristicas calculadas,
obteniendo las combinaciones que cuentan con un kappa mayor. Para esta reduccién, no se ha
reducido la frecuencia de muestreo, puesto que el resultado buscado es el subconjunto de entradas
gue menos degrada el valor kappa cualitativamente y no cuantitativamente (ANEXO Il lineas 1750-
1825).
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El resultado puede verse en la tabla 10:

KAPPA RMS CCDA CCDB FFT1 FFT2 FFT3 FP PICO CUARTO
0.9638 0 1 1 1 1 1 1 1 1
0.9666 1 1 1 1 1 1 1 0 1
0.9749 1 1 1 1 1 1 1 1 0
0.9777 0 1 1 1 1 1 1 1 0
0.9833 1 1 1 1 1 0 1 1 0
0.9833 1 0 1 1 1 0 1 1 0
0.9861 1 1 1 0 1 0 1 1 0

Tab. 10 Indice Kappa en funcién de las caracteristicas presentadas

De esta tabla se puede deducir que hay caracteristicas que posiblemente introduzcan ruido al
sistema como puede ser la entrada “cuarto” ya que el algoritmo la ha descartado en varias
ocasiones.

Para reducir el coste computacional y a la vista que hay caracteristicas que podrian introducir
ruido se eliminaran:

e Valor de Inter Semiperiodo (CUARTO).
e Valores de la transformada de Fourier (FFT1, FFT2, FFT3).

4.5.3. DETECCION DE EVENTOS

Siguiendo con el propésito de reducir el coste computacional, reduciendo la frecuencia de
muestreo, También se ha estudiado el efecto de la modulacién de muestreo. Esta modulacién
consiste en una vez elegida la frecuencia de muestreo, en lugar de realizar un muestreo continuo
se modula el tiempo de durante el que se muestrea y el tiempo durante el que no se realiza accion
alguna, permitiendo al sistema cambiar a un modo de muy bajo consumo; esta modulacion tiene su
base en la técnica PWM en el que se fija un tiempo de trabajo (adquisicion a la frecuencia
seleccionada) y un tiempo de espera (bajo consumo), pero en este caso los tiempos son mucho
mayores que el periodo de la sefial.

Se han desechado caracteristicas propias de los transitorios, las cuales podrian suceder inter
muestreo. A pesar de ello, es necesario evaluar un algoritmo de deteccién de eventos, que inicie el
proceso de captura, calculo y clasificacion.

El algoritmo resta a cada valor de la ventana de muestras del tamafio elegido (teniendo en cuenta
también el nUmero de muestras variable en funcién del subsampleo aplicado) el valor de la mediana
de la propia ventana, eliminado la componente continua. Posteriormente se suman los valores
absolutos de la totalidad de las muestras de la ventana, comparandolas con el resultado de la
ventana anterior y segun que el resultado de esta comparacion esté por encima del valor positivo
de un umbral o por debajo del valor negativo de ese umbral se habra producido una conexién o una
desconexién de alguna carga, respectivamente.

Podria darse el caso de que el periodo de captura coincidiera con el transitorio, por lo que al
extraerse caracteristicas Unicamente del periodo permanente, habrd que elegir otra ventana
temporal como muestra. Esto se realiza mediante una comparacion con gradiente, comparando una
ventana con la siguiente de forma que se supone que la sefial ha alcanzado el régimen estable si
entre dos ventanas consecutivas la diferencia de su suma es menor que un valor denominado
gradiente (ANEXO V).
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En la figura 34 se muestra un ejemplo de la captura discontinua enventanada, en la que cada
rectangulo amarillo corresponde a un periodo de muestreo. Para el caso de una deteccion de evento
conexion, la ventana quedaria en color verde y de color rojo para la desconexion.
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Fig. 34 Ejemplo de muestreo discontinuo, carga simple.

Puede observarse que la ventana elegida como muestra en la conexidn, no es la correspondiente
por modulacién, sino que se encuentra en la zona de onda ya estabilizada para los dos casos de
evento conexion (verde) y desconexion (roja).

Igualmente sucede con otros eventos en cargas agregadas. La figura 35 recoge estos eventos.
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Fig. 35 Ejemplo de muestreo discontinuo, carga compuesta.
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En este caso la tercera ventana de conexion corresponde al segundo estado de funcionamiento
del microondas (el segundo evento detectado corresponderia al primer estado de conexion del
microondas).

También se pueden observar una falsa conexion al final del primer tercio de la onda
correspondiente a la conexion de la sandwichera y otra falsa conexion al finalizar la captura del trial.

4.6. SOLUCION ADOPTADA

Tras presentar las medidas adoptadas encaminadas al uso de un sistema de bajo consumo y baja
complejidad computacional, se eligen las soluciones y parametros para evaluar las posibles redes
neuronales (tabla 11).

FRECUENCIA MUESTREO 625 Hz

SUBSAMPLEO 1/4

TAMARNO DE INDIVIDUO 10 CICLOS

FRECUENCIA INTERMUESTREO 1Hz

VENTANA DETECTOR EVENTOS 10 CICLOS=130MUESTRAS
THRESHOLD EVENTO 270 UDS. CONVERSION
GRADIENTE INTER VENTANAS 70 UDS. CONVERSION
DATA SET ENTRENAMIENTO/VERIFICACION | 80% / 20%

VALOR RMS INCLUIDA

CENTROIDE CONCORDIA COMPONENTE a INCLUIDA
CENTROIDE CONCORDIA COMPONENTE B INCLUIDA

PRIMER ARMONICO DESECHADA
TERCER ARMONICO DESECHADA
QUINTO ARMONICO DESECHADA
DESFASE TENSION CORRIENTE INCLUIDA
VALOR PICO INCLUIDA
VALOR INTER SEMIPERIODO DESECHADA

Tab. 11 Configuracion de los parametros de extraccién de datos.
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5. REDES NEURONALES

Los datos han sido procesados, elegidas las caracteristicas que seran la entrada de la red
neuronal y configurado el entorno de adquisicion asi como definido el parametro que nos evaluara
las redes neuronales puestas a prueba.

Las redes evaluadas son:

SOM (Self Organizing Maps).

PERCEPTRON LINEAL.

PERCEPTRON MULTICAPA (MLP).

APRENDIZAJE DE CUANTIFICACION VECTORIAL(LVQ).

5.1. RED MAPA AUTO ORGANIZADO(SOM)

Un mapa auto-organizado (SOM por sus siglas en inglés) es un tipo de red neuronal artificial, que
es entrenada usando aprendizaje no supervisado para producir una representacion discreta del
espacio de las muestras de entrada, llamado mapa (figura 36) (ANEXO Il lineas 1831-1836).

Mapa
(salida)

SN

~
A %%
# b /
/’/ﬁ;—.%lf}é“.ﬁ(f\‘_
) RN 7 N1 /AN

X(1)
Fig. 36 Esquema de unared SOM.

Capa sensorial
(entradas)

Este mapa una vez entrenado dispondré de diferentes grupos de neuronas capaz de activarse en
funcién de las entradas mostradas, generando zonas definas para entradas similares. De esta
forma, ante una entrada concreta se activaran las neuronas mas afines que identificaran qué tipo de
entrada es.

Las caracteristicas de la red neuronal usada son:

¢ |nicializacion de los pesos aleatoria.
¢ Modo de entrenamiento batch.

e Tamafo del mapa 26x20 neuronas.
e Disposicion hexagonal.

Una vez entrenado el SOM con el grupo de individuos de entrenamiento, elegidos aleatoriamente
con la proporcién ya indicada se etiquetan los grupos de neuronas de forma que una vez generados
los dominios se pueda saber a qué clase pertenecen las neuronas activadas y se presentan los
individuos de verificacion. Los resultados se exponen a continuacion.

En la figura 37 se aprecia la topologia del mapa, con cada celda representando una neurona. Las
lineas mas oscuras tanto de la U-matrix como de la D-matrix, definen regiones, grupos de neuronas
gue se activan ante cierto tipo de clases. Los marcadores de tamafio y la similitud por coloracién
representan el mismo fenédmeno, pero con otra representacion.
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Similitud por coloracién

Fig. 37 Dominios del mapa auto organizado en diferentes vistas

En la figura 38 Se observa la activacion por las clases de individuos. Las clases mas similares
(BAT1,BAT2 y BAT3 por ejemplo) se encuentran en la misma zona, sin separacion bien definida.

Sin embargo, las clases compuestas MicroOnySandOn no activan la unién de las neuronas de las

clases primitivas (Micr y Sand).
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Fig. 38 Activacién por clases de individuos.
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En cuanto a la activacion por caracteristicas, se puede observar el resultado en la figura 39. Las
zonas de activacion por caracteristicas son muy similares.

U-matrix RMS CCDA
367 248 293
184 126 148
[
0 3.64 4.02
d d
CCDB FP PICO
247 w 2.29 427
125 1.14 217
3.34 0 6.86
d d d

Fig. 39 Activacién por caracteristicas.

Para esta red neuronal se ha extraido la matriz de confusién en la tabla 12:

MicrO | SandO | Ven1O | Ven10OnYMi
Sand | Venl | nYSan | nYBat3 | nYBat3 | crOnYSand
dOn On On On
0 0 0 0 0 0
Bat2 0 0 0 0 0 0
Bat3 0 0 0 0 0
Expr 0 o] 0 0 0 0 0
Micr 0 0 0 0 15 0 0 0 0 0
Sand 0 0 o] 0 91 0 0 0 0
Venl 0 0 0 0 33 0 0 0
MicrOnYSandOn 0 0 0 0
SandOnYBat30n 0 0 0 [ 0
VenlOnYBat30n 0 0 0 17 0
Venl1lOnYMicrOn
YSandon 0 0 0 0 0 0 11
TOTAL 68% 73% 94% 95% | 100% 92% 79% 69% 67% 81% 33%
INDIVIDUOS

Tab. 12 Configuraciéon de los parametros de extraccion de datos.

Se puede observar la similitud de clases en los errores cometidos en la clasificacion, al observar
la simetria respecto de la diagonal, marcados con flechas dobles, en las que aunque las cantidades
no coinciden dan una idea de que individuos que debian estar marcados como una clase son
marcados como la otra y viceversa.

Para este caso, el indice Kappa obtenido es: 0.7937
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5.2. RED LINEAL PERCEPTRON

La red lineal de perceptores se caracteriza por disponer de dos capas (figura 40), que procesan
secuencialmente. La primera de ellas corresponderia a las entradas con los pesos correspondientes
y la segunda capa la capa de salida que en este caso clasificarian a cada individuo, realizada con
neuronas logaritmicas sigmoideas (ANEXO Il lineas 1865-1898).

Es claro que al estar fijadas el nimero de entradas y salidas, la red es invariante respecto al
ndmero de neuronas.

Capa de Capa de
entrada salida

Fig. 40 Esquemared neuronal lineal.

Una peculiaridad de estas redes es que existe el peligro del sobre entrenamiento. Esto ocurre por
un exceso de presentaciones de los mismos patrones a la red, lo que produce un sobre ajuste y
memorizacién de los patrones presentados a la red, empeorando la capacidad generalizadora de la
misma. Para evitar esto se usa la técnica de la “parada anticipada” que previene este hecho. Mas
adelante se usara esta técnica.

En primera instancia, para seleccionar el tipo de entrenamiento, se elige una red que se sometera
a diversos tipos de entrenamientos.

Las caracteristicas de la red neuronal usada son:

Inicializacién de los pesos aleatoria.

Esquema 5-11 (n°NeuronasEntrada - n°NeuronasCapaSalida)
Modo de entrenamiento: variable

Tipos de neuronas: Capa salida: logaritmica sigmoidea.
Numero de ciclos:500.

Error objetivo: 5e-4.

Mediante un algoritmo de repeticién se entrena y valida la red neuronal variando el algoritmo de
entrenamiento. A pesar de ser pocas iteraciones, el resultado sera suficiente para poder elegir el
entrenamiento. Para conseguir un valor fiable, con cada tipo de entrenamiento se repite el proceso
5 veces obteniendo el resultado en la figura 41.

Pag 40 de 128



5. REDES NEURONALES

I

Trainlm

Trainbr
Traingdm
Trainrp
Traingda
Traingdx
Traincgf
Traincgp
Traincgb
Trainscg
Trainbfg
Trainoss

Fig. 41 Boxplot del indice Kappa en funcidn del tipo de entrenamiento.

La equivalencia de entrenamientos es la siguiente.

Trainlm:

Trainbr:

Traingdm:

Trainrp:
Traingda:
Traingdx:
Traincgf:
Traincgp:
Traincgb:
Trainscg:
Trainbfg:

Trainoss:

Levenberg-Marquardt

Regularizacion Bayesiana

Descenso del gradiente con momento

Descenso del gradiente con derivadas signo (DG flexible)
Descenso del gradiente con factor de aprendizaje adaptable
Descenso del gradiente con factor de aprendizaje adaptable y momento
Descenso del gradiente conjugado, método de Fletcher-Reeves
Descenso del gradiente conjugado, método de Polack-Riviere
Descenso del gradiente conjugado, método de Powell-Beale
Descenso del gradiente conjugado, método de escalado
Método cuasi-Newton BFGS

Método cuasi-Newton de secante a un paso

Obtenido el resultado se escoge como método de entrenamiento Levenberg-Marquardt. A la vista
de la varianza de los resultados obtenidos, se opta por obtener un pool de redes entrenadas y
escoger la mejor de ellas (figura 42). En este caso si que se ha tenido en cuenta el sobre
entrenamiento y se ha aplicado la parada anticipada, con un valor maximo 10 ciclos de
entrenamiento seguidos donde el conjunto de validacion genere errores crecientes o constantes.

Para poder realizar esta técnica el dataset se ha divido en tres grupos como sigue:

e Grupo entrenamiento:60%.
o Grupo validacion: 20%.
e Grupo test:20%
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0.95 T T T T T T

09—

X:10
Y:0.8522

N°red generada

Fig. 42 Pool de redes generadas.

La red con mejores resultados es la numero 10 con un Kappa de 0.8522 de la que se expone la
maitriz de confusion en la figura 43.

RED NILM CON MLP 5:11 ENTRENADA CON trainlm en 500 ciclos

=2

7

Output Class

Target Class

Fig. 43 Matriz de confusién de lared escogida.

En este caso concreto se ha detenido el entrenamiento debido a que la red ha alcanzado el valor
de ciclos previsto por la parada anticipada. En la figura 44 se observa el error de la red para los
conjuntos de entrenamiento, validacion y test; en el ciclo 12 se observa el menor error del grupo de
validacion. A partir de ese ciclo, el error se mantiene constante o aumenta, indicado sobre

entrenamiento
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Best Validation Performance is 0.0156511 at epoch 12
0 T T T T

T
Train i
Validation |]
Test

Mean Squared Error (mse)

17 Epochs

Fig. 44 Error generado por los tres grupos de datos.

5.3. RED PERCEPTRON MULTICAPA (MLP)

Otra red neuronal que se prueba es el perceptron multicapa, red neuronal de aprendizaje
supervisado, en la que las neuronas se disponen tal y como indica la figura 45, pudiendo existir
varias capas intermedias. La capa de entrada tiene por dimensién (nimero de neuronas) igual a las
caracteristicas electas, las capas intermedias tiene un niumero no definido de neuronas y la de salida
igual a las clases que esperamos clasificar. En este caso el nUmero es conocido, puesto que es
supervisado. (ANEXO Il lineas 1901-1940)

Capa de Capa Capa de
entrada oculta salida

Fig. 45 Esquema de perceptron multicapa.

Las caracteristicas de la red neuronal usada son:

¢ Inicializacién de los pesos aleatoria.

e Esquema 5-XX-11 (n°NeuronasEntrada-n°NeuronasCapaOculta-n°NeuronasCapaSalida)

Modo de entrenamiento: backpropagation con funcion de entrenamiento: Levenberg-
Marquardt.

Tipos de neuronas: Capa intermedia: tangente sigmoidea; capa salida: lineal.

Numero de ciclos:1000.

Error objetivo: 5e-4.

Parada anticipada:5
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Segun [XX] un nimero de neuronas para la Unica capa intermedia estaria alrededor del doble de
la de neuronas en la capa de salida. Se realizan pruebas para determinarlo mediante iteraciones de
entrenamiento de la siguiente manera.

Mediante un algoritmo de repeticion se entrena y valida la red neuronal variando el nimero de
neuronas ocultas, con un maximo de 1000 iteraciones de entrenamiento Levenberg-Marquardt. Se
incluye nuevamente la parada anticipada para el resultado sera suficiente para poder elegir
configuracién. Para conseguir un valor fiable, con cada valor de neuronas en la capa oculta se repite
el entrenamiento y validacion 10 veces obteniendo una mediana de los distintos valores. El resultado
puede observarse en la figura 46

X:12
Y:0.9563

X9 /.\77//\/,,77\/\\/\

095~ Y:0.9376 —— .

09— -

Kappa
o
o]
a1
T
1

08— -

0.7 [ [
5 10 15 20 25
N° neuronas capa oculta

Fig. 46 indice Kappa en funcién del namero de neuronas de la capa oculta.

Se aprecia una tendencia clara conforme el aumento de neuronas ocultas hasta un valor cercano
a los 10, tal y como avanzaba [XX], lo que indica que tras alcanzar un valor de unas 10 neuronas,
sobrecargar la red neuronal con una capa oculta mas compleja, no mejora mucho la clasificacion.

Definido el minimo de neuronas ocultas para un clasificacion aceptable, se determina si con
algunas neuronas mas el sistema estaria sobre dimensionado. El entrenamiento por regularizacion
bayesiana nos indicara cuantos pesos realmente aportan informacién a la clasificacion; de esta
manera se puede ver si el sistema esta sobredimensionado ya que informaria de un bajo nimero
de pesos usados. El proceso se repite 5 veces y se obtiene la mediana; el resultado obtenido informa
gue de 181 pesos en la red, se usan 172, lo que indica que no hay sobredimensionamiento. Si el
namero de pesos efectivos fuera mucho menor que el de pesos totales se podria hablar de red
sobredimensionada.

A la vista de los resultados se elige la configuracién 5-10-11 (5 entradas, 10 neuronas en la capa
oculta y 11 neuronas de salida). Con la configuracion elegida, se entrena nuevamente un pool de
redes MLP con las caracteristicas antes descritas, y con 1000 iteraciones. Extrapolando los
resultados de entrenamientos del punto anterior, se elige el mismo tipo de entrenamiento,
Levenberg-Marquardt. El resultado de este pool es el de la figura 47.
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0.95—

0.94—
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0

N°red generada

Fig. 47 Resultados del pool de redes generadas

Para obtener un valor aproximado y comparable de la capacidad de clasificacién de este pool, es
necesario promediar el resultado, lo que da un kappa de 0.9461.

Se muestra a continuacion en la figura 48 la matriz de confusion de la red de perceptrones elegida
y el diagrama de barras en la figura 49 para cada clase e individuo.

Output Class

1 2 3 4 5 6 T

Target Class

Fig. 48 Matriz de confusién de lared MLP 5-10-11.

8 9 10 "
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Fig. 49 Grafico de barras de lared MLP 5-10-11.

La figura del error conforme se ha ido entrenando la red puede verse en la figura 50

Best Validation Performance is 0.0093688 at epoch 56
o
100 £ T T T T T —]
Train I
Validation {
Test n
"""" Best N
= | ]
@ ;
E : ]
g ; ]
[ |
- ;
= ! 4
= :
= |
= !
] ; 4
= ;
© :
o ;
= |
_____________________________________________________________ PanY =
=
- | | | | I : L
0 10 20 30 40 a0 60
61 Epochs

Fig. 50 Error de lared conforme avanza el entrenamiento.

La parada anticipada puede observarse en la siguiente figura (figura 51)
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o Gradient = 0.0028998. at epoch 61
10 T T T T T

gradient
=]
T
|

Mu = 0.01. at epoch 61
T T T T T

mu
=
W
——

Validation Checks = 5. at epoch 61
s T T T T T

L
] i‘ ol

wal fail

Fig. 51 Evolucién de parametros de lared.

Puede observarse como el gradiente va disminuyendo hasta que a partir de la iteracion 56
(aumento del numero de iteraciones con gradiente no descendiente) no continua el descenso, por
lo que se decide parar el entrenamiento.

5.4. RED LEARNING VECTOR QUANTIZATION (LVQ)

Una red LVQ es parecida a una red SOM en cuanto a su funcionamiento y aprendizaje, pero esta
mas orientada a la clasificacion y entrenamiento supervisado, necesitando menos neuronas, siendo
por ello un modelo mas sencillo y eficaz (ANEXO Il lineas 1942-1961).

El esquema de la red es similar al perceptrén simple (red lineal) de la figura 52:

Capa de Capa de
entrada salida

Fig. 52 Esquemared LVQ.

Esta red presenta también el inconveniente de la eleccién del nimero de neuronas de salida,
puesto que aunque podria funcionar con una neurona de salida por clase, aumentar el nimero de
neuronas por clase, mejora la clasificacion.
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Por ello se realiza una repeticién sistematica de resultados de la red variando el nimero de
neuronas de salida con el objetivo de seleccionar dicho nimero. Para esta aproximacion se realizan
3 repeticiones medianadas en la red con los siguientes parametros:

Inicializacién de los pesos aleatoria.

Esquema 5-XX (n°NeuronasEntrada-n°NeuronasCapaSalida)

Modo de entrenamiento: Entrenamiento aleatorio de orden incremental.
Funcién de aprendizaje:LVQ1

Numero de ciclos:20.

Factor aprendizaje: 0.2

Error objetivo: 5e-4.

El resultado puede observarse en la siguiente gréafica (figura 53)

0.95 T T

09— -

X:21
Y:0.8636

'\/\
0.85~

08— -

Kappa

0.75—~ -

0.7 -

0.65— -

[ [
10 15 20 25
Ne neuronas Salida

Fig. 53 Kappaen funcién de neuronas de salida.

Puede observarse el incremento del indice Kappa al aumentar el nimero de neuronas. Indicar
gue por debajo de 20 neuronas hay clases que la red no habria podido clasificar ningun individuo,
por lo que se elige un valor superior, 21.

A lavista de los resultados, se entrena una red LVQ con los parametros descritos y esquema  5-
21. Segun expone [KOHONEN 95] el entrenamiento mediante el algoritmo LVQ1 no debe superar
de 30 a 50 veces el muestrario de entrenamiento (el 80% del total de las muestras, 0 sea 1422
muestras). En este caso se opta por una posicion conservadora eligiendo 300 ciclos de
entrenamiento.
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Se expone la matriz de confusion (figura 54 ) y el historial del error a lo largo del entrenamiento
(figura 55).

Output Class

6 i
Target Class

1 2 3 4 5 8 9 10 "

Fig. 54 Matriz de confusion de lared LVQ.

Best Training Performance is MaN at epoch 0
T T T

Mean Squared Error (mse)

2
10 —

1 I ! ! !
0 50 100 150 200 250 300
300 Epochs

Fig. 55 Evolucién del error durante el entrenamiento.

Con un Kappa de 0.8807
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5.5. GASTO COMPUTACIONAL

Cada neurona responde a un esquema como el de la figura 56.

neurona i

f()p—» Y

Yi=f(2 Wix;-6)

Fig 56 Esquema de computacion de una neurona genérica.

Al resultado de multiplicar las entradas por sus pesos mas el bias o valor de activacion, se le aplica
la funcion de activacion, tal y como indica la ecuacion:

y() = f; zwijxj —9;
Jj

Donde

e i esla neurona
e j.es la entrada correspondiente
e W: es el valor del peso
e X: es el valor de la entrada
¢ O: es el valor de activacion
o f: funcion de activacion (lineal, sigmoidea, etc.)
Por simplificacién en la representacion, muchas veces el bias es considerado una entrada mas,
con el signo negativo correspondiente.

Dentro del funcionamiento de la red, hay una relacion directa entre el nimero de pesosy el nimero
de operaciones que debe realizar el sistema. En esta tabla 13 se resumen las redes neuronales
desde el punto de vista computacional y la relacién Kappa-nimero de pesos, que nos indica el
rendimiento de cada red

RED ESQUEMA NEURONAS PESOS KAPPA | KAPPA/PESOS
SOM 26x20 520 3120 0.7937 2.54 e*
PERCEPTRON LINEAL | 5-11 16 60 0.8522 142 e*
MLP 5-10-11 26 181 0.9461 52.27 e*
LvaQ 5-21 26 126 0.8807 69.89 e

Tab. 13 Redes neuronales y rendimiento computacional.

Dado que por cada peso se ha de realizar una multiplicacién, desde el punto de vista de
rendimiento energético la red que mejor resuelve el problema con menor coste es el perceptron
lineal.

Por el contrario, el algoritmo de entrenamiento puede requerir incluso mayores recursos que la
propia red. En el caso del perceptrén multicapa, este entrenamiento superaria los requisitos de
cualquier microprocesador de rango medio, quedando excluido el entrenamiento de la integracion
en el dispositivo, debiéndose entrenar en un PC para luego clonar la red entrenada en el dispositivo.

Mﬁ
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6. CONCLUSIONES

6.1. RESUMEN

En este trabajo fin de master se ha partido de los sistemas no intrusivos para el reconocimiento
de cargas eléctricas, que hasta ahora han sido sistemas de grandes prestaciones, voluminosos,
caros y de grandes requerimientos energéticos, usados y afinados para obtener los mejores
resultados clasificatorios, para avanzar en la direccion de las tendencias actuales de los sistemas
de monitorizacion sensado y procesado: nodos cada vez mas independientes, muy eficientes
energéticamente hablando y distribuidos.

Con la premisa de usar sistemas de bajo consumo, pequefio volumen y bajo costo, se han elegido
caracteristicas de la onda de corriente que necesiten de poco computo, y se han ajustado
parametros del funcionamiento del sistema como la frecuencia de muestreo y el algoritmo de
deteccién de eventos, obteniendo un compromiso entre energia consumida y exactitud en la
clasificacion.

Se han evaluado nuevas caracteristicas capaces de suplantar la potente informacién
proporcionada por la Transformada de Fourier, mas compleja de obtener, y se han evitado
conversiones a unidades fisicas, usando siempre las unidades directas de conversion del propio
conversor analdgico digital. También se han detectado caracteristicas que, bien no aportan nueva
informacién, bien introducen ruido al sistema.

Se han elegido ciertas redes neuronales que por su simplicidad de implementaciéon o por su
potencia de clasificacion resultan muy convenientes para estos sistemas descritos, y se han
obtenido rendimientos de clasificacion frente a computacién

6.2. TRABAJOS FUTUROS

Existe un colectivo de personas centradas en esta faceta del reconocimiento de cargas de forma
no intrusiva [NILM 16], que celebra congresos y disponen de data sets de libre acceso para
investigadores. Es por tanto un area de estudio en vigencia.

Esta posible linea de trabajo queda abierta a muchos mas proyectos, siguiendo la idea de un
sistema clasificador no intrusivo de bajo consumo: desde la propia implementacién de la red en el
microcontrolador hasta optimizaciones funcionales de las redes.

Un siguiente paso muy concreto, siguiendo con el trabajo aqui expuesto, se centraria en que el
sistema fuera capaz de detectar las cargas compuestas como sumas de dos o tres cargas, en lugar
de como una Unica carga, disminuyendo la memoria necesaria, al reducir el nimero de clases (una
carga compuesta no seria una nueva clase, sino combinacion de las ya conocidas).

Existen muchos datos sobre el uso y consumo de electrodomésticos en media, por habitante, por
pais, etc. Sin embargo, es en la proximidad del individuo donde mas util resultara este tipo de
informacion.

mﬁ
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ANEXO |

PARAMETROS DEL FILTRO DIGITAL

Se exponen a continuacioén los parametros del filtro digital aplicado a la sefial de corriente.

Discrete-Time FIR Filter (real)

Filter Structure : Direct-Form FIR
Filter Length - 101

Stable Yes

Linear Phase  : Yes (Type )

Design Method Information
Design Algorithm - window

Design DOptions
ScalePasshand : true
Window  : hamming

Design Specifications
Sampling Frequency :2.942 kHz
Response : Randpass
Specification  : N.FelFc2
FilterOrder 100

Foutoffl 40 Hz

FoutoffZ :60Hz

Measurements

Sampling Frequency  : 2.542 kHz
First Stopband Edge  : Unknown
First B-dB Point ~ : 26.2517 Hz
First 3-dB Point - 33.0918 Hz
First Passband Edge  : Unknown
Second Passband Edge  : Unknown
Second 3-dB Paint  : B7.2323 Hz
Second 6-dB Point  : 73.8605 Hz
Second Stopband Edge  : Unknown
First Stopband Atten. : Unknown
Passband Ripple - Unknown
Second Stopband Atten. : Unknown
First Transition Width : Unknown
Second Transition Width : Unknown
Group delay response : a0 samples

Implementation Cost

Number of Multipliers 10
Number of Adders :100
Number of States 100

Multiplications per Input Sample : 101
Additions per Input Sample - 100
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ANEXO I

ANEXO Il

SCRIPT CAPTURA, ACONDICIONAMIENTO Y SIMULACION

cle;
clear all;
close all

%% CONSTANTES

%%%%%

%%MASCARA ELECCION DE If ELECTRODOMESTICOS

%%% BATI BATZ BAT3 EXPR MICR SAND VENT M_S §_B3 VB3 VM_S
MASCARAELECTR=( 1+ 0 01 0 1 1 1 1)

CARACTERISTICAS = {'RMS',CCDA"'CCDB''FFTI"'FFTZ' 'FFT3"'FP" PICO" CUARTO'};

Kappatemp=[];
subsampleVsKappa=[);

for subsamples=4:4 Yerepeticiones con cambio de samplen
%(l=sin subsampleo)(4=> subsamplen = FS/4)
for veces=l:l Yerepeticiones para media en la reduccion de entradas

Y%adquisicion
TRIALS=ID;
CLASES=II;
Y%names = {'RMS',CCOA CCOB''FFTI'FFT2' 'FFT3"'FP"'PICO' CUARTD'};
VENTANA EST=ID; Yenimera de ciclos que componenen un muestra

%COMP_CONTINUA=GOD;

% FS=2342; %Frecuencia de sampleo ariginal

SUBSAMPLE=subsamples; Y%se quarda una de cada SUBSAMPLE muestras
FS=round(2542/SUBSAMPLE); %Frecuencia de samplen

MUESTRAS CICLO=round(FS*0.02);  %nimera de adquisiciones en cada ciclo
INC_VENT=VENTANA_EST*MUESTRAS CICLO; %desplazamientn

%FFT

T=1/FS; Y%periodo

NFFT = 2" nextpowZ (INC_VENT); % Next power of 2 from length of y

FRC_BUSQ_FFT=[40 60120 180 200 300]; %rango frecuencias para buscar las CARACTERISTICAS FFT
VECTOR_FRECUENCIA = FS/2*linspace(0.|.NFFT/2+);

%filtro paso banda
N=100; Y%orden del filtro

FCI=40; %Frecuencia de corte inferior

FCZ=G0; %Frecuencia de corte superior

INICID_FILTR=a0;

DESF_FILTRO=50;  %muestras de desfase entre seial original y filtrada.

YeMedida tension

DESFASE TRAFDO_TENSION=D: Y%destase que introduce el trafo de medida de tension
SEP_PASOS_O=round(MUESTRAS_CICLO/3.33); %umbral para aceptar pasos por cero
MAY_MEN_0=0:

Yeevento conexion-desconexion

ANCHO_VENTANA=3*MUESTRAS CICLO; Yancho ventana de evento a on
THRESHOLD=1Z0; Youmbral para considerar un evento a ON

CUARTO_SEMIPERIODD= round (MUESTRAS_CICLO/11E129);  %donde més se nota el 32 armonico, con 82 y 72 10% del 3°
VALOR_CUARTO_SEMIPERIDDO_NORMALIZADD=0.422E; YeTanto por uno del valor de pico que se obtendria en un
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% seno puro en el cuarto del sequndo semiperiodo
PORC_ENTRENAMIENTO=80/100; Yaporcentaje del data set destinado al entrenamiento
Yindices para recortar el fichero visualmente

inicioCargaB at!={7443,0690,7410.4324.5272 4552 4192.3348.3962.7233,52 32,3802 2829,3704.2859);
finCargaBatl=[13827.12302.1222710a97,12226.9589.11776.10693 9398 125561156 0.11375, 7912, BE3T.T144];

inicioCargaBat? =(6228 41354321 4036.4153,3532.2820,1932.3812.3047.3325,3388 28442858 3862);
finCargaBat?=(14458,8466,3500,6876.8633,7632,6830.5611,7436,7048,7258.8170,8422,3084,8843];

inicioCargaBatd=(6142.4009.2384.4210,3188,3048.3694,4386,3372.3710.3297.2941.3570.2730 4218];
finCargaB atd=(14274,7892 6445,8744,7288.7207,7690,3216,7829,8001.8577,8470,8650,7460.9436);

inicioCargabxpr=[30,6210,1961,1157.2462.1529,1307.2151.1761,3037,102928,3228 5863.8080.3354);
finCargabxpr=[34486 12672,9335,10083.9787.7808,7831,9008 8935.10392.122613,9052.13974,16931 I6840];

inicioCargaMicr=(7227,7261,7487,7120,6242 5041, 7640 6068 6510.7082.10599,9468,8420,76.38,7805.);
finCargaMicr=[12861.11299.13171.12554,9207 1353,14619.11 03512415 12217.16421,15290.14730,14655.13180.);

inicioCargaSand=(121872 1550,388.11444,5729,3013,7453,7310 6713 6837.6822.5254,3808.4801.10800];

finCargad and=(256228 18393 21697, 26456,19607,22046.21306,23103 21360,22576 13787 14142 117712417.13241);

inicioCargaVenl=[12585,7I60,0809,7362,7904,7394,6886 6729,6280,7526,7800,7369,6305 6840 6182 1;
finCargaVenl=(22128,18468 1807413423, 20356,20353 6606 18519,12 7451748113092 17787 2 0162 18256, 174T8);

inicioCargaMicrOnYSand0ffTramal=(14925,14380,380711733 12483 8217 12 366.1434,10657.8858];
finCargaMicrOnYSandDffTramol=[18073,18245,14336.17337 1614212895, 7343 16505, 12130,13281];

inicioCargaMicr0nYSandDn=(1BB83,18048 14342 18188 1644713037 17604,16808.15583 13633 ];
finCargaMicrnYSandDn=[26103.26128.22314.284a5 24886 21530,20773.24833 21433 21320];

inicioCargaMicrlnYSandDffTramo2 =[26358.26128.22563 2886423083 21734.20284.20248 20735 272T7);
finCargaMicrnYSand0ffTramo2 =(34334,3314023332,35076.32011.28203,328a4 31430.32414.25078];

inicioCargaSanddnYBat30ffTramol=[7704,6033 B137.4360 6465,5335,5478.5142 BI2T.T04T);
finCargaSandlnYBat30ffTramal=(13431 14120,14373,14621 143 08.13583 1366 0.1113113346.13853];

inicioCargaSanddnYBat30n=(2 043112052 1523415586 1a618.14344.14320 12868 1416 0,146 72];
finCargaSandlnYBat30n=[27062.20a77.2164020378,21873.20039.20728 18460.1944720470];

inicioCargaSanddnYBat30ffTramo2 =[28638.21344.2(730.21384.22381.20437.21234,13375.20007 20377];
finCargaSandlnYBat30ffTramoZ =(3835327302.23620.2314. 2355126033 27345, 2786526313 27333 ];
inicioCargaVenlOnYBat30ffTramal=[68a7,6307 6431 6218,5535,5270,6332 5608.5487.87a6];
finCargaVenlOnYBat30ffTramal=[17072.17792 16442 17036 12748 14382 1550115982 16218, 16386);

inicioCargaVenlOnYBat30n=(17336.13116.18013.18326.16815,16250,16573.16839.17135.17352);
finCargaVenlOnYBat30n=(23679.24647,23813.2331722863.21332.23137.23318.2364723251];

inicioCargaVenlOnYBat30ffTramoZ=[23882.20314,24174.24253.2315.22637 23385 23663.20 723,236 05];
finCargaVenlOnYBat3DffTramo2 =(32117.33647.34328.33612.2315,30843 32788.33425,33460,33824);
inicioCargaVenlOnYMicrOffYSand0ffTramol=(5321,5994.0408.4824,0618.82 71,5480 6004,6734,0543];
finCargaVen!DnYMicrOffY Sand0ffTramol=[16487,|6720.15269.16312.16 343 16909.15354.1 704115175, 16173];

inicioCargaVenlOnYMicrOnYSandOffTramol=[22456.22470.20865.21602.21685,22238 21487,23135.21073.21510];
finCargaVen!OnYMicrOnYSand0ffTramol=[204a0.27133,25134,23333 27632 28145,2 7232 28216.28083.26541];

inicioCargaVenlOnYMicrOnYSanddn=(25048.27343.25733,24143,27782,28736,27432.28370.23089.26635];
finCargaVen!OnYMicrOnYSandOn=34285.36401.3357.33239,33188.37280.37647,37210,33070.36251);
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ANEXO I

inicioCargaVenlOnYMicrOnYSandOffTramo2 =[34549.27343.33727.33352 3T042,37843,38323 37413 392 74.36455);
finCargaVen!OnYMicrOnYSand0ffTramo2 =[42120.44433 42713 42348 46126 46642 40 034,45242 46348 44033];

inicioCargaVenlOnYMicrOffYSand0ffTrama?2 =(42677.44882 42413 43202 46432 AB345,40388 45538 47304 44386);
finCargaVen!OnYMicrOffY Sand0ffTramaZ=[50509.,51303,505352 .51028.55121,55789.54439,03834.43581.53082];

%% CARGA FICHEROS Y ACONDICIONAMIENTO

%Carga ficheros

for i=1:TRIALS
cargaBatl{i}=load(strcat('PICUS_BATI_TRIAL num?2str(i)." txt)
cargaBat?{i}=load(strcat('PICUS_BATZ_TRIAL' num2str(i), . txt
cargaBat3{i}=load(strcat('PICUS_BAT3 TRIAL num2str(i)." txt)
cargabxpr{i}=Ioad(strcat('PICUS_EXPR_TRIAL' num2str(i)," txt')
cargaMicr{i}=Ioad(strcat('PICUS_MICR_TRIAL' num?str(i),".txt));
cargaSand{i}=load(strcat(PICUS_SAND_TRIAL' num2str(i).".txt));
cargaVenl{i}=load(strcat('PICUS_VENI_TRIAL' num2str(i).".txt));

% cargaVen?{i}=load(strcat('PICUS_VENZ TRIAL' num2str(i),".tx
cargaVenl{i}=load(strcat('PICUS_VENI_TRIAL' num2str(i).".txt));
cargaMicrnYSandOn{i}=load(strcat('PICUS_MICR_SAND_SAND MICRO_TRIAL' num2str(i)." txt');
cargaSand0nYBat3On{i}=load(strcat('PICUS_SAND BAT3 BAT3 SAND TRIAL'num2str(i),.txt):
cargaVenlOnYBat30n{i}=load(strcat('PICUS_VENI BAT3 BAT3 VENTI TRIAL' numZstr(i).".txt'));
cargaVenlOnYMicrOnYSandOn{i}=load(strcat(PICUS_VENI MICR_SAND_SAND _MICR_VENI TRIAL' num?Zstr(i),'.txt));

end

):
):

);
). txt));
X

t));

Y%recorte de la sefal para tener solo la anda de ON.

for i=I:TRIALS
cargaBatl{l i}=cargaBatl{li}(inicicCargaBatl(i)-finCargaBatl(i));
cargaBat?{|i}=cargaBat2{l.i}(inicioCargaBat? (i)-finCargaBat? (i));
cargaBat3{l.i}=cargaBat3{l.i}(inicioCargaBat3 (i)-finCargaBat3(i)):
cargabxpr{l.i}=cargabxpr{l.i}(inicioC argabxpr(i)-finCargakxpr(i);
cargaMicr{l.i}=cargaMicr{l.i}(inicioCargaMicr(i)-finCargaMicr(i));
cargaSand{l.i}=cargaSand{l.i}(inicioCargaSand(i):finCargaSand(i));
cargaVenl{li}=cargaVenl{l.i}(inicioCargaVen!(i)-finCargaVenl(i));

% cargaVen?{l.i}=cargaVenl{li}(inicicCargaVenZ (i):finCargaVenZ(i));
cargaMicrOnYSandOn{l.i}=cargaMicrnYSandOn{l.i}(inicioCargaMicrOnYS andOn(i):finCargaMicrOnYSandOn(i));
cargaSandOnYBat30n{l.i}=cargaSand0nYBat30n{l.i}(inicioCargaS anddnYBat3 On(i):finCargaS anddnYBat30n(i));
cargaVen!OnYBat30n{l.i}=cargaVenlOnYBat30n{l.i}(inicioCargaVenlOnYBat30n(i)-finCargaVenlOnYBat30n(i));

cargaVen!OnYMicrOnYSandOn{l.i}=cargaVenlOnYMicrOnYSandOn{l.i}(inicicCargaVen!OnYMicrOnYSandOn(i):finC argaVen! OnYMicrOnYSandOn(i));

end

%Subsamplen
Y%recorremos el vector de uno en uno y si encontramas un cero se guarda
Y%como el cero no es parte de la onda, incremento el indice de subsamplen a
%la siguiente muestra. Si coincide muestra leida con el indice subsamplen
Yguardo esa muestra y e incremento el indiceSub en SUBSAMPLE
for i=l:TRIALS

cargaBati Temp{i}=[];

cargaBat? Temp{i}=[];

cargaBat3Temp{i}=[]:

cargabxprlemp{i}=(];

cargaMicrTemp{i}=[);

cargaSandTemp{i}=(];

cargaVen! Temp{i}=(];

% cargaVen2Temp{(}=(]:

cargaMicrOnYSandOnTemp{i}=(];

cargaSandDnYBat3OnTemp{i}=(];

cargaVenlOnYBat30nTemp{i}=(];

cargaVenlOnYMicrOnYSandDnTemp{i}=(];
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indiceSub=;
=k
while (j<size(cargaBatl{1i}.2))
if(cargaBati{l.i}(j)==0)
cargaBati Temp{l.i}(end+/)=0:
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaBati Temp{L.i}(end+()=cargaBati{li}());
indiceSub=indiceSub+SLUBSAMPLE;
end
=it
end

indiceSub=;
=k
while (j<size(cargaBat?{1,i}.2))
if(cargaBat? {1.i}(j)==0)
cargaBat? Temp{l.i}(end+))=0:
indiceSub=indiceSub+;
end
if (j==indiceSub)
cargaBat? Temp(l.i}(end+!)=cargaBatZ {1i}(j);
indiceSub=indiceSub+SUBSAMPLE;
end
=i+l
end

indiceSub=;
=l
while (j<size(cargaBat3{l.i}.2))
if(cargaBat3{l.i}(j)==0)
cargaBat3Temp{l.i}(end+!)=0:
indiceSub=indiceSub+!;
end
if (j==indiceSuh)
cargaBat3 Temp(l.i}(end+l)=cargaBat3{Li}(}):
indiceSub=indiceSub+SUBSAMPLE;
end
=i
end

indiceSub=1;
=l
while (j<size(cargabxpr{l.i}.2))
if(cargakxpr{l.i}()==0)
cargabxprTemp{l i}(end+)=0;
indiceSub=indiceSub+;
end
i (j==indiceSub)
cargabxprlempf{l.i}(end+!)=cargabxpr{Li}(j);
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=I;
=l
while (j<size(cargaMicr{l.i}.2))
if(cargaMicr{l.i}(j)==0)
cargaMicrTemp{!.i}(end+/)=0;
indiceSub=indiceSub+!;
end
i (j==indiceSub)
cargaMicrTemp{l.i}(end+!)=cargaMicr{l.i}(j);
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indiceSub=indiceSub+SLUBSAMPLE;
end
=i+
end

indiceSub=l;
=k
while (j<size(cargaSand{l.i}.2))
if(cargaSand{L.i}(j)==0)
cargaSandTemp{l.i}(end+))=0:
indiceSub=indiceSub+;
end
if (j==indiceSub)
cargaSandTemp{l.i}(end+()=cargaSand{Li}());
indiceSub=indiceSub+SLBSAMPLE;
end
=it
end

indiceSub=;
=k
while (j<size(cargaVenl{l.i}.2))
if(cargaVenl{li}(j)==0)
cargaVenlTemp(L.i}(end+))=0;
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaVen! Temp({Li}(end+)=cargaVenl{1i}(j):
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=1;
=k
while (j<size(cargaMicrOnYSandOn{l.i}.2))
if(cargaMicrOnYSandOn{1.i}(j)==0)
cargaMicrOnYSandDnTemp({l.i}(end+)=0;
indiceSub=indiceSub-+;
end
if (j==indiceSub)
cargaMicrnYSandOnTemp{l.i}(end+)=cargaMicrOnYSandOn{L.i}(j);
indiceSub=indiceSub+SLBSAMPLE:;
end
=i
end

indiceSub=1;
=l
while (j<size(cargaSanddnYBat3On{l.i}.2))
if(cargaSanddnYBat3On{li}(j)==0)
cargaSandOnYBat30nTempf{l.i}(end+))=0;
indiceSub=indiceSub+;
end
if (j==indiceSub)
cargaSanddnYBat30nTemp{li}(end+l)=cargaS andOnYBat30n{Li}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=;

=l

while (j<size(cargaVenlOnYRat3On{l.i}.2))
if(cargaVenlOnYBat3On{L.i}()==0)
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317 cargaVenlnYBatsOnTemp{Li}(end+!)=0;

318 indiceSub=indiceSub+!;

319 end

320 if (j==indiceSub)

321 cargaVenlOnYRat3OnTemp(L.i}(end+!)=cargaVen!OnYBat3On{L.i}()):
322 indiceSub=indiceSub+SUBSAMPLE;

323 end

324 =it

325 end

326

327 indiceSub=;

328 i=l:

329 while (j<size(cargaVenlOnYMicrOnYSandOn{l.i}.2))

330 if(cargaVenlDnYMicrOnYSandOn{l.i}(j)==0)

331 cargaVenlOnYMicrOnYSandOnTemp{l.i}(end+)=0;

332 indiceSub=indiceSub+!;

333 end

334 if (j==indiceSub)

335 cargaVenlnYMicrOnYSandOnTemp{li}(end+)=cargaVenlOnYMicrOnYSanddn{Li}(j);
336 indiceSub=indiceSub+SUBSAMPLE:

337 end

338 i=it:

339 end

340

341 cargaBatl{l i}=cargaBatl Temp{l.i};

342 cargaBat?{li}=cargaBat2 Temp{L.i};

343 cargaBat3{l i}=cargaBat3Temp{l.i};

344 cargabxpr{l.i}=cargaExprTemp{l.i};

345 cargaMicr{l.i}=cargaMicrTemp{l.i};

346 cargaSand{l,i}=cargaSandTemp{l.i};

347 cargaVenl{l.i}=cargaVenlTemp{l.i};

348 % cargaVen?{l.i}=cargaVen| Temp{L.i};

349 cargaMicrOnYSandOn{l.i}=cargaMicrnYSandOnTemp{l.i};

350 cargaSanddnYBat30n{l.i}=cargaSandOnYBat30nTemp{l.i};

351 cargaVenlOnYBat30n{l.i}=cargaVenlOnYBat3OnTempfl.i};

352 cargaVen!OnYMicrOnYSandOn{l.i}=cargaVenlOnYMicrOnYSandOnTemp{l.i};
353

354 end

355

356 clear cargaBatiTemp{l.i};

357 clear cargaBat? Temp{l.i};

358 clear cargaBat3 Temp{l.i};

359 clear cargabxprTemp{l.i};

360 clear cargaMicrlemp({l.i};

361 clear cargaSandTemp{l.i};

362 clear cargaVenl Temp{l.i};

363 % clear cargaVen2Temp(li};

364 clear cargaMicrlnYSandOnTemp{l.i};

365 clear cargaSandOnYBat3OnTemp{l.i};

366 clear cargaVenlOnYBat30nTemp{l.i};

367 clear cargaVenlOnYMicrOnYSandOnTemp(l.i};

368 clear indiceSub;

369

370

371

372

373 Y%extraccion de los pasos por cern.

374 %el paso por cero es en la muestra actual menos el nimero de

375 Yopasos por cero anteriores.

376 for i=I:TRIALS

377 pasosCero\Batl{i}=find(cargaBatl{l.i}==0)+DESFASE_TRAFO_TENSION;
378 pasosCero\Batl{l.i}=pasosCero\VBatl{li}-[0:size(pasosCeraVBat{li}.2)-1];
379

380 pasosCeroVBat2{i}=find(cargaBat2{1.i}==0)+DESFASE_TRAFO_TENSION;
381 pasosGeroVBat2{l.i}=pasosCeraVBatZ{l.i}-[0:size(pasosCeraVBatZ{1.i}.2)-1]:
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pasosCeroVBatd{i}=find(cargaBat3{l.i}==0)+DESFASE_TRAFO_TENSION;
pasosCeroVBat3{li}=pasosCeroVBat3{!.i}-(0:size(pasosCeraVBat3{li}.2)-1];

pasosCeroVExpr{i}=find(cargak xpr{l.i}==0)+DESFASE_TRAFD_TENSION:
pasosCeroVExpr{l.i}=pasosCeraVExpr{l.i}-[0:size(pasosCeroVExpr{l.i}.2)-1];

pasosCeroVMicr{i}=find(cargaMicr{l.i}==0)+DESFASE_TRAFO_TENSION;
pasosCeroVMicr{l.i}=pasosCeroVMicr{l i}-[0:size(pasosCeraVMicr{l.i}.2)-1];

pasosGeroVSand{i}=find(cargaSand{l.i}==0)+DESFASE_TRAFD_TENSION;
pasosCeroVSand{l.i}=pasosCeroVSand{l.i}-[0:size(pasosCeroVSand{li}.2)-1];

pasosCeroVVenl{i}=find(cargaVenl{l.i}==0)+DESFASE_TRAFD_TENSION;
pasosCeroVVenl{l,i}=pasosCeroVVenl{1.i}-[0:size(pasosCeraVVenl{l.i}.2)-1];

% pasosCeroVVen2{i}=find(cargaVen2{1,i}==0)+DESFASE_TRAFO_TENSION;
% pasosCeroVWWenZ2{l.i}=pasosCeraVVenZ{l.i}-[0:size(pasosCeroVWen2{1.i}.2)-1];

pasosGeroYMicrlnYSandOn{i}=find(cargaMicrOnYSandn{l.i}==0)+DESFASE_TRAFO_TENSION;
pasosCeroVMicrOnYSandOn{l,i}=pasosCeroVMicrOnYSandOn{l.i}-[0:size(pasosCeraVMicrOnYSandOn{l.i}.2)-1];

pasosCeroVSanddnYBat30n{i}=find(cargaSand0nYBat30n{li}==0)+DESFASE_TRAFO_TENSION;
pasosCeroVSandOnYBat30n{l.i}=pasosCeraVSanddnYBat30n{l.i}-[0:size(pasosCeroVSanddnYBat3On{l.i}.2)-1];

pasosCeroVWenlOnYBat30n{i}=find(cargaVenlOnYBat30n{l,i}==0)+DESFASE_TRAFD_TENSION;
pasosCeroVVenlOnYBat30n{l.i}=pasosCeraVVenlOnYBat30n{l i}-[0:size(pasosCeroVVenlOnYBat3On{l.i}.2)-1];

pasosGeroVVenlOnYMicrOnYSandOn{i}=find(cargaVenlOnYMicrOnYSandOn{l.i}==0)+DESFASE_TRAFO_TENSION;

pasosCero\VVenlOnYMicrOnYSandOn{l.i}=pasosCeroVVenlOnYMicrOnYSandOn{l.i}-[0:size(pasosCeroVVenl OnYMicrnYSandOn{l.i}.2)-1];

end

Y%eliminacion de los pasos por cero y de la comp. continua y filtrado

f2=tdesign.bandpass('n.fcl.fc2'N.FCLFCZ FS);
filtro=design(f2):
Y%fvtool(filtro)

for i=L:TRIALS
cargaBatl{l.i}=nonzeros(cargaBatl{L.i});
cargaBatl{! i}=(cargaBatl{!i})'-median(cargaBati{li}):
cargaBatiFiltr{l i}=filter(filtro.cargaBati{li});
cargaBatlFiltr{l.i}=cargaBatlFiltr{l }(INICID_FILTR:end): %quitamos las INICID_FILTR muestas
cargaBatl{li}= cargaBati{Li}(INICIO_FILTR:end); %de la filtrada y del la original

cargaBat?{li}=nonzeros(cargaBat2{1.});
cargaBat?{l.i}=(cargaBat?{li})'-median(cargaBatZ{1.i});
cargaBat? Filtr{li}=filter(filtro,cargaBatZ {1.i});
cargaBatZFiltr{l.i}=cargaBat2 Filtr{Li}(INICIO_FILTR:end);
cargaBat?{li}= cargaBat2{Li}(INICIO_FILTR:end);

cargaBat3{li}=nonzeros(cargaBat3{l.i});
cargaBat3{l.i}=(cargaBat3{l.i}) -median(cargaBat3{l.i});
cargaBat3Filtr{l i}=filter(filtro,cargaBat3{1.i});
cargaBat3Filtr{l.i}=cargaBat3Filtr{Li}(INICIO_FILTR:end);
cargaBat3{l.i}= cargaBat3{l.i}(INICIO_FILTR:end);

cargabxpr{l.i}=nonzeros(cargakxpr{li});
cargabxpr{l.i}=(cargakxpr{l.i})'-median(cargak xpr{l.i});
cargabxprfiltr{l i}=filter(filtro,cargabxpr{l.i});
cargakxprFiltr{l.i}=cargakxprFiltr{Li}(INICIO_FILTR:end);
cargabxpr{Li}= cargabxpr{Li}(INICIO_FILTR:end);
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cargaMicr{l.i}=nonzeros(cargaMicr{l.i}):
cargaMicr{l.i}=(cargaMicr{Li})'-median(cargaMicr{l.i});
cargaMicrFiltr{l.i}=filter(filtro.cargaMicr{l.i});
cargaMicrFiltr{l.i}=cargaMicrFiltr{Li}(INICID_FILTR:end);
cargaMicr{l.i}= cargaMicr{L.i}(INICID_FILTR:end):

cargaSandf{l.i}=nonzeros(cargaSandf{l.i});
cargaSand{l.i}=(cargaSand{l.i})'-median(cargaSand{1.i});
cargaSandFiltr{l,i}=filter(filtro,cargaSand{l.i});
cargaSandFiltr{l.i}=cargaSandFiltr{|. }(INICID_FILTR:end);
cargaSand{l.i}= cargaSand{Li}(INICIO_FILTR:end);

cargaVenl{l.i}=nonzeros(cargaVenl{l.i}):
cargaVenl{li}=(cargaVenl{l.i})'-median(cargaVenl{l.i});
cargaVenlFiltr{li}=filter(filtro,cargaVenl{l.i});
cargaVenlFiltr{l.i}=cargaVenlFiltr{Li}(INICID_FILTR:end);
cargaVenl{l.i}= cargaVenl{Li}(INICIO_FILTR:end);

% cargaVen?{l.i}=nonzeros(cargaVen2{l.J});

% cargaVen?{l.i}=(cargaVen2{l,i})"-median(cargaVen2{l.i});
% cargaVenZFiltr{l.i}=filter(filtro.cargaVen2{1.i}):

% cargaVen2Filtr{l.i}=cargaVen2 Filtr{Li}(INICIO_FILTR:end);
% cargaBatl{li}= cargaBatl{Li}(INICIO_FILTR:end);

cargaMicrOnYSandOn{l.i}=nonzeros(cargaMicrOnYSandOn{l.i});
cargaMicrOnYSandOn{li}=(cargaMicrOnYSandOn{l.i})'-median(cargaMicrOnYSandOn{l.i});
cargaMicrOnYSandOnFiltr{li}=filter(filtro,cargaMicrOnYSandOn{l.i});
cargaMicrnYSandOnFiltr{l,i}=cargaMicrlnYSandOnFiltr{li}(INICID_FILTR:end);
cargaMicrnYSandOn{l.i}= cargaMicrOnYSandOn{Li}(INICID_FILTR:end);

cargaSanddnYBat30n{l.i}=nonzeros(cargaS andlnYRat3On{l.i});
cargaSandDnYBat30n{l.i}=(cargaSandOnYBat30n{l.i})'-median(cargaSandOnY Bat30n{l.i});
cargaSanddnYBat30nFiltr{l.i}=filter(filtro,cargaS and0nYBat30n{l.i});
cargaSanddnYBat3OnFiltr{l,i}=cargaSandOnYBat3OnFiltr{li}(INICID_FILTR:end);
cargaSanddnYBat30n{l.i}= cargaSandlnYBat3On{1,i}(INICIO_FILTR:end);

cargaVenlOnYBat30n{l.i}=nonzeros(cargaVen!OnYBat30n{l.i});
cargaVenlOnYBat30n{l.i}=(cargaVen!OnYBat3On{l.i})'-median(cargaVenlOnYBat30n{l.i});
cargaVenlOnYBat3OnFiltr{l.i}=filter(filtro,cargaVen!OnYBat3On{l.i});
cargaVenlOnYRat3OnFiltr{l.i}=cargaVenlOnYBat3OnFiltr{1,i}(INICID_FILTR:end);
cargaVenlOnYBat30n{l.i}= cargaVenlOnYBat30n{1,i}(INICIO_FILTR:end);

cargaVen!OnYMicrOnYSandOn{l.i}=nonzeros(cargaVen!OnYMicrOnYSandOnfl.i});

cargaVen!OnYMicrOnYSandOn{l.i}=(cargaVenlOnYMicrOnYSandOn{l.i})'-median(cargaVen! OnYMicrOnYSandOnfl.i});

cargaVen!OnYMicrOnYSandOnFilte{l.i}=filter(filtro.cargaVen!DnYMicrOnYSandOn(l.i});
cargaVenlOnYMicrOnYSandDnFiltr{l.i}=cargaVen!OnYMicrOnYSandOnFilte{!.i}(INICIO_FILTR:end);
cargaVenlOnYMicrOnYSandDn{l.i}= cargaVenlOnYMicrOnYSandOn{Li}(INICIO_FILTR:end);

end

%% FACTOR POTENCIA, PASO POR CERD

Yavalor desfase V-|

Ycalculamos el desfase entre tension e intensiadad, flanco bajada de
Yacorriente

Y%con el vector pasosCeroVxxx y calculando el paso por cero

Y%de |a onda de corriente filtrada(primer paso por cero, obviando los rebotes)

pasosCerolBatl=cell(L.TRIALS);

for i=LTRIALS

k=% indice de fila de los ceros de corriente
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ANEXO I

pasosCerolBatl{1.i}(k)=-SEP_PASOS [
for j=I:size(cargaB atlFiltr{1.i}.2)-1%j recorre toda la onda de corriente
if (cargaBatlFiltr{Li}(;)>MAY_MEN_0)&&(cargaBatlFiltr{l.i}(j+)<=0)%si los pasos por cero
if j-pasosCerolBati{1.i}(k)>=SEP_PASOS _[: Y%estan separados, se afiade
if abs(cargaBatiFiltr{1i}()))<abs(cargaBatlFiltr{Li}(j+1))%el que esta mas cerca de cero
pasosCerolBatl{l i}(k+)=j:
else
pasosCerolBatl{li}(k+)=j+;
end
k=k+:
end
end
end
pasosCerolBatl{l.i}=pasosCerolBatl{! i}(2:end).%eliminamos el primer valor
end %que es cero

pasosCerolBat2=cell(l TRIALS);

for i=I:TRIALS
k=1% indice de fila
pasosCerolBat2{l,i}(k)=-SEP_PASOS [;
for j=I:size(cargaBat2Filtr{l.i}.2)-1
if (cargaBatZ Filtr{1i}(j)>MAY_MEN_0)&&(cargaBatZFiltr{l.i}(j+!)<=0)
if j-pasosCerolBat? {1,i}(k)>=SEP_PASOS_[; %si los pasos por cero
if abs(cargaBat2Filtr{l.i}(j))<abs(cargaBatZFiltr{li}(j+))
pasosCerolBat2{1.i}(k+)=j%estan separadus, se afiade
else
pasosCerolBat2 {1i}(k+1)=j+|.%el que estd mas cerca de cero
end
k=k+I;
end
end
end
pasosCerolBatZ{l.i}=pasosCerolBatZ{l.i}(2:end).%eliminamos el primer valor
end %que es cero

pasosCerolBat3=cell(l. TRIALS);

for i=l:TRIALS
k=I.% indice de fila
pasosCerolBat3{1,i}(k)=-SEP_PASOS 0:
for j=I:size(cargaBat3Filtr{l.i}.2)-1
if (cargaBat3Filtr{Li}(j)>MAY_MEN_0)&&(cargaBat3Filtr{li}(j+)<=0)
if j-pasosCerolBat3{li}(k)>=SEP_PASOS_[: %si los pasos por cero
it abs(cargaBat3Filtr{1.i}())<abs(cargaBat3Filtr{l.i}(j+))
pasosCerolBat3{1.i}(k+|)=}%estan separados, se afiade
else
pasosCerolBat3{1.i}(k+1)=j+|.%el que estd mas cerca de cero
end
k=k+;
end
end
end
pasosCerolBat3{l.i}=pasosCerolBat3{!i}(Z:end).%eliminamos el primer valor
end Y%aque es cero

pasosCerolExpr=cell(l, TRIALS);
for i=I:TRIALS

k=1:% indice de fila
pasosCerolExpr{li}(k)=-SEP_PASOS _[:
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ANEXO I

for j=I:size(cargakxprFiltr{l.i}.2)-1
if (cargaExprFiltr{].i}(7)>MAY_MEN_0)G&(cargaExprFiltr{1.i}(j+)<=0)
if j-pasosCerolExpr{l.i}(k)>=SEP_PASOS _D; %si lus pasos por cero
i abs(cargabxprFiltr{l.i}(j))<abs(cargaExprFiltr{l.i}(j+))
pasosCerolExpr{L.i}(k+|)=}%estan separados, se afiade
else
pasosGerolExpr{Li}(k+|)=j+|.%el que esta mas cerca de cero
end
k=k+:
end
end
end
pasosCerolExpr{l.i}=pasosCerolExpr{l.i}(2:end).%eliminamos el primer valor
end %que es cero

pasosCerolMicr=cell(1.TRIALS);

for i=I:TRIALS
k=1% indice de fila
pasosCerolMicr{li}(k)=-SEP_PASOS_0;
for j=I:size(cargaMicrFilte{l.i}.2)-1
if (cargaMicrFiltr{1,i}(j)>MAY_MEN_0)&(cargaMicrFiltr{li}(j+1)<=0)
if j-pasosCerolMicr{l.i}(k)>=SEP_PASOS_[0: %si los pasos por cero
if abs(cargaMicrFiltr{1i}(j)<abs(cargaMicrFiltr{Li}(j+1))
pasosCerolMicr{l.i}(k+!)=j%estan separadus, se afiade
else
pasosCerolMicr{l.i}(k+|)=j+|.%el que estd mas cerca de cern
end
k=k+:
end
end
end
pasosCerolMicr{l.i}=pasosCerolMicr{l.i}(Z:end).%eliminamos el primer valor
end %que es cero

pasosCerolSand=cell(l.TRIALS):

for i=L:TRIALS
k=1:% indice de fila
pasosCerolSand{l,i}(k)=-SEP_PASOS [;
for j=I:size(cargaSandFiltr{l.i}.2)-I
if (cargaSandFiltr{1i}(j)>MAY_MEN_0)&&(cargaSandFiltr{l,i}(j+!)<=0)
if j-pasosCerolSand{l,i}(k)>=SEP_PASOS_[; %si los pasos por cero
if abs(cargaSandFiltr{l.i}())<abs(cargaSandFiltr{l.i}(j+!))
pasosCerolSand{l,i}(k+!)=j%estan separadus, se afiade
else
pasosCerolSand{l.i}(k+!)=j+:%el que estd mas cerca de cero
end
k=k+;
end
end
end
pasosCerolSand{].i}=pasosCeralSand{l,i}(Z:end);%eliminamos el primer valor
end Y%aque es cero

pasosCerolVenl=cell(l,TRIALS);

for i=I:TRIALS
k=1% indice de fila
pasosCeralVenl{Li}(k)=-SEP_PASOS [
for j=I:size(cargaVenlFiltr{l,i}.2)-1
if (cargaVenlFiltr{Li}(j)>MAY_MEN_D)&&(cargaVenlFiltr{li}(j+)<=0)
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if j-pasosCerolVenl{L.i}(k)>=SEP_PASOS_O: %si los pasos por cero
it abs(cargaVenlFiltr{l.i}(j))<abs(cargaVenlFiltr{Li}(j+))
pasosGerolVenl{l.i}(k+!)=j%estan separados, se afiade
else
pasosCerolVenl{l.i}(k+!)=j+|:%el que est4 mas cerca de cero
end
k=k+:
end
end
end
pasosCerolVenl{! i}=pasosCerolVenl{l.i}(2:end).%eliminamos el primer valor
end %que es cero

%

% pasosCerolVen2=cell(l.TRIALS);

%

% for i=I:TRIALS

%  k=1% indice de fila

%  pasosCerolVen?{li}(k)=-SEP_PASOS [

% for j=I:size(cargaVen2 Filtr{l.i.2)-1

% if (cargaVenZFiltr{1.i}())>MAY_MEN_[)G&(cargaVenZ Filtr{1.i}(j+)<=0)
% if j-pasosCerolVen?2{1,i}(k)>=SEP_PASDS_[; %si los pasos por cern

% if abs(cargaVen? Filtr{li}(j))<abs(cargaVenZFiltr{Li}(j+))

% pasosCernlVen?{1i}(k+!)=j%estan separados, se afiade

% else

% pasosCerolVen?{1.i}(k+1)=j+:%el que est4 mas cerca de cero
% end

% k=k+I:

% end

%  end

% end

%  pasosCerolVenZ{l.i}=pasosCernlVenZ {1.i}(Z:end).%eliminamos el primer valor
% end %que es cero

%

pasosCerolMicrnYSandOn=cell(lTRIALS);

for i=L:TRIALS
k=1:% indice de fila
pasosCerolMicrOnYSandOn{l,i}(k)=-SEP_PASOS [
for j=I:size(cargaMicrOnYSandOnFilte{l.i}.2)-1
if (cargaMicrOnYSandOnFilte{Li}(j)>MAY_MEN_D)&&(cargaMicrOnYSanddnFiltr{l.i}(j+!)<=0)
if j-pasosCerolMicrnYSandOn{l.i}(k)>=SEP_PASOS_0: %si los pasos por cero
if abs(cargaMicrOnYSandDnFiltr{l.i}(j))<abs(cargaMicrOnYSandOnFiltr{l.i}(j+1))
pasosCerolMicrOnYSandOn{l.i}(k+!)=j%estan separados, se afiade
else
pasosCerolMicrOnYSandOn{l.i}(k+!)=j+I:%el que est4 mas cerca de cero
end
k=k+;
end
end
end
pasosCerolMicrOnYSandOn{l.i}=pasosCeralMicrlnYSandOn{l,i}(Z:end)%eliminamos el primer valor
end Y%aque es cero

pasosCerolSand0nYBat30n=cell(1.TRIALS);

for i=I:TRIALS

k=I:% indice de fila

pasosCeralSandlnYBatsOn{l,i}(k)=-SEP_PASOS [;

for j=I:size(cargaSandlnYBat30nFiltr{l.i}.2)-1

it (cargaS andOnYBat3OnFiltr{1,i}(j)>MAY _MEN_0)&&(cargaS andlnYBat3OnFiltr{l,i}(j+1)<=0)
if j-pasosCerolSanddnYBat3On{l,i}(k)>=SEP_PASOS _0; %si los pasos por cero
it abs(cargaSandOnYBat30nFiltr{li}(j))<abs(cargaSanddnYBat3OnFiltr{1.i}(j+))
pasosCerolSandOnYBat30n{l.i}(k+!)=j%estan separados, se afiade
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else
pasosCerolSandOnYBat30n{l.i}(k+!)=j+|:%el que esta mas cerca de cero
end
k=k+;
end
end
end
pasosCerolSandnYBat30n{l.i}=pasosCerolSandlnYBat3On{l.i}(Z:end).%eliminamos el primer valor
end %que es cero

pasosCerolVenlOnYBat30n=cell(I,TRIALS);

for i=1:TRIALS
k=% indice de fila
pasosCerolVenlOnYBat30n{l,i}(k)=-SEP_PASOS _[0;
for j=I:size(cargaVenlOnYBat3 0nFiltr{l.i}.2)-1
if (cargaVenlOnYBat30nFiltr{Li}(j)>MAY_MEN_0)&&(cargaVenlOnYBat3OnFiltr{l.i}(+1)<=0)
if j-pasosCeralVenlOnYRat3On{l.i}(k)>=SEP_PASOS_0; %si los pasos por cero
it abs(cargaVenlOnYBat3OnFiltr{l.i}(j))<abs(cargaVenlOnYBat3OnFilte{l i}(j+1))
pasosCerolVenlOnYBat30n{li}(k+1)=j:%estan separados, se afiade
else
pasosCerolVenlOnYRat30n{l,i}(k+!)=j+.%el que esta mas cerca de cero
end
k=k+!;
end
end
end
pasosCerolVenlOnYBat3On{l.i}=pasosCerolVen!OnYBat30n{l.i}(Z:end).Y%eeliminamos el primer valor
end Y%que es cero

pasosCerolVenlOnYMicrOnYSandDn=cell(l. TRIALS);

for i=I:TRIALS
k=1:% indice de fila
pasosCerolVenlOnYMicrOnYSandOn{l,i}(k)=-SEP_PASOS [
for j=I:size(cargaVenlOnYMicrOnYSandOnFilte{1.i}.2)-1

if (cargaVenlDnYMicrOnYSandOnFiltr{Li}())>MAY_MEN_0)&&(cargaVenlOnYMicrOnYSandOnFilte{Li}(j+1)<=0)

if j-pasosCeralVenlOnYMicrOnYSandOn{li}(k)>=SEP_PASOS _D; %si los pasos por cero
if abs(cargaVenlOnYMicrOnYSandOnFiltr{l.i}())) <abs(cargaVen!OnYMicrOnYSandDnFiltr{l.i}j+1))
pasosCerolVenlOnYMicrOnYSandOn{l.i}(k+()=j%estan separados, se afade
else
pasosCerolVenlOnYMicrOnYSandOn{l.i}(k+!)=j+:%el que est4 mas cerca de cero
end
k=k+I;
end
end
end

pasosCeralVenlOnYMicrOnYSandOn{l.i}=pasosCeralVenlOnYMicrOnYSandOn{l.i}(2:end)%eliminamas el primer valor

end Y%que es cero

Yadiferencias
medFacPotBatl=0;
medFacPotBat?=0;
medFacPotBat3=0;
medFacPotbxpr=0;
medFacPotMicr=0;
medFacPotSand=0;
medFacPotVenl=0;
medFacPotMicrinYSandOn=0;
medFacPotSandInYBat30n=0;
medFacPotVenlOnYBat30n=0;
medFacPotVenlDnYMicrOnYSandOn=0;
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for i=LTRIALS

sizeFacPotBatl(i)=min(size(pasosCernlRatl{l.i}.2) size(pasosCeroVRatl{1,}.2));
FacPotBatl{li}=pasosCeralBatl{l,i}(!:sizeFacPotBatl(i))-pasosCeroVBat!{1.i}(I:sizeFacP otB atl (i));
FacPotBati{Li}(find(FacPotBatl{1i}<0))=FacPotB ati{li}(find(FacPoBatl{1.i}<0))+MUESTRAS_CICLO/2;
FacPotBatl{Li}(find(FacPotBat{1i}>(MUESTRAS_CICLO/4)))=FacPotBatl{l.i}(find(FacPotBati{li}>(MUESTRAS_CICLO/4)))-MUESTRAS CICLO/Z;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotBatl(i)).int32 (VENTANA_EST))*VENTANA_EST

medFacPotBati=[medFacPotBatl median(FacPotBati{Li}(i:j+ VENTANA_EST-1))];

end

sizeFacPoBat? (i)=min(size(pasosCerolBatZ{1.i}.2) size(pasosCernVBatZ {1.i}.2)):
FacPotBat?{l.i}=pasosCerolBat2{1.i}(I:sizeFacPoBat2 (i) -pasosCeroVBatZ {1.i}(I:sizeFacP otR atZ (i));
FacPotBat2 {1} (find(FacPoBat2{1.i}<0))=FacPotBat? {1.i}(find(FacPotBatZ {1.i}<0))+MUESTRAS_CICLO/2;
FacPotBat2{li}(find(FacPoBat?{1.i}>(MUESTRAS_CICLO/4)))=FacPotBat2{li}(find(FacPotBatZ {1.i}>(MUESTRAS_CIGLO/4)))-MUESTRAS CIGLO/Z;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotBat? (i) int32(VENTANA_EST))*VENTANA EST

medFacPotRat? =[medFacPotBat? median(FacPotBat? {1.i}(j;+VENTANA_EST-1))];

end

sizeFacP ot at3 (i) =min(size(pasosCeralBat3{1.i}.2).size(pasosCera\VBat3{1.i}.2));
FacPotBat3{l.i}=pasosCerolBat3{l.i}(I:sizeFacPotB at3(i))-pasosCeroVBats{l.i} (I:sizeFacPotB at3(i));
FacPotBat3{Li}(find(FacPotBat3{1,i}<0))=FacPotB at3{li}(find(FacPotBat3{l.i} <0))+MUESTRAS CIGLO/Z:
FacPotBat3{Li}(find(FacPotBat3{1.,i}>(MUESTRAS_CICLO/4)))=FacPotBat3{l.i}(find(FacPoBat3{li}>(MUESTRAS _CICLO/4)))-MUESTRAS CICLO/Z;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotBat3(i)),int32 (VENTANA_EST))*VENTANA EST

medFacPotBatd=[medFacPoBat3 median(FacPatBat3{1.i}(j+VENTANA_EST-1))];

end

sizeFacPotf xpr(i)=min(size(pasosCeralExpr{l.i}.2) size(pasosCeraVExpr{l.i}.2));
FacPottxpr{l.i}=pasosCeralExpr{l,i}(I:sizeFacPotf xpr(i))-pasosCeraVExpr{l.i}(I:sizeFacPotf xpr(i));
FacPottxpr{li}(find(FacPotExpr{l,i}<0))=FacPatExpr{l.i}(find(FacPotExpr{l.i}<0))+MUESTRAS CICLO/2;
FacPotExpr{l.i}(find(FacPotExpr{li}>(MUESTRAS_CICLO/4)))=FacPotExpr{l.i}(find(FacPotExpr{l.i}>(MUESTRAS_CICLO/4)))-MUESTRAS CICLO/2;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotExpr(i)).int3Z (VENTANA_EST))*VENTANA_EST

medFacPotExpr=[medFacPottxpr median(FacPotExpr{l.i}(;j+ VENTANA_EST-1))1:
end

sizeFacPotMicr()=min(size(pasosCerolMicr{l,i}.2).size(pasosCeroWMicr{Li}.2));
FacPotMicr{l.i}=pasosCeralMicr{l.i}(I:sizeFacPotMicr(i) - pasosCeroVMicr{li}(I:sizeFacPotMicr(i));
FacPotMicr{li}(find(FacPotMicr{li}<0))=FacPotMicr{l.i}(find(FacP otMicr{Li}<0))+MUESTRAS_CICLO/2;
FacPotMicr{l,i}(find(FacPotMicr{Li}>(MUESTRAS_CICLO/4)))=FacPatMicr{l.i}(find(FacPotMicr{Li}>(MUESTRAS_CICLO/4)))-MUESTRAS CICLO/2;
for j=I:.VENTANA_EST.idivide(int32 (sizeFacPotMicr(i)).int32 (VENTANA_EST))*VENTANA_EST

medFacPotMicr=[medFacPotMicr median(FacPotMice{l,i}(jj+VENTANA_EST-1))];
end

sizeFacPotSand(i)=min(size(pasosCernlSand{l.i}.2) size(pasosCeraVSand{l i}.2));
FacPotSand{l.i}=pasosCerolSand{l,i}(:sizeFacPotS and(i))-pasosCeroVS and{l.i}(:sizeFacP otS and(i));
FacPotSand{l.i}(find(FacPotSand{l.i}<0))=FacPatSand{l.i}(find(FacPotSand{! i}<0))+MUESTRAS_CICLO/2;
FacPotSand{l.i}(find(FacPotSand{l,i}>(MUESTRAS _CICLO/4)))=FacPotSand{l.i}(find(FacPatSand{l,i}>(MUESTRAS CICLO/4)))-

MUESTRAS_CICLO/Z;

for j=I:VENTANA_EST:idivide(int32 (sizeFacPotSand(i)).int32 (VENTANA_EST))*VENTANA EST
medFacPotS and=[medFacPotS and median(FacPotSand{l.i}(j:;j+VENTANA_EST-1))]:
end

sizeFacPotVenl(i)=min(size(pasosCerolVenl{l.i}.2).size(pasosCeroVVenl{l,i}.2));
FacPotVenl{l.i}=pasosCeralVenl{1.i}(:sizeFacPotVenl(i)- pasosCeraVVenl{1,i}(:sizeFacP atVenl(i));
FacPotVenl{1.i}(find(FacPotVenl{l.i}<0))=FacPotVenl{li}(find(FacPotVen!{1i}<0))+MUESTRAS _CICLO/Z;
FacPotVenl{l.i}(find(FacPotVenl{li}>(MUESTRAS_CICLO/4)))=FacPotVenl{li}(find(FacPatVenl{Li}>(MUESTRAS_CICLO/4)))-MUESTRAS CICLO/Z:;
for j=I:.VENTANA_EST:idivide(int32 (sizeFacPotVenl(i)).int32 (VENTANA_EST))*VENTANA_EST

medFacPotVenl=[medFacPotVenl median(FacPotVen{Li}(jj+VENTANA_EST-1))]:

end

sizeFacPotMicrOnYSandn(i)=min(size(pasosCeralMicrnYSandOn{l.i},2).size(pasosCeroVMicrinYSandOn{l.i}.2));
FacPotMicrnYSandOn{l.i}=pasosCerolMicrnYSanddn{l i}(I:sizeFacPotMicrnYSandn(i)) -

pasosGeroVMicrOnYSandOn{1,i}(I:sizeFacPotMicrOnYSandOn(i)):

FacPotMicrOnYSandOn{li}(find(FacPotMicrlnYSandln{l.i}<0))=FacP atMicrOnYSandOn{l.i}(find(FacPotMicrOnYSandn{l.i}<0))+MUESTRAS _CICLO/Z;
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ANEXO I

FacPotMicrlnYSandOn{l.i}(find(FacPotMicrnYSandOn{l.i}>(MUESTRAS_CICLO/4)))=FacPatMicrlnYSandOn{1.i}(find(FacPotMicrOnYSandOn{Li}>(MUESTRAS
_CICLD/4)))-MUESTRAS CIGLO/2;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotMicrOnYSandOn(i)).int32 (VENTANA_EST))*VENTANA_EST
medFacPotMicrOnYSand0n=[medFacPotMicrlnYSanddn median(FacPotMicrOnYSandOn{l.i}(:j+ VENTANA_EST-1)]:

end

sizeFacPotSandnYBat30n(i)=min(size(pasosCeralSanddnYBat3On{l.i}.2) size(pasosCeroVS andnYBat30n{l.i}.2));
FacPotSandOnYBat30n{l i}=pasosCeralSandlnYBat30n{!.i}(1:sizeFacPotS andOnYBat3On(i))-
pasosCeroVSand0nYBat30n{l i}(I:sizeFacPotS andOnYBat30n(})):

FacPotSanddnYBat3On{l.i}(find(FacPotS andlnYRat3On{l.i}<0))=FacPotSandnYBat3On{l.i}(find(FacP atSandlnYRat3 On{1.i}<0))+MUESTRAS _CICLO/Z;

FacPotSanddnYBat3On{l.i}(find(FacPotSandlnYBat30n{l.i}>(MUESTRAS _CICLO/4)))=FacPotSanddnYBat3On{Li}(find(FacPotS anddnYBat3On{Li}>(MUESTRA
S_CIGLO/4)))-MUESTRAS _CICLO/2;
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotSandOnYBat30n(i)).int32 (VENTANA_EST))*VENTANA EST
medFacPotSanddnYRat30n=medFacPotS anddnYRat30n median(FacPotSanddnYBat30n{Li}(:j+ VENTANA_EST-1))]:

end

sizeFacPotVenlOnYBat3 0n(i)=min(size(pasosCeralVenlDnYBat3On{l.i}.2).size(pasosCeraVVenlOnYBat3On{l.i}.2));
FacPotVenlOnYBat30n{l.i}=pasosCeralVenlOnYBat3On{l.i}(I:sizeFacP otVen! OnYBat3On(i)) -
pasosCeroVVenlOnYBat30n{li}(I:sizeFacPotVenlOnYBat30n(i)):

FacPotVenlOnYRat3On{l.i}(find(FacPotVenlOnYRat3On{l.i}<0))=FacP atVenlOnYBat3On{l,i} (find(FacP otVen! DnYBat30n{li}<0))+MUESTRAS_CICLO/Z;

FacPotVenlOnYRat3On{l.i}(find(FacPotVenlOnYRat3On{l.i}>(MUESTRAS_CICLO/4)))=FacPatVenlOnYRat3On{l,i}(find(FacPotVenlOnYBat3On{l.i}>(MUESTRAS
CICLO/4)))-MUESTRAS CICLO/2;
for j=1:VENTANA_EST:idivide(int32 (sizeFacPotVenlOnYBat30n(i)).int32 (VENTANA_EST))*VENTANA_EST
medFacPotVenlOnYBat30n=[medFacPotVenl0nYRat30n median(FacPotVenlOnYBat30n{Li}(j:j+VENTANA_EST-1))];

end

sizeFacPotVenlOnYMicrOnYSandOn(i)=min(size(pasosCerolVenlDnYMicrnYSandOn{l.i}.2) size(pasosCeroVVenlOnYMicrOnYSandOn{l.i}.2));
FacPotVenlOnYMicrOnYSandOn{l.i}=pasosCeralVenlOnYMicrOnYSandOn{l.i}(I:sizeFacP otVenlOnYMicrOnYSandOn(i)) -
pasosCeroVVenlOnYMicrOnYSandOn{l.i}(I:sizeFacPotVenlDnYMicrOnYSanddn(i));

FacPotVenlOnYMicrOnYSandOn{l.i}(find(FacPotVen!OnYMicrOnYSandOn{l.i}<0))=FacPotVenlOnYMicrOnYSandOn{l.i}(find(FacP otVenlDnYMicrOnYSandOn{l.i}
<[0))+MUESTRAS _CICLO/2;

FacPotVenlOnYMicrOnYSandOn{Li}(find(FacP otVenlOnYMicrOnYSandOn{1i}>(MUESTRAS_CICLO/4)))=FacPotVenlOnYMicrOnYSandOn{l.i}(find(FacPotVen!On
YMicrOnYSandOn{li}>(MUESTRAS _CICLO/4)))-MUESTRAS CICLO/2:
for j=I:VENTANA_EST:idivide(int32 (sizeFacPotVenlOnYMicrOnYSandOn(i)).int32 (VENTANA_EST))*VENTANA EST
medFacPotVen!OnYMicrOnYSanddn=medFacPotVenlOnYMicrOnYSand0n median(FacPotVenlOnYMicrOnYSandOn{li}(j;j+VENTANA_EST-1))];
end
end

medFacPotBatl=medFacPotBatl(Z:end);

medFacPotBat? =medFacPotB at? (2:end);
medFacPotBat3=medFacPotBat3(Z:end);
medFacPotbxpr=medFacPotExpr(Z:end);
medFacPotMicr=medFacPotMicr(Z:end);

medFacPotS and=medFacPotSand(Z:end);
medFacPotVenl=medFacPotVenl(Z:end);
medFacPotMicrOnYSandOn=medFacPotMicrOnYSandDn(Z:end);
medFacPotS and0nYBat3 0n=medFacPotS andOnYBat3On(Z:end);
medFacPotVenlDnYBat30n=medFacPotVenlOnYBat30n(Z:end);
medFacPotVenlDnYMicrOnYSandOn=medFacPotVen!OnYMicrOnYSandOn(Z:end);

%% RMS-FFT-CCOA-CUARTO
Yavalor RMS
Yerecortamos la sefial en longitud para otener un multiplo

Y%de un periodo asi el valor rms estd promediado y tomamos

Y%ventanas de VENTANA_EST numero de ciclos.
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ANEXO I

rmsBatl=[];
rmsBatZ=(];
rmsBats3=(];
rmsExpr=(];
rmsMicr=(];
rmsSand=[];
rmsVenl=[];
rmsMicrnYSandOn=(];
rmsSand0nYBat30n=[];
rmsVenlOnYBat30n=[];
rmsVen|OnYMicrOnYSandOn=(];

CalfBatl=(];
ChetBatl=(];
CalfBat2=[];
CheBat2=(];
CalfBat3=[];
CheBat3=];
CalfExpr=(;
ChetExpr=[;
CalMicr=];
ChetMicr=];
CalfSand=[];
ChetSand=[];
CalfVenl=(];
CbetVenl=[];
CalMicrOnYSandOn=(];
CbetMicrOnYSandOn=[];
CalfSand0nYBat30n=[];
CbetSand0nYBat30n=[];
CalfVenlOnYBat30n=(];
CbetVen!OnYBat30n=(];
CalfVenlOnYMicrOnYSandOn=(];
CbetVen!OnYMicrOnYSandOn=(];

fitiBatl=(];

fft2 Batl=(];
fft3Batl=(]:
fftiBat2=(]:
fft2Bat2=(];
fit3Bat2=(]:
fftiBat3=(];
fft2Bat3=(]:
fft3Bat3=(]:
fitExpr=[];
fit2Expr=[];
ft3Expr=(];
fitiMicr=(];
fit2Micr=(];
fit3Micr=(]:
fftiSand=(];
fft2Sand=(];
fft3Sand=(];
fftiVenl=(];

fft2 Venl=(];
fft3Venl=(];
fitiMicrOnYSandOn=[];
fit2MicrOnYSandOn=[];
fit3MicrOnYSandOn=[];
fitISandOnYBat30n=(];
fit2SandOnYBat30n=();
fit3SandOnYBat30n=(];
ftlVenlOnYBat30n=(];
fft2VenlOnYBat30n=(];
fit3VenlOnYBat30n=[];
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ANEXO I

fftlVen!OnYMicrOnYSandOn=(];
fft2VenlOnYMicrOnYSandOn=(];
fft3VenlDnYMicrOnYSandOn=(];

picoCargaBati=[];
picoCargaBat?=[);
picoCargaBat3=[);
picoCargabxpr=[);
picoCargaMicr=[];
picoCargaSand=[];
picoCargaVenl=[];
picoCargaMicrOnYSanddn=[];
picoCargaSanddnYRat30n=(];
picoCargaVen!OnYRat30n=(];
picoCargaVen!OnYMicrOnYSanddn=(];

medPicoBatl=];
medPicoBat2=];
medPicoBat3=];
medPicoExpr=[];
medPicoMicr=];
medPicoSand=[];
medPicoVenl=(];
medPicoMicrOnYSandOn=[];
medPicoSand0nYBat30n=();
medPicoVenlOnYBat30n=(];
medPicoVenlOnYMicrOnYSandOn=(];

cuartoCargaBatl=[];
cuartoCargaBat?=(]:
cuartolargaBatd=[];
cuartoCargabxpr=(]:
cuartoCargaMicr=(];
cuartoCargaSand=(];
cuartoCargaVenl=(];
cuartoCargaMicrOnYSandOn=[];
cuartoCargaSandOnYBat30n=[]:
cuartoCargaVenlOnYBat30n=[]:
cuartoCargaVen!OnYMicrOnYSandOn=(];

medCuartoBati=];
medCuartoBat? =[];
medCuartoBat3=[];
medCuartoExpr=[];
medCuartoMicr=[];

medC uartoSand=[];
medCuartoVenl=[];
medCuartoMicrOnYSandOn=(];
medCuartoSandDnYBat30n=(];
medCuartoVenlOnYBat30n=();
medCuartoVenlOnYMicrOnYSandOn=();

fftindicesFrec=(];
for i=1:2:size(FRC_BUSQ_FFT.2)

Indices=find((FRC_BUSO_FFT()<VECTOR_FRECUENCIA)G(VECTOR_FRECUENCIA<FRC_BUSO_FFT(i+1))):

fftindicesFrec=fftindicesFrec [Indices(!);Indices(end)]];

end

for i=LTRIALS

sizecargaBatl(i)=size(cargaBatl{l.i}.2);

for j=I:.VENTANA_EST:size(pasosCerolBatl{l.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.
cargaBatlVentana=cargaBatl{l.i}(pasosCerolBatl{1,i}(j):pasosCerolBati{Li}(j+VENTANA_EST));
Y%armsBatl=[rmsBat! ((trapz(cargaBatlVentana."2)/size (cargaBatlVentana, 2))*0.5)];
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%

ANEXO I

rmsBatl=[rmsBatl ((sum(cargaBat!Ventana."2)/size (cargaBatlVentana,2))"0.5)];

Yaconcordia

ia=cargaBatlVentana(l.|8:end-17):%adesfasamos |a corriente para crear stma. trif.

ib=cargaBatlVentana(ll:end-34);

ic=cargaBatlVentana(l.35:end):

ialf=abs(ia*(2/3)"0.5-ib*(1/6)"0.5-ic*(I/6)"0.5):

ibet=abs(ib*(1/2)"0.5-ic*(1/2)"0.3);

CalfBati=CalfBat! sum(ialf)/size(ialf.2)];

ChetBatl=[CbetBatl sum(ibet)/size(ibet2)];

%aFFT

y = fft(cargaRatiVentana NFFT)/INC_VENT:

fftiBatl=(fftlBat! max(2*abs(y(fftindicesFrec(ll)ftindicesFrec(Z.1))))]:

fft2Batl=(fft2Batl max(2*abs(y(fftindicesFrec(l.2)ftindicesFrec(2.2)))]:

fft3Batl=(fft3Batl max(2*abs(y(fftindicesFrec(l.3):ftindicesFrac(2.3))))]:

%PICOY CUARTD

for k=1:VENTANA_EST
pico=max(cargaBatl{1i}((pasosCerolBati{1i}(j):(pasosCerolBati{l.i}(j+k))))):
cuartoGargaBatl=[cuartol argaRatl cargaBatl{l.i}(pasosCeralBati{Li}(j+k-1)+CUARTO_SEMIPERIODN)/ pica);
picolargaBati=[picolargaBatl pica);

end

medPicoB atl={medPicoBatl median(picolargaBatl)]:

medCuartoBatl=[ medCuartoBat! median(cuartolargaBatl)]:

cuartoCargaBati=[];

picoCargaRatl=[];

end

sizecargaBat? (i)=size(cargaBat?{1.i}.2);
for j=I:VENTANA_EST:size(pasosCeralBat?{1.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.

cargaBat? Ventana=cargaBat?{l.i}(pasosCerolBat2{1.i}(j):pasosCeralBat2 {1,i} (j+VENTANA_EST)):
rmsBat?=[rmsBat? ((trapz(cargaRat?Ventana."2)/size (cargaBat? Ventana,2))"0.9)];

rmsBat?=[rmsBat? ((sum(cargaBatZVentana."2)/size (cargaBat? Ventana.2))*0.9)];

Y%concordia

ia=cargaBat? Ventana(l.18:end-17).%desfasamos la corriente para crear stma. trif.

ib=cargaBat?Ventana(l l:end-34);

ic=cargaB at? Ventana(l.35:end);

ialf=abs(ia*(2/3)"0.9-ib*(I/8)"0.5-ic*(1/6)*0.8);

ibet=abs(ib*(1/2)"0.9-ic*(1/2)"0.8);

[alfBat2=[CalfBat? sum(ialf)/size(ialf,2)]:

[betBat?=[CbetBat? sum(ibet)/size(ibet.2)];

aFFT

y = fft(cargaRat?Ventana NFFT)/INC_VENT:

fitiBat?=[fftIBat? max(Z *abs(y(fftindicesFrec(l.)-fftindicesFrec(Z.))))];

fit2Bat?=[fftZBat? max(2*abs(y(fftIndicesFrec(l,2):fftindicesFrec(2.2))))]:

fit3Bat2=(fft3Bat? max(2*abs(y(fftindicesFrec(l.3):fftindicesFrec(Z.3))))];

%PICOY CUARTD

for k=I:VENTANA_EST
pico=max(cargaBat2{!i}((pasosCerolBat2{1.i}(j):(pasosCeralBat2{l i}(j+K))));
cuartolargaBat? =[cuartoCargaBat? cargaBat?{1,i}(pasosCeralBat2{1i}(j+k-1)+CUARTO_SEMIPERIODO)/ pica];
picoCargaBat?=[picoCargaBat? pico);

end

medPicoB at?=[medPicoBat? median(picoCargaBat?));

medCuartoB at?=[medCuartoBat? median(cuartolargaBat?)];

cuartolargaBat?=(];

picoCargaBat?=(];

end

sizecargaBat3(i)=size(cargaBat3{l.i}.2);
for j=1:.VENTANA_EST:size(pasosCerolBat3{1.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.

cargaBat3Ventana=cargaBat3{l.i}(pasosCerolBats{l.i}(j):pasosCeralBat3{li} (j+ VENTANA_EST));
rmsBat3=[rmsBat3 ((trapz(cargaBatsVentana."2)/size (cargaBat3 Ventana,2))"0.5)];

rmsBat3=[rmsBat3 ((sum(cargaBat3Ventana."2)/size (cargaBat3 Ventana2))"0.5)];

Yconcordia

ia=cargaBatd Ventana(l.18:end-17).%desfasamos |a corriente para crear stma. trif.

ib=cargaBat3 Ventana(l l:end-34);

ic=cargaBat3 Ventana(l.35:end);
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ANEXO I

ialf=abs(ia*(2/3)"0.5-ib*(I/6)"0.5-ic*(1/6)"0.0);

ibet=abs(ib*(1/2)"0.5-ic*(1/2)*0.5);

CalfBat3=[CalfBat3 sum(ialf)/sizeialf,2)];

ChetBat3=[ChetBatd sum(ibet)/size(ibet2)];

OGFFT

y = fft(cargaRat3 Ventana NFFT)/ING_VENT;

fftiBat3=(fftBat3 max(Z*abs(y(fftindicesFrec(l.))-ftindicesFrec(Z.1))))];

fft2Bat3=(ff2Bat3 max(2*abs(y(fftindicesFrec(l.2)-ftindicesFrec(2.2))))]:

fit3Bat3=[fft3Bat3 max(2*abs(y(fftindicesFrec(l.3):fftindicesFrec(2.3))))]:

%PICO Y CUARTD

for k=1:VENTANA_EST
pico=max(cargaBat3{l.i}((pasosCerolBat3{!i}(j):(pasosCeralBat3{Li}(j+k))))):
cuartobargaBat3=[cuartolargaBatl cargaBat3{l.i}(pasosCerolBat3{l.i}(j+k-1)+CLUARTO_SEMIPERIODD)/ picol;
picoCargaBat3=(picoCargaBatd pica);

end

medPicoB at3=[medPicoBat3 median(picoCargaBatd)):

medCuartoBat3=[medCuartoBat3 median(cuartolargaBat3)];

cuartoCargaBats=(];

picoCargaBats=[);

end

sizecargab xpr(i)=size(cargabxpr{l.i}.2);

for j=I:VENTANA_EST:size(pasosCeralExpr{li}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.

cargabxprVentana=cargabxpr{l.i}(pasosCerolExpr{l.i}(j):pasosCeralExpr{l,i}(j+ VENTANA_EST));
rmsExpr=[rmsExpr ((trapz(cargaExprVentana.*2)/size (cargakxprVentana2))*0.a)];

rmsExpr=[rmsExpr ((sum(cargafxprVentana.*2)/size (cargakxprVentana,2))"0.0)];

Yconcordia

ia=cargabxprVentana(l,|18:end-17).%desfasamos la corriente para crear stma. trif.

ib=cargabxprVentana(l l:end-34);

ic=cargabxprVentana(l.35:end);

ialf=abs(ia*(2/3)"0.9-ib*(I/8)"0.5-ic*(1/6)*0.8);

ibet=abs(ib*(1/2)"0.5-ic*(1/2)"0.8);

CalfExpr=[CalfExpr sum(ialf)/size(ialf.2)]:

CbetExpr=[CbetExpr sum(ibet)/size(ibet,2)];

aFFT

y = fft(cargaExprVentana NFFT)/INC_VENT:

frlExpr=[fftExpr max(2 *abs(y(fftindicesFrec(l.!):fitindicesFrec(Z.1))))];

fHt2Expr=[ffZ Expr max(Z *abs(y(fftindicesFrec(l.2)-fitindicesFrec(2.2))))

fit3Expr=[fft3Expr max(2*abs(y(fftIndicesFrec(l.3):fftindicesFrec(2.3))))

%PICO Y CUARTD

for k=I:VENTANA_EST
pico=max(cargak xpr{l.i}((pasosCerolExpr{l.i}(j):(pasosCeralExpr{l.i}(j+k)))):
cuartoCargabxpr=[cuartoCargakxpr cargabxpr{l.i}(pasosCerolExpr{l.i}(+k-1)+CUARTO_SEMIPERIDDA)/ pical;
picoCargabxpr=[picoCargakxpr picol;

end

medPicobxpr=[medPicobxpr median(picaCargabxpr)];

medCuartof xpr=[medC uartoE xpr median(cuartoCargabxpr)]:

cuartoCargaExpr=[];

picoCargabxpr=[];

end

—

—

sizecargaMicr(i)=size(cargaMicr{1.i}.2);

for j=1:.VENTANA_EST:size(pasosCeralMicr{l.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.

cargaMicrVentana=cargaMicr{l.i}(pasosCeralMicr{l.i}(j):pasosCeralMicr{l,i} (;+ VENTANA_EST));
rmsMicr=[rmsMicr ((trapz(cargaMicrVentana."2)/size (cargaMicrVentana,2))*0.0)];

rmsMicr=[rmsMicr ((sum(cargaMicrVentana."2)/size (cargaMicrVentana,2))"0.5)];

Yconcordia

ia=cargaMicrVentana(l.|18:end-17).%desfasamos |a corriente para crear stma. trif.

ib=cargaMicrVentana(l l:end-34);

ic=cargaMicrVentana(l.35:end);

ialf=abs(ia*(2/3)"0.5-ib*(I/6)"0.5-ic*(1/6)"0.0);

ibet=abs(ib*(1/2)"0.0-ic*(1/2)*0.5);

CaltMicr=[CalMicr sum(ialf)/size(ialf.2)];

CbetMicr=[CbetMicr sum(ibet)/size(ibet.2)];

GFFT
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ANEXO I

y = fft(cargaMicrVentana NFFT)/INC_VENT:
fitiMicr=[fftMicr max(Z *abs(y(fftindicesFrec(l.):ftindicesFrec(2.1))))]:
fit2Micr=(ff2Micr max(2 *abs(y(fftindicesFrec(].2):ftindicesFrec(2.2)))];
fit3Micr=[fft3Micr max(2*abs(y(fftindicesFrec(l.3):ftindicesFrec(Z.3))))];
%PICOY CUARTD
for k=1:VENTANA_EST
pico=max(cargaMicr{Li}((pasosCeralMicr{l.i}(j): (pasosCeralMicr{Li}(j+k))))):
cuartoGargaMicr=[cuartol argaMicr cargaMicr{l.i}(pasosCeralMicr{1.i}(j+k-1)+CUARTO_SEMIPERIODO)/ pica);
picoCargaMicr=[ picoCargaMicr pica];
end
medPicoMicr={medPicoMicr median(picoCargaMicr)];
medCuartoMicr=[ medC uartoMicr median(cuartoCargaMicr)];
cuartoCargaMicr=(];
picoCargaMicr=[];

end

sizecargaSand(i)=size(cargaSand{l.i}.2):
for j=I:VENTANA_EST:size(pasosCeralSand{l.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana,

cargaSandVentana=cargaSand{l.i}(pasosCeralSand{1i}(j):pasosCerolSand{!,i}(j+VENTANA_EST)):
rmsSand=[rmsSand ((trapz(cargaSandVentana."2)/size (cargaSandVentana,2))*0.5)];

rmsSand=[rmsSand ((sum(cargaSandVentana.*2)/size (cargaSandVentana,2))"0.9)];

Yconcordia

ia=cargaSandVentana(l,|8:end-17).%desfasamos la corriente para crear stma. trif.

ib=cargaSandVentana(ll:end-34);

ic=cargaSandVentana(l,35:end);

ialf=abs(ia*(2/3)"0.5-ib*(1/6)"0.5-ic*(I/6)"0.5);

ibet=abs(ib*(1/2)"0.5-ic*(1/2)"0.5);

CalfSand=[CalfSand sum(ialf)/size(ialf.2)]:

ChetSand=[CbetSand sum(ibet)/size(ibet2)];

%aFFT

y = fft(cargaSandVentana NFFT)/ING_VENT:

fitlSand=[fftSand max(2 *abs(y(fftindicesFrec(l.!):ftndicesFrec(2.))))];

fit2Sand=[fftZSand max(Z *abs(y(fftindicesFrec(].2):fitindicesFrec(2.2))))];

fit3Sand=[fft3Sand max(2*abs(y(fftindicesFrec(l.3):ftindicesFrec(2.3))))];

%PICO Y CUARTD

for k=I:VENTANA_EST
pico=max(cargaS and{l.i}((pasosCerolSand{!.i}(j):(pasosCeralSand{l i}(j+k)))));
cuartolargaSand=[cuartolargaSand cargaSand{!.i}(pasosCeralSand{l.i} (j+k-1)+CUARTO_SEMIPERIDDD)/pica);
picolargaSand=[picolargaSand pica);

end

medPicoSand=[medPicoSand median(picoCargaSand)];

medCuartoSand={medC uartoS and median(cuartoCargaSand)];

cuartoCargaSand=(];

picoCargaSand=[];

end

sizecargaVenl(i)=size(cargaVenl{l.i}.2);
for j=1:.VENTANA_EST:size(pasosCeralVenl{li}.2)-VENTANA_EST-1:%ventana desde paso por cero, hasta ancho ventana,

cargaVenlVentana=cargaVenl{l,i}(pasosCeralVen!{l.i}(j):pasosCeralVenl{1i} (j+ VENTANA_EST)).%
rmsVenl=[rmsVenl ((trapz(cargaVenlVentana."2)/size (cargaVenlVentana,2))"0.0)]:

rmsVenl=[rmsVenl ((sum(cargaVenlVentana."2)/size (cargaVenlVentana,2))*0.9)];

Yconcordia

ia=cargaVenlVentana(l,|8:end-17):%adesfasamos la corriente para crear stma. trif.

ib=cargaVenlVentana(l l:end-34);

ic=cargaVenl Ventana(l.35:end);

ialf=abs(ia*(2/3)"0.5-ib*(I/6)"0.5-ic*(1/6)"0.0);

ibet=abs(ib*(1/2)"0.5-ic*(1/2)*0.5);

CalfVenl=[CalfVenl sum(ialf)/size(ialf.2)]:

CbetVenl=[CbetVenl sum(ibet)/size(ibet.2)];

GFFT

y = fft(cargaVen!Ventana NFFT)/INC_VENT;

fftiVenl=(fftlVenl max(2*abs(y(fftindicesFrec(l!)-fitindicesFrec(2.1)))));

f1t2Venl=[tft2Venl max(2*abs(y(fftindicesF rec(l.2):fftindicesFrec(Z.2))))

i3 Venl=[fft3Venl max(2*abs(y(fftindicesFrec(l,3):fftindicesFrec(Z.3))))

%PICO Y CUARTD

—_

—
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1226 for k=1:VENTANA_EST

1227 pico=max(cargaVenl{l.i}((pasosCerolVenl{1i}(j):(pasosCeralVenl{Li}(j+k)))):

1228 cuartoGargaVenl=[cuartolargaVenl cargaVenl{l.i}(pasosCerolVen!{1i}(i+k-1)+CUARTO_SEMIPERIODD)/ picol:

1229 picoCargaVenl=[picoCargaVenl pical;

1230 end

1231 medPicoVenl=[medPicoVenl median(picoCargaVenl)]:

1232 medCuartoVenl={medCuartaVenl median(cuartolargaVenl)];

1233 cuartoCargaVenl=(];

1234 picoCargaVenl=[];

1235 end

1236

1237 sizecargaMicrinYSandOn(i)=size(cargaMicrOnYSandOn{l.i}.2);

1238 for j=I:.VENTANA_EST:size(pasosCeralMicrlnYSanddn{l.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.
1239 cargaMicrnYSandOnVentana=cargaMicrOnYSandOn{li}(pasosCeralMicrOnYSandOn{l.i}(j):pasosCeralMicrlnYSandOn{l.i}(j+ VENTANA_EST)):
1240 %  rmsMicrOnYSandOn=[rmsMicrOnYSandOn ((trapz(cargaMicrOnYSandnVentana."2)/size (cargaMicrllnYSandOnVentana2))"0.5)];
1241 rmsMicr0nYSandOn=(rmsMicrOnYSandOn ((sum(cargaMicrOnYSandOnVentana."2)/size (cargaMicrOnYSandlnVentana2))*0.5)];
1242 Yconcordia

1243 ia=cargaMicrlnYSanddnVentana(l,18:end-17):%adesfasamos |a corriente para crear stma. trif.

1244 ib=cargaMicrnYSandOnVentana(l.|-end-34):

1245 ic=cargaMicrlOnYSandOnVentana(l,35:end):

1246 ialf=abs(ia*(2/3)"0.5-ib*(1/6)"0.5-ic*(I/6)"0.5);

1247 ibet=abs(ib*(1/2)"0.5-ic*(1/2)"0.5);

1248 CaltMicrOnYSandOn=[CalMicrOnYSandOn sum(ialf)/size(ialf.2)];

1249 ChetMicrOnYSandOn=(CbetMicrOnYSandOn sum(ibet)/size(ibet,2)];

1250 GFFT

1251 y = fft(cargaMicrOnYSandOnVentana NFFT)/ING_VENT:

1252 fitiMicrOnYSanddn=[fftIMicrOnYSandOn max(2 *abs(y(fftindicesFrec(L1):ftindicesFrec(Z 1))))1;

1253 fit2MicrOnYSandOn=[fftZMicrOnYSandOn max(2 *abs(y(fftindicesFrec(l.2):fftindicesFrec(2.2))))]);

1254 fit3MicrnYSandOn=[fft3MicrOnYSandln max(2 *abs(y(fftindicesFrec(l.3):fftindicesFrec(Z 3))))];

1255 %PICO Y CUARTD

1256 for k=I:VENTANA_EST

1257 pico=max(cargaMicrOnYSandOn{Li}((pasosCeralMicrOnYSandOn{l.i}(j):(pasosCerolMicrOnYSanddn{l.i} (j+k))));

1258 cuartoCargaMicrOnYSandOn=[cuartoCargaMicrOnYSandOn cargaMicrlnYSandOn{l.i}(pasosCerolMicrOnYSandOn{l.i} (j+k-
1259 1)+CUARTD_SEMIPERIODO)/ pica);

1260 picoCargaMicrOnYSandOn=[picoCargaMicrOnYSandn pical;

1261 end

1262 medPicoMicrOnYSandOn=[medPicoMicrOnYSanddn median(picoCargaMicrOnYSandOn)];

1263 medCuartoMicrOnYSandn=[medCuartoMicrOnYSand0n median(cuartoC argaMicrnYSandOn)];

1264 cuartoCargaMicrOnYSandOn=[];

1265 picoCargaMicrOnYSandOn=(];

1266 end

1267

1268 sizecargaSandOnYBat30n(i)=size(cargaS and0nYBat30n{l.i}.2);

1269 for j=I:VENTANA_EST:size(pasosCeralSandOnYBat30n{1,i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana.
1270 cargaS anddnYBat30nVentana=cargaSanddnYBat30n{l.i}(pasosCeralSanddnYBat30n{l.i}(j):pasosCeralSanddnYBat3On{li} (j+ VENTANA_EST));
1271 %  rmsSandnYBat30n=[rmsSand0nYBat30n ((trapz(cargaSandOnYBat30nVentana."2)/size (cargaSandOnYBat3OnVentana2))"0.5)];
1272 rmsSand0nYBat30n=[rmsSanddnYBat30n ((sum(cargaSanddnYBat3OnVentana."2)/size (cargaS andOnYBat30nVentana,2))"0.9)];
1273 Y%concordia

1274 ia=cargaSand0nYBat30nVentana(l|8:end-17):%desfasamos |a corriente para crear stma. trif.

1275 ib=cargaSandOnYRat3OnVentana(ll:end-34);

1276 ic=cargaSand0nYBat3OnVentana(l,35:end);

1277 ialf=abs(ia*(2/3)"0.5-ib*(1/6)"0.5-ic*(I/8)"0.a);

1278 ibet=abs(ib*(1/2)*0.5-ic*(1/2)"0.5);

1279 CalfSandOnYBat30n=[CaltSanddnYBat3On sum(ialf)/size(ialf.2));

1280 [ betSandnYBat30n=[CbetS anddnYBat30n sum(ibet)/size(ibet.2)];

1281 %aFFT

1282 y = fit(cargaSandOnYBat30nVentana NFFT)/INC_VENT:

1283 fftiSandnYBat30n=[fftlSanddnYBat30n max(2 *abs(y(fftindicesFrec(Ll)ftndicesF rec(2.1))];

1284 fft2Sand0nYBat30n=[ft2Sand0nYBat30n max(Z *abs(y(fftindicesFrec(l.2):ftindicesFrec(2.2))))];

1285 fit3Sand0nYBat30n=[fft3Sand0nYRat30n max(2*abs(y(fitindicesFrec(l.3):ftindicesFrec(2.3))))]:

1286 %PICOY CUARTD

1287 for k=I:VENTANA_EST

1288 pico=max(cargaS anddnYBat30n{li}((pasosCeralSandlnYBat3On{Li}(j):(pasosCernlSandlnYBat3On{l.i}(j+k))):

1289 cuartoCargaSandlnYBat30n=[cuartoCargaSandlnYBat3On cargadandlnYBat3On{l,i}(pasosCerolSandlnYBat3On{l,i}(j+k-

1290  1)+CUARTO_SEMIPERIDDO)/ pical;
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picoCargaSandlnYBat30n=[picolargaSandlnYBat30n pica);
end
medPicoSandnYRat30n=medPicoSandlnYBat30n median(picoCargaS andlnYBat30n)];
medCuartoSanddnYBat3On=medC uartoS andlnYBat30n median(cuartoC argaSanddnYBat30n)];
cuartoCargaSanddnYBat30n=(];
picoCargaSandOnYBat30n=(];

end

sizecargaVenlOnYBat30n(i)=size(cargaVen! OnYBat3On{l.i}.2);
for j=I:VENTANA_EST:size(pasosCeralVen!OnYBat30n{l.i}.2)-VENTANA_EST-I.%ventana desde paso por cero, hasta ancho ventana,
cargaVenlnYRat30nVentana=cargaVenlOnYBat30n{l.i}(pasosCerolVen!OnY Bat3On{1.i}(j):pasosCeralVenlOnYRat3 On{Li}(j+ VENTANA_EST)):
%  rmsVenlOnYBat3On=[rmsVenlOnYBat30n ((trapz (cargaVen!OnYBat3OnVentana.*2)/size (cargaVen!OnYBat3OnVentana,2))*0.9)];
rmsVenlOnYBat30n=[rmsVenlOnYBat30n ((sum(cargaVenlOnYBat30nVentana.*2)/size (cargaVenlOnYRat30nVentana,2))*0.9)];
Yconcordia
ia=cargaVenlOnYBat3OnVentana(l,|8:end-17).%adesfasamos |a corriente para crear stma. trif.
ib=cargaVenlOnYBat30nVentana(ll:end-34);
ic=carga\Venl0nYBat30nVentana(l,35:end):
ialf=abs(ia*(2/3)"0.5-ib*(I/6)"0.5-ic*(1/6)"0.5);
ibet=abs(ib*(1/2)"0.5-ic*(1/2)*0.5);
(alfVenlOnYBat30n=[CalfVen!OnYBat30n sum(ialf)/size(ialf.2));
CbetVenlOnYBat3On=[ChetVenlOnYBat30n sum(ibet)/size(ibet.2));
OaFFT
y = fft(cargaVenlOnYBat30nVentana NFFT)/ING_VENT:
fitiVenlOnYBat30n=[fftVenlOnYBat30n max(2 *abs(y(fftindicesF rec(L):ftindicesFrec(Z.1))))];
fit2VenlDnYBat30n=[ffZ VenlOnYBat30n max(2 *abs(y(fftindicesFrec(l.2):fft ndicesFrec(2.2))))];
fit3VenlOnYBat3 0n=(fft3VenlOnYBat3 0n max(Z *abs(y(fftindicesFrec(!.3):ftindicesFrec(2.3))))];
%PICO Y CUARTD
for k=1:VENTANA_EST
pico=max(cargaVenlOnYBat30n{li}((pasosCeralVenlOnYBat30n{l.i}(j): (pasosCerolVenl OnYBat30n{1.i}(j+k))));
cuartoGargaVenlOnYBat30n=[cuartaCargaVenlOnYBat30n cargaVenlOnYRat3On{l.i}(pasosCeralVenlOnYBat3On{l.i}(j+k-
1)+CUARTD_SEMIPERIDDO)/ pica]:
picoCargaVen!OnYRat30n=[picoCargaVenlOnYRat30n pico);
end
medPicoVenlOnYBat30n=[medPicoVenlDnYBat30n median(picoCargaVenlOnYBat30n)];
medCuartoVenlDnYBat30n=[medCuartoVenlOnYBat30n median(cuartoCargaVen!OnYBat30n)];
cuartoCargaVen!OnYBat30n=[]:
picoCargaVenlOnYBat30n=(];
end

sizecargaVenlOnYMicrOnYSandOn(i)=size(cargaVenlDnYMicrOnYSandOn{l.i}.2);
for j=I:VENTANA_EST:size(pasosCeralVen!OnYMicrOnYSandOn{l,i}.2)-VENTANA_EST-1.%ventana desde paso por cero, hasta ancho ventana.

cargaVen!OnYMicrOnYSandOnVentana=cargaVenlOnYMicrOnYSandOn{l.i}(pasosCeralVenlOnYMicrOnYSandOn{l.i}():pasosCeralVenlDnYMicrOnYSandOn{l.i}
(j+VENTANA_EST)):
0

% rmsVenlOnYMicrOnYSandOn=[rmsVenlOnYMicrOnYSandOn  ((trapz(cargaVenlOnYMicrOnYSandOnVentana."2)/size
(cargaVenlOnYMicrOnYSandOnVentana,2))*0.9)];
rmsVenlOnYMicrOnYSandOn=[rmsVenlOnYMicrOnYSandOn ((sum(cargaVen!OnYMicrOnYSandOnVentana."2)/size

(cargaVenlOnYMicrOnYSandOnVentana,2))"0.5)];

Yconcordia
ia=cargaVenlOnYMicrOnYSandOnVentana(l.18:end-17).%desfasamos la corriente para crear stma. trif.
ib=cargaVenlOnYMicrOnYSandOnVentana(l :end-34);
ic=cargaVenlOnYMicrnYSandDnVentana(l,35:end);
ialf=abs(ia*(2/3)"0.5-ib*(1/6)"0.5-ic*(1/6)"0.0);
ibet=abs(ib*(1/2)"0.5-ic*(1/2)*0.5);
CalfVenlOnYMicrOnYSandDn=[CalfVen!DnYMicrOnYSandOn sum(ialf)/size(ialf.2)];
CbetVenlOnYMicrOnYSandOn=[CbetVenlOnYMicrOnYSanddn sum(ibet)/size(ibet.2)]:
GFFT
y = fft(cargaVenlOnYMicrOnYSandOnVentana NFFT)/INC_VENT;
fftiVenlDnYMicrOnYSandOn=[fftlVenlOnYMicrOnYSandDn max(2*abs(y(fftindicesFrec(l):ftindicesFrec(Z.1))))];
f1t2VenlOnYMicrOnYSandOn=[ftZVenlOnYMicrOnYSandOn max(2 *abs(y(fftindicesF rec(].2)-ftindicesFrec(2.2))))
ftt3VenlOnYMicrOnYS andOn=[fft3VenlOnYMicrnYSanddn max(2*abs(y(fftindicesF rec(l,3):ftindicesFrec(Z.3))))
%PICO Y CUARTD
for k=1:VENTANA_EST

pico=max(cargaVenlOnYMicrOnYSandOn{Li}((pasosCeralVenlDnYMicrOnY SandOn{l.i}(j):(pasosCerolVenlOnYMicrOnYSandn{l.i} (i+k)))));

—

—
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cuartolargaVenlOnYMicrOnYSandln=[cuartoCargaVenlOnYMicrOnYSandOn
cargaVenlOnYMicrOnYSandOn{l.i}(pasosCeralVenlOnYMicrOnYSandOn{1.i} (j+k-1)+CUARTD_SEMIPERIDDO)/pical;

picoCargaVen!DnYMicrlnYSandOn=(picoCargaVenlOnYMicrOnYSandOn pica);

end

medPicoVenlOnYMicrOnYSandOn=medPicoVenlOnYMicrlnYSanddn median(picoCargaVenlOnYMicrOnY Sand0n)];

medCuartoVenlDnYMicrOnYSandOn=[medCuartaVenlOnYMicrOnYSandOn median(cuartoC argaVenlOnYMicrOnYSandOn)];

cuartoCargaVen!DnYMicrOnYSandOn=(];

picoCargaVenlOnYMicrOnYSandOn=[]:

end
end

%% MATRICES ENTRADAS-TARGETS

Y%ordenacion de |os datos en matrices entradas y targets

sizeMatEntradasBati=min([size(rmsBatl.2) size(CalfBat!2) size(CbetBat! ) size(fftiBatl.2) size(fft?Batl.2) size(fft3Batl2) size(medFacPotBatl2)
size(medPicoBat!.2) size(medCuartoBat! 2)]);

sizeMatEntradasBat2=min([size(rmsBat2.2)  size(CalfBat2.2)  size(ChetBat22)  size(fftiBat22)  size(fft2BatZ2)  size(fft3BatZ.2)
size(medFacPotBat2.2) size(medPicoBat? 2) size(medCuartoBat? 2)]);

sizeMatEntradasBat3=min([size(rmsBat3.2)  size(CalfBat3.2)  size(ChetBat3.2)  size(fftiBat3.2)  size(fftZBat3.2)  size(fft3Bat3.2)
size(medFacPotBat3 2) size(medPicoBat3.2) size(medCuartoBat3.2)]);

sizeMatEntradasExpr=min([size(rmsExpr.2) size(CalfExpr,2) size(CbetExpr,2) size(fftlExpr.2) size(fft2 Expr.2) size(fft3Expr.2) size(medFacPotExpr.2)
size(medPicobxpr.2) size(medCuartaExpr.2)]);

sizeMatEntradasMicr=min([size(rmsMicr.2) size(CalfMicr.2) size(CbetMicr.2) size(fftlMicr.2) size(fftZMicr.2) size(fft3Micr.2) size(medFacPotMicr.2)
size(medPicoMicr.2) size(medCuartaMicr,2)]):

sizeMatEntradasSand=min([size(rmsSand2)  size(CalfSand2)  size(CbetSand?)  size(fftiSand2)  size(fftZSand2)  size(fft3Sand2)
size(medFacPotSand,2) size(medPicoSand 2) size(medCuartoSand.2)]);

sizeMatEntradasVenl=min([size(rmsVen!.2) size(CalfVen!,2) size(CbetVenl.2) size(fftlVenl,2) size(fftZVenl.2) size(fft3Venl 2) size(medFacPotVenl.2)
size(medPicoVenl 2) size(medCuartaVenl.2)]);

sizeMatEntradasMicrnYSand0n=min([size(rmsMicrOnYSandOn.2) size(CalfMicrOnYSandOn2) size(CbetMicrOnYSandln.2)
size(fftiMicrOnYSandnZ2) size(ffZMicrOnYSandOn2) size(fft3MicrOnYSandOn2) size(medFacPotMicrOnYSandOn2) size(medFicoMicrOnYSandOn2)
size(medCuartoMicrnYSanddn.2)]);

sizeMatEntradasSand0nYBat30n=min([size(rmsSandlnYBat30n.2) size(CalfSandOnYBat30n2) size(CbetSandOnYRBat30n.2)
size(fftiSand0nYBat30n2) size(fit2SanddnYBat30n2) size(fft3Sand0nYBat30n2) size(medFacPotSandOnYBat30n2) size(medPicoSandnYBat30n2)
size(medCuartoSandOnYRBat30n.2)]);

sizeMatEntradasVenlOnYBat30n=min([size(rmsVen!OnYBat30n,2) size(CalfVenlOnYBat30n.2) size(CbetVenlOnYBat30n.2) size(fftVenlO nYBat30n2)

size(fft2 VenlOnYBat30n.2) size(fft3VenlOnYBat30n.2) size(medFacPotVenlOnYBat30n2) size(medPicoVenlOnYBat30n2)
size(medCuartoVenlOnYBat30n.2)]);
sizeMatE ntradasVenlOnYMicrOnYSandDn=min([size(rmsVenlOnYMicrOnYSandOn,2) size(CalfVenlOnYMicrOnYSandDn.2)

size(CbetVenlOnYMicrnYSandOnZ)  size(fftiVenlOnYMicrOnYSandOnZ)  size(fft2VenlOnYMicrOnYSandOn2)  size(fft3VenlOnYMicrnYSandOn2)
size(medFacPotVenlOnYMicrOnYSandOn2) size(medPicoVenlOnYMicrOnYSandOn,2) size(medCuartoVenlOnYMicrOnYSandOn.2)1);

Y%ecualizacion de entradas==todas con el mismo numero de muestras

% maxMuestras=max([sizeMatEntradasBat! sizeMatEntradasBat? sizeMatEntradasBat3 sizeMatEntradasExpr...

% sizeMatEntradasMicr sizeMatEntradasSand sizeMatEntradasVenl sizeMatEntradasMicrOnYSandOn...

% sizeMatEntradasSandnYBat30n sizeMatE ntradasVenlOnYBat30n sizeMatEntradasVenlOnYMicrOnYSandOn]);
%

%

% unosBatl=ones(l.idivide(int32 (maxMuestras).int32 (sizeMatE ntradasBatl)));

% unosBatZ=ones(! idivide(int32 (maxMuestras).int32 (sizeMatE ntradasBat2)));

% unosBat3=ones(l.idivide(int3Z(maxMuestras),int32(sizeMatE ntradasBats)));

% unosExpr=ones(l idivide(int32(maxMuestras) int32 (sizeMatE ntradasExpr)));

% unosMicr=ones(l,idivide(int32 (maxMuestras).int3Z (sizeMatE ntradasMicr)));

% unosSand=ones(l.idivide(int32 (maxMuestras).int32 (sizeMatt ntradasSand)));

% unosVenl=ones(! idivide(int32 (maxMuestras).int32 (sizeMatE ntradasVenl)));

% unosMicrOnYSand0n=ones(l.idivide(int3Z (maxMuestras).int32 (sizeMatt ntradasMicrOnYSandOn)));

% unosSand0nYBat30n=ones(l,idivide(int3Z (maxMuestras).int32 (sizeMatEntradasSandnYBat30n)));

% unosVenlOnYBat3On=ones(l.idivide(int3Z (maxMuestras).int32 (sizeMatt ntradasVenlOnYBat30n)));

% unosVen!OnYMicrOnYSandOn=ones(l,idivide(int32 (maxMuestras),int3Z (sizeMatEntradasVen! OnYMicrOnYSandOn)));

% matriz entradas sin ecualizar
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ANEXO I

matEntradasOr=[rmsBatl(l:sizeMatE ntradasBatl) rmsBat? (I:sizeMatE ntradasBat?) rmsBat3(I:sizeMatE ntradasBat3)
rmsExpr(l:sizeMatE ntradasExpr) rmsMicr(l:sizeMatE ntradasMicr) rmsSand(l:sizeMatEntradasSand) rmsVenl(1:sizeMatEntradasVenl)
rmsMicrOnYSandOn(l:sizeMatEntradasMicrnYSand0n) rmsSand0nYBat30n(!:sizeMatt ntradasSand0nYBat30n)
rmsVenlOnYBat30n(l:sizeMatEntradasVenlOnYBat30n) rmsVen!OnYMicrOnYSandOn(l:sizeMatEntradasVen!OnYMicrOnYSandOn):...

CalfBatl(l:sizeMatE ntradasBatl) CalfBat?(l:sizeMatEntradasBat?) [alfBat3(l:sizeMatE ntradasBat3)
CalfExpr(l:sizeMatEntradasExpr) CalfMicr(l:sizeMatEntradasMicr) CalfSand(l:sizeMatE ntradasSand) CalfVenl(l:sizeMatE ntradasVenl)
CalfMicrOnYSandOn(l:sizeMatEntradasMicrOnYSandOn) CalfSand0nYBat30n(l:sizeMatE ntradasSanddnYBat30n)
CalfVenlOnYBat3On(!:sizeMatE ntradasVenlOnYBat30n) CalfVenlOnYMicrOnYSandOn(l:sizeMatE ntradasVen! OnYMicrOnYSandOn): ..

CbetBatl(!:sizeMatt ntradasBatl) CbetBat?(l:sizeMatE ntradasBat?) CbetBat3(l:sizeMatE ntradasBats)
Cbetkxpr(l:sizeMatE ntradasExpr) ChetMicr(l:sizeMatEntradasMicr) ChetSand(l:sizeMatEntradasSand) ChetVenl(l:sizeMatEntradasVenl)
CbetMicrOnYSandOn(l:sizeMatEntradasMicrOnYSand0n) CbetSand0nYBat30n(l:sizeMatEntradasS andOnYBat30n)

CbetVenlOnYBat30n(l:sizeMatEntradasVenlOnYBat30n) CbetVen!OnYMicrOnYSandOn(!:sizeMatEntradasVenlOnYMicrOnYSandOn)....
fitlBatl(l:sizeMatEntradasBatl)  fftiBat?(l:sizeMatEntradasBat?)  fftlBat3(l:sizeMatEntradasBat3)  fftlExpr(l:sizeMatEntradasExpr)

fftiMicr(l:sizeMatEntradasMicr) fft!Sand(l:sizeMatE ntradasSand) fftlVenl(l:sizeMatE ntradasVenl)
fftiMicrOnYSandOn(l:sizeMatEntradasMicrOnYSandn) fitlSand0nYBat30n(l:sizeMatE ntradasS and0nYBat30n)
fftVenlOnYBat30n(l:sizeMatEntradasVen!OnYBat30n) fitiVenlDnYMicrOnYSandOn(l:sizeMatEntradasVenlDnYMicrOnYSandOn): .

fft2Batl(l:sizeMatE ntradasBatl) fft2Bat? (I:sizeMatt ntradasBat?) ff12Bat3(l:sizeMatE ntradasBats)
fft2 Expr(l:sizeMatE ntradasExpr) fft2Micr(l:sizeMatEntradasMicr) fft2Sand(l:sizeMatE ntradasSand) f12Venl(l:sizeMatE ntradasVenl)
fft2Micr0nYSand0n(l:sizeMatEntradasMicrnYSandOn) fft2Sand0nYBat30n(!:sizeMatE ntradasSandlnYBat30n)
fft2VenlOnYBat30n(l:sizeMatE ntradasVenlOnYBat30n) ff2VenlDnYMicrOnYSandOn(!:sizeMatE ntradasVenlOnY MicrOnYSandOn)....

fft3Batl(1:sizeMatEntradasBatl) fft3Bat? (I:sizeMatEntradasBat?) fft3Bat3(l:sizeMatE ntradasBat3)
fit3Expr(l:sizeMatE ntradasE xpr) ftt3Micr(!:sizeMatEntradasMicr) fft3Sand(1:sizeMatt ntradasSand) fit3Venl(l:sizeMatE ntradasVenl)
fft3MicrOnYSandOn(l:sizeMatEntradasMicrOnYSandln) fit3SandOnYBat30n(l:sizeMatE ntradasSanddnYBat30n)
fft3Ven!OnYBat30n(l:sizeMatE ntradasVenlOnYBat3On) fft3VenlOnYMicrOnYSandOn(l:sizeMatEntradasVen! OnYMicrOnYSandOn)....

medFacPotBatl(1:sizeMatE ntradasBatl) medFacPotBat? (:sizeMatEntradasBat?) medFacPotBat3(l:sizeMatEntradasBat3)
medFacPotf xpr(l:sizeMatE ntradasExpr) medFacPotMicr(l:sizeMatE ntradasMicr) medFacPatSand(l:sizeMatf ntradasSand)
medFacPotVenl(l:sizeMatEntradasVenl) medFacPotMicrOnYSandn(l:sizeMatE ntradasMicrnYSanddn)
medFacPotSand0nYBat30n(l:sizeMatE ntradasSandOnYBat30n) medFacPotVenlOnYBat30n(!:sizeMatEntradasVenlOnYBat30n)
medFacPotVenlOnYMicrOnYSandOn(l:sizeMatEntradasVenlDnYMicrOnYSandOn)....

medPicoBatl(l:sizeMatE ntradasBatl) medPicoBat? (I:sizeMatEntradasBat?) medPicoBat3(l:sizeMatEntradasBat3)
medPicobxpr(l:sizeMatEntradasE xpr) medPicoMicr(l:sizeMatE ntradasMicr) medPicoSand(l:sizeMatEntradasSand)
medPicoVenl(l:sizeMatE ntradasVenl) medPicoMicrlnYSandOn(l:sizeMatEntradasMicrnYSandOn)
medPicoSand0nYBat30n(l:sizeMatE ntradasSandOnYBat30n) medPicoVenlOnYBat30n(l:sizeMatEntradasVenlOnYBat30n)
medPicoVenlOnYMicrOnYSandOn(l:sizeMatE ntradasVenlOnYMicrOnYSandOn):...

medCuartoBatl(l:sizeMatE ntradasBatl) medCuartoBat? (I:sizeMatEntradasBat?) medCuartoBat3(l:sizeMatE ntradasBat3)
medCuartobxpr(l:sizeMatEntradasExpr) medCuartoMicr(l:sizeMatEntradasMicr) medCuartoSand(|:sizeMatE ntradasSand)
medCuartoVenl(l:sizeMatE ntradasVenl) medCuartoMicrOnYSandOn(l:sizeMatE ntradasMicrOnYSandOn)
medCuartoS andDnYBat30n(l:sizeMatE ntradasSanddnYBat30n) medCuartoVenlOnYBat30n(l:sizeMatE ntradasVenlOnYBat30n)
medCuartoVen!OnYMicrOnYSandOn(l:sizeMatEntradasVenlOnYMicrOnYSandOn):...

I

% % matriz entradas ecualizada

%  matEntradas=[rmsBatl(l:sizeMatEntradasBat!)*unosBatl rmsBat?(I:sizeMatE ntradasBat?) *unosBat?
rmsBat3(l:sizeMatE ntradasBat3) *unosBat3 rmsExpr(l:sizeMatEntradasExpr) *unosExpr rmsMicr(l:sizeMatEntradasM icr) *unosMicr
rmsSand(l:sizeMatEntradasSand)*unosSand rmsVenl(I:sizeMatEntradasVenl) *unosVenl

rmsMicrnYSandOn(l:sizeMatE ntradasMicrOnYSand0n) *unosMicrOnYSandOn

rmsSand0nYBat30n(l:sizeMatk ntradasSandOnYBat30n) *unosSanddnYBat30n
rmsVenlOnYBat30n(l:sizeMatEntradasVenlOnYBat30n)* unosVenlOnYBat3On
rmsVenlOnYMicrOnYSandOn(l:sizeMatEntradasVen! OnYMicrOnYSandOn)*unosVenlOnYMicrOnYSandOn....

% CalfBatl(l:sizeMatEntradasBat!) *unosBatl  CalfBatZ(I:sizeMatEntradasBat?) *unosBat2 CalfBat3(l:sizeMatEntradasBat3) *unosBat3
CalfExpr(l:sizeMatEntradasExpr) *unosExpr CalfMicr(l:sizeMatE ntradasMicr) *unosMicr CalfSand(l:sizeMatEntradasSand)*unosSand
CalfVenl(l:sizeMatEntradasVenl) * unosVenl CaltMicrOnYSandOn(l:sizeMatEntradasMicrOnYSandOn) * unosMicrOnYSandOn
CalfSandOnYBat30n(!:sizeMatEntradasSand0nYBat30n)*unosSandlnYBat30n
CalfVenlOnYBat3On(!:sizeMatt ntradasVenlOnYBat30n) *unosVenl OnYBat30n
CalfVenlOnYMicrOnYSandOn(!:sizeMatE ntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandn;...

% CbetBatl(l:sizeMatEntradasBat!) *unosBatl ~ CbetBat?(l:sizeMatEntradasBat?)*unosBat2 ~ CbetBats(l:sizeMatEntradasBat3)* unosBat3
Cbetkxpr(l:sizeMatE ntradasExpr) * unosExpr ChetMicr(l:sizeMatEntradasMicr) *unosMicr ChetSand(l:sizeMatEntradasSand) *unosSand
CbetVenl(l:sizeMatE ntradasVenl) *unosVenl CbetMicrOnYSandOn(l:sizeMatEntradasMicrnYSandOn) *unosMicrOnYSandOn
CbetSandnYBat30n(l:sizeMatEntradasSandlnYBat30n)*unosSanddnYBat3On
CbetVenlOnYBat30n(l:sizeMatE ntradasVenlOnYBat30n) *unosVenl OnYBat30n
CbetVenlOnYMicrOnYSandOn(l:sizeMatE ntradasVenlOnYMicrOnYSandOn) *unosVenl OnYMicrOnYSandOn....

% fttiBatl(I:sizeMatt ntradasBatl) *unosBatl fftlBat? (I:sizeMatEntradasBat?) *unosBat? fftiBat3(!:sizeMatEntradasBat3) * unosBat3
fftlExpr(l:sizeMatE ntradasExpr) * unosExpr fitiMicr(l:sizeMatE ntradasMicr) *unosMicr fitlSand(l:sizeMatE ntradasS and)*unosSand
fft!Venl(l:sizeMatE ntradasVenl) *unosVenl fitMicrOnYSandOn(l:sizeMatEntradasMicrOnYSandOn) *unosMicrOnYSandOn
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ANEXO I

ft!Sand0nYBat30n(l:sizeMatE ntradasSandlnYBat30n) *unosSanddnYBat30n
fftVenlOnYBat30n(l:sizeMatE ntradasVen! OnYBat3 0n) *unosVenlOnYBat30n
fftVenlOnYMicrOnYSandOn(l:sizeMatE ntradasVenlOnYMicrOnYSand0n) *unosVenlOnYMicrOnYSandOn....

% fft?Batl(l:sizeMatEntradasBat!) *unosBatl ~ fft2Bat?(I:sizeMatE ntradasBat?)*unosBat? fft?Bat3(!:sizeMatE ntradasBat3) *unosBat3
fft2 Expr(l:sizeMat ntradasExpr) * unosExpr fHt2Micr(l:sizeMatE ntradasMicr) *unosMicr ft28and(1:sizeMatE ntradasSand)*unosSand
fft2Venl(l:sizeMatE ntradasVenl) *unosVenl ff2MicrOnYSandOn(l:sizeMatEntradasMicrOnYSand0n) * unosMicrOnYSanddn
fft2 Sand0nYBat30n(l:sizeMatEntradasSand0nYBat3On) *unosSanddnYBat30n
fft2VenlOnYBat30n(l:sizeMatE ntradasVenl OnYBat30n) *unosVenlOnYBat30n
fft2VenlOnYMicrOnYSandOn(!:sizeMatE ntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnY SandOn....

% fft3Batl(l:sizeMatE ntradasBatl) *unosBatl ~ ft3Bat2(I:sizeMatEntradasBat?)*unosBat? fft3Bat3(l:sizeMatE ntradasBat3) *unosBat3
fit3Expr(l:sizeMatE ntradasExpr) * unosExpr fft3Micr(l:sizeMatt ntradasMicr) *unosMicr fft3Sand(l:sizeMatE ntradasS and) *unosS and
fft3Venl(1:sizeMatE ntradasVenl) *unosVenl fft3MicrOnYSandOn(l:sizeMatE ntradasMicrOnYSand0n) *unosMicrOnYSandOn
fft3Sand0nYBat30n(l:sizeMatE ntradasSanddnYBat30n)*unosSandlnYBat30n
fft3Ven!OnYBat3On(l:sizeMatE ntradasVenlOnYBat30n)* unosVenlOnYBat30n
fft3Ven!OnYMicrOnYSandOn(l:sizeMatEntradasVen!OnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn....

1}

%% medFacPotBatl(l:sizeMatE ntradasBat!) *unosBatl medFacPotBat? (1:sizeMatE ntradasBat?) *unosBat?
medFacPotBat3(l:sizeMatEntradasBat3) *unosBatd  medFacPotExpr(l:sizeMatEntradasExpr)*unostxpr - medFacPotMicr(!:sizeMatf ntradasMicr) *unosMicr
medFacPotSand(l:sizeMatE ntradasSand)*unosSand medFacPotVenl(l:sizeMatE ntradasVenl) * unosVen!

medFacPotMicrOnYSandOn(l:sizeMatEntradasMicrOnYSand0n)* unosMicrOnYSanddn
medFacPotSand0nYBat30n(l:sizeMatE ntradasSandOnYBat30n)*unosSanddnYBat3On
medFacPotVenl0nYBat30n(l:sizeMatEntradasVenlOnYBat30n)*unosVenlOnYBat30n
medFacPotVenlDnYMicrOnYSandOn(l:sizeMatE ntradasVenlDnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn....

% medPicoBatl(l:sizeMatEntradasBatl) *unosBatl medPicoBat? (I:sizeMat ntradasBat?) *unosBat?
medPicoRats (I:sizeMatE ntradasBat3) *unosBat3 medPicobxpr(l:sizeMatE ntradasExpr) *unosExpr medPicoMicr(l:sizeMatE nt radasMicr) *unosMicr
medPicoSand(l:sizeMatE ntradasSand)*unosSand medPicaVenl(l:sizeMatEntradasVen!) * unosVenl

medPicoMicrOnYSandOn(l:sizeMatEntradasMicrOnYSandOn) *unosMicrOnYSandOn
medPicoSand0nYBat30n(l:sizeMatEntradasSandlnYBat30n)*unosSanddnYBat30n
medPicoVenlOnYBat30n(l:sizeMatEntradasVen!OnYBat30n)*unosVenlOnYBat30n
medPicoVenlOnYMicrOnYSandOn(!:sizeMatEntradasVenlDnYMicrOnYSandOn) *unosVenl OnYMicrOnYSandOn..

% medCuartoBatl(l:sizeMatE ntradasBat!) *unosBatl medCuartoBat? (I:sizeMatEntradasBat?) *unosBat?
medCuartoBat3(!:sizeMatEntradasBat3) *unosBat3  medCuartoExpr(l:sizeMatEntradasExpr)*unostxpr - medCuartoMicr(l:sizeMatE ntradasMicr)*unosMicr
medCuartoS and(l:sizeMatEntradasSand) *unosSand medCuartoVenl(l:sizeMatE ntradasVenl) *unosVenl

medCuartoMicrOnYSandOn(l:sizeMatE ntradasMicrOnYSandOn)*unosMicrnYSandOn

medCuartoS andDnYBat30n(l:sizeMatE ntradasSanddnYBat30n)*unosSandOnYBat3On

medCuartoVenlDnYBat30n(l:sizeMatE ntradasVenlOnYBat30n) *unosVen!OnYBat30n

medCuartoVenlDnYMicrOnYSandOn(l:sizeMatEntradasVenlDnYMicrOnYSandOn)*unosVenlOnYMicrOnYSandOn....
% I

Y%Target no ecualizado
%
matTargetOr=[ones(l,sizeMatt ntradasBatl) zeros(l.sizeMatEntradasBat?)  zeros(l sizeMatEntradasBat3)  zeros(l sizeMatEntradasExpr)
zeros(l.sizeMatEntradasMicr) zeros(l.sizeMatEntradasSand) zeros(! sizeMatEntradasVenl) zeros(l.sizeMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSandDnYBat30n) zeros(l,sizeMatE ntradasVenlOnYBat30n) zeros(l sizeMatE ntradasVenlOnYMicrOnYSandOn); ..
zeros(l sizeMatEntradasBatl) ones(l.sizeMatEntradasBat?) zeros(| sizeMatEntradasB at3) zeros(l sizeMatE ntradasExpr)
zeros(l.sizeMatEntradasMicr) zeros(l.sizeMatE ntradasSand) zeros(! sizeMatEntradasVenl) zeros(l.sizeMatEntradasMicrnYSandOn)
zeros(l sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatEntradasVenlOnYBat30n) zeros(l sizeMatE ntradasVenlOnYMicrOnYSandOn); ...
zeros(l sizeMatEntradasBatl) zeros(l.sizeMatEntradasBat?) ones(! sizeMatEntradasBat3) zeros(l.sizeMatEntradasExpr)
zeros(l sizeMatEntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(l sizeMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatEntradasVenlOnYBat30n) zeros(l.sizeMatEntradasVenl DnYMicrOnYSandOn); ...
zeros(l sizeMatEntradasBatl) zeros(l sizeMatEntradasBat?) zeros(l sizeMatEntradasBat3) ones(l,sizeMatE ntradasExpr)
zeros(l sizeMatEntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(lsiz eMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatE ntradasVenlOnYBat30n) zeros(l,sizeMatEntradasVenlOnYMicrOnYSandOn); ..
zeros(l sizeMatEntradasBatl) zeros(l sizeMatEntradasBat?) zeros(l sizeMatEntradasBat3) zeros(l.sizeMatEntradasExpr)
ones(l.sizeMatE ntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(l sizeMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatEntradasVenlOnYBat30n) zeros(l.sizeMatEntradas VenlOnYMicrOnYSandOn); ...
zeros(l sizeMatEntradasBatl) zeros( sizeMatEntradasBat?) zeros(l.sizeMatEntradasBat3) zeros(l sizeMatEntradasExpr)
zeros(l,sizeMatEntradasMicr) ones(! sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(l,sizeMatEntradasMicrOnYSandOn)
zeros(l,sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatE ntradasVenlOnYBat30n) zeros(lsizeMatEntradasVenlDnYMicrOnYSandOn); ..
zeros(l sizeMatEntradasBatl) zeros( sizeMatEntradasBat?) zeros(l sizeMatEntradasBat3) zeros(l sizeMatEntradasExpr)
zeros(l,sizeMatEntradasMicr) zeros(l,sizeMatEntradasS and) ones(lsizeMatEntradasVenl) zeros(l.sizeMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatEntradasVenlOnYBat30n) zeros(l.sizeMatEntradasVenlOnYMicrOnYSandOn); ...
zeros(l sizeMatEntradasBatl) zeros( sizeMatEntradasBat?) zeros(l.sizeMatEntradasBat3) zeros(l sizeMatEntradasExpr)
zeros(l,sizeMatEntradasMicr) zeros(l.sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) ones(l.sizeMatEntradasMicrOnYSandOn)

zeros(l,sizeMatEntradasSandOnYBat30n) zeros(l.sizeMatt ntradasVenlOnYBat30n) zeros(lsizeMatEntradasVenlDnYMicrOnYSandOn); ..
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zeros(l sizeMatEntradasRatl) zeros(l.sizeMatEntradasBatZ) zeros(lsizeMatEntradasBat3) zeros(] sizeMatEntradasExpr)
zeros(l. sizeMatEntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVent) zeros(l sizeMatEntradasMicrOnYSanddn)
ones(l.sizeMatE ntradasSanddnYBat30n) zeros(l,sizeMatEntradasVenlOnYBat30n) zeros(l.sizeMatEntradasVenlOnYMicrOnYSandOn); ...

zeros(l sizeMatEntradasRatl) zeros(l.sizeMatEntradasBat?) zeros(l.sizeMatEntradasBat3) zeros(l.sizeMatEntradasExpr)
zeros(l. sizeMatEntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(l.sizeMatEntradasMicrOnYSandOn)
zeros(l sizeMatEntradasSand0nYBat30n) ones(! sizeMatEntradasVenlOnYBat30n) zeros(l.sizeMatEntradasVenlOnYMicrOnYSandOn); ...

zeros(l sizeMatEntradasBatl) zeros(l.sizeMatEntradasBat?) zeros(l sizeMatEntradasRBat3) zeros(] sizeMatEntradasExpr)
zeros(l, sizeMatEntradasMicr) zeros(l sizeMatEntradasSand) zeros(l.sizeMatEntradasVenl) zeros(l sizeMatEntradasMicrOnYSanddn)
zeros(l,sizeMatEntradasSanddnYBat30n) zeros(l.sizeMatE ntradasVenlOnYBat30n) ones(l.sizeMatE ntradasVenlOnYMicrOnYSandOn) ; ...

I

matTarget=(matTarget0r™ diag(MASCARA_ELECTR))"%aplica la mascara de electrodomesticos a Target

matEntradas=matk ntradasr* diag(sum(matTarget|)); %aplica la mascara a entradas
vecTemp=(sum(matEntradas.|)); Y%suma por columnas, se ohtiene vector
matEntradas=matE ntradas(: find(vecTemp)).%los valores =0 del vecTemp no se escogen

vecTemp=(sum(matTarget|)); Y%suma por columnas, se obtiene vector
matTarget=matTarget(: find(vecTemp)).%los valores =0 del vecTemp no se escogen
vecTemp=(sum(matTarget,2)):

matTarget=matTarget(find(vecTemp)..);

% %Target ecualizado

%  matTarget=[ones(! sizeMatEntradasB at!) *unosBatl zeros(l sizeMatEntradasBat?)*unosBat?  zeros(l sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr zeros(l sizeMatEntradasMicr) *unosMicr zeros(l.sizeMatf ntradasSand)*unosSand
zeros(l,sizeMatEntradasVenl) *unosVenl zeros(l sizeMatEntradasMicrOnY SandOn) *unosMicrOnYSandOn
zeros(l,sizeMatEntradasSandOnYBat30n)*unosSanddnYBat3On zeros(l sizeMatEntradasVenlOnYBat3On)*unosVen!OnYBat30n
zeros(l, sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn; ...

% zeros(l sizeMatEntradasBat!) *unosBatl  ones(lsizeMatEntradasBat?)*unosBat?  zeros(l sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(] sizeMatEntradasSand) *unosSand
zeros(l sizeMatEntradasVenl)*unosVenl zeros(l.sizeMatE ntradasMicrOnYSandDn) *unosMicrnYSanddn
zeros(l.sizeMatEntradasSandDnYBat30n)*unosSandnYBat30n zeros(! sizeMatEntradasVenlOnYBat30n)*unosVenlOnYBat30n
zeros(l.sizeMatEntradasVenlDnYMicrOnYSandOn)*unosVenlOnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBatl) *unosBatl  zeros(! sizeMatEntradasBat?)*unosBatZ ones(l.sizeMatE ntradasBat3) *unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(] sizeMatEntradasSand) *unosSand
zeros(l sizeMatEntradasVenl) *unosVenl zeros(l sizeMatEntradasMicrOnY Sand0n)*unosMicrOnYSandOn
zeros(l sizeMatEntradasSandDnYBat30n)*unosSandnYBat30n zeros(! sizeMatEntradasVenlOnYBat30n)*unosVenlOnYBat30n
zeros(l sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBatl) *unosBat!  zeros(l.sizeMatEntradasBat?)*unosBat?  zeros(l,sizeMatEntradasBat3)*unosBat3
ones( sizeMatE ntradasExpr) *unosExpr zeros(l sizeMatEntradasMicr) *unosMicr zeros(] sizeMatEntradasSand)*unosSand
zeros(l sizeMatEntradasVenl)*unosVenl zeros(l.sizeMatE ntradasMicrOnY Sand0n) *unosMicrnYSandOn
zeros(l sizeMatEntradasSandDnYBat30n)*unosSanddnYBat30n zeros(! sizeMatEntradasVenlOnYBat30n)*unosVenlOnYBat30n
zeros(l sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVen!OnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBatl) *unosBat! zeros(l.sizeMatEntradasBat?)*unosBat?  zeros(l,sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr ones(l.sizeMatEntradasMicr) *unosMicr zeros(! sizeMatEntradasSand)*unosSand
zeros(l sizeMatEntradasVenl)*unosVenl zeros(l.sizeMatE ntradasMicrOnY Sand0n) *unosMicrnYSandOn
zeros(l, sizeMatEntradasSandOnYBat30n)*unosSandOnYBat3On zeros(l.sizeMatEntradasVenlOnYBat3On)* unosVen!OnYBat30n
zeros(l, sizeMatEntradasVenlOnYMicrOnYSandOn)*unosVenlOnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBat!) *unosBat!  zeros(l.sizeMatEntradasBatZ) *unosBat?  zeros(l.sizeMatEntradasBat3) *unosBat3
zeros(l sizeMatEntradasExpr) * unasExpr zeros(l.sizeMatEntradasMicr) *unosMicr ones(l,sizeMatE ntradasS and)*unosSand
zeros(l.sizeMatEntradasVenl) *unosVenl zeros( sizeMatEntradasMicrOnY Sand0n)*unosMicrlOnYSandOn
zeros(l, sizeMatEntradasSandOnYBat30n)*unosSandOnYBat3On zeros(l.sizeMatEntradasVenlOnYBat30n)* unosVen!OnYBat30n
zeros(l,sizeMatEntradasVen!OnYMicrOnYSandOn)*unosVenlOnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBat!) *unosBat!  zeros(l,sizeMatEntradasBatZ) *unosBat?  zeros(l.sizeMatEntradasBat3) *unosBat3
zeros(l sizeMatEntradasExpr) * unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(l sizeMatEntradasSand) *unosSand
ones(l.sizeMatE ntradasVenl) *unosVenl zeros(l sizeMatEntradasMicrlOnYSandOn)*unosMicrOnYSandOn
zeros(l,sizeMatEntradasSandOnYBat30n)*unosSandOnYBat3On zeros(l.sizeMatEntradasVenlOnYBat30n)*unosVenlOnY Bat3On
zeros(l sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlDnYMicrOnYSandOn; ...

% zeros(l.sizeMatEntradasBat!) *unosBat!  zeros(l,sizeMatEntradasBatZ) *unosBat?  zeros(l.sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) * unosExpr zeros(l sizeMatEntradasMicr) *unosMicr zeros(] sizeMatEntradasSand) *unosSand
zeros(l,sizeMatEntradasVenl) *unosVenl ones(! sizeMatt ntradasMicrOnY Sand0n) *unosMicrOnYSandOn
zeros(l, sizeMatEntradasSandOnYBat30n)*unosSandOnYBat3On zeros(l.sizeMatEntradasVenlOnYB at3 0n) *unosVen!OnYBat3On
zeros(l sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlDnYMicrOnYSandOn; ...
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ANEXO I

% zeros(l sizeMatEntradasBat!) *unosBat!  zeros(l.sizeMatEntradasBat?) *unosBat?  zeros(l.sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(l.sizeMatE ntradasSand)*unosSand
zeros(l,sizeMatEntradasVenl) *unosVenl zeros( sizeMatEntradasMicrOnY SandOn)*unosMicrOnYSandOn
ones(l.sizeMatE ntradasSand0nYBat30n)*unosSandlnYBat3On zeros(l sizeMatE ntradasVenlOnYBat30n) *unosVenlOnYBat30n
zeros(l. sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn; ..

% zeros(l.sizeMatEntradasBat!) *unosBatl  zeros(, suEMaifntradasBatZ) unosBat? zeros(l.sizeMatEntradasBat3)*unosBat3
zeros(l.sizeMatEntradasExpr) *unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(l sizeMatEntradasSand) *unosSand
zeros(l,sizeMatEntradasVenl) *unosVenl zeros( sizeMatEntradasMicrOnY SandOn)*unosMicrOnYSandOn
zeros(l, sizeMatEntradasSandOnYBat30n)*unosSandnYBat30n ones(l.sizeMatEntradasVenlOnYBat30n) *unosVen!OnYBat3On
zeros(l, sizeMatEntradasVenlOnYMicrOnYSandOn) *unosVenlOnYMicrOnYSandOn; ...

% zeros(l sizeMatEntradasBat!) *unosBat! zeros(l.sizeMatEntradasBat?) *unosBat?  zeros(l.sizeMatEntradasBat3)*unosBat3
zeros(l sizeMatEntradasExpr) *unosExpr zeros(l.sizeMatEntradasMicr) *unosMicr zeros(] sizeMatEntradasSand) *unosSand
zeros(l,sizeMatEntradasVenl) *unosVenl zeros(l sizeMatEntradasMicrOnY SandOn)*unosMicrOnYSandOn
zeros(l, sizeMatEntradasSandOnYBat30n)*unosSanddnYBat30n zeros(l.sizeMatEntradasVenlOnYBat30n)*unosVenlOnYBat30n
ones(l.sizeMatE ntradasVenlOnYMicrOnYSandOn) * unosVenlOnYMicrOnYSandOn;; ...

% I3

%

numeroMuestras=sum(matTarget’);

%% SOM REDUCCION ENTRADAS

Y%variando que entradas se tienen en cuenta, se usa un SOM para
Y%detectar aquellas que producen kappas més altos

R R R AT A A R S AT o T S e A oA o R e A e Y6 YDA YA AR A4 a0 S YA AR AR T S Y YA 6% %6 % % %
9% 9% %% % %% %% 9% %% % %% %
% Esta méscara decide qué CARACTERISTICAS de entrada se van a utilizar en el problema

R R SR AT YA R SR SE AT T T SR e Y A oA T e e DA e Y6 YDA YA DA AR A4 a0 S YA T DA TaOA T S Y6 YA 60 6 % % %
ey L ey ey Ly LY Ly

%  'RMS', 'CCDA''CCDB''FFTI' 'FFT2' 'FFT3' 'FP" 'PICO"'CUARTD

%mascara=[1 | 1 1 L 1 | | |1}

tamanoMatE ntradas=size(matEntradas.?2);

%Separacion test-entrenamiento
incrementol olumna=0;
columnaAleatoria=zeros(l tamanoMatEntradas); %Mascara para separar individuos test de entrenamieno
[imiteRand=0;
for i=1:size(matTarget|)
tamanol olumnaAleatoria(i)=round(numeraMuestras(i)*PORC_ENTRENAMIENTD);
incrementoC olumna=[incrementoC olumna incrementoC olumna(i)+numeroMuestras(i));
imiteRand=(limiteRand incrementol olumna(i)+numeroMuestras(i)];
while sum(columnaAleatoria(:incrementoC olumna(i)+:incrementoC olumna(i)+numeroMuestras(i)))<tamanoC olumnaAleatoria(i)
aleatorio=round((limiteRand(i)+!)+(limiteRand(i+)-(limiteRand(i)+1)) *rand);
if columnaAleatoria(aleatorio)%si el numero aleatorio ya esta en la lista

else %no hacer nada
columnaAleatoria(aleatorio)=1:% si no esta afiadir
end
end

end

matEntradasEntrenaS om=matEntradas(: .find(columnaAleatoria));%Se extraen las columnas en "l"
matEntradasTestSom=matEntradas(: find(not(columnaAleatoria)));%el resto son de test

matTargetEntrenaS om=matTarget(: find(columnalleatoria));
matlargetlestSom=matTarget(: find(not(columnahleatoria)));
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clase = matTargetEntrenaS om';
clase_t=matTargetTestSom’;

numclases = size(matTargetEntrenaSom.|); % numerno de clases

nombre_clases = char(Batl'! 'BatZ’. 'Batd, 'Expr’. ‘Micr', ‘'Sand, 'Venl’, ‘'MicrOnYSandOn', ‘SandOnYBat3On'

"VenlOnYMicrOnYSanddn');

nombre_clases=nombre_clases(find(MASCARA_ELECTR)..);
comp_names = CARACTERISTICAS: % Nombres de las CARACTERISTICAS de entrada

names=CARACTERISTICAS;

%Primer SOM con todas las caracteristicas para obtener funcion

Y%de eficacia vs subsample

‘Primer SOM con todas las caracteristicas y todas las muestras'

nombre_mapa = "SOM NILM’;

data = matEntradasEntrenaSom; % guardamas la data original y separamos entrenamientn de test
clase = matTargetEntrenaSom;

clase=vec2ind(clase)’

data_t=matEntradasTestSom;

clase_t=matTargetlestSom:

clase_t=vec2ind(clase_t)"

|attice = 'hexa’;
[ ndata npat ] = size(data); % npat = numera de patrones (pacientes), ndata = numera de variables

% 'RMS', 'CCDA"'CCDB' 'FFTI" 'FFT2" 'FFT3" 'FP* 'PICO" 'CUARTD'
Y%mascara_ini=(1 | 1 0 0 0 | | |1

Y%mascara_ini = ones( |, ndata); % Mascara incluyendo todas las variables (| = incluir / 0 = suprimir)

. 'VenlOnYBat30n',

Y6069 %% %% %% %%%%% % BENERA LA STRUCT DE DATOS ENTRENAMIENTD DEL SOM %%%%6%6%% % % 66%% % %6%6% % % %66 %% % %%

sD = som_data_struct( data', 'name', nombre_mapa , 'comp_names', comp_names , 'labels', numZstr( clase ) );
% Normalizamos cada variable de entrada independientemente en el rango [0 1]
sD = som_normalize( sD , 'range');

Y% % %% %%6%% GENERA LA STRUCT DE DATOS TEST DEL SOM %%%0%6%% % % % %0760 % % %a%a a6 %k a%e%

sD2 = som data_struct( data_t', 'name', nombre_mapa , 'comp_names', comp_names , 'labels’, num2str( clase_t) );
% Normalizamos cada variable de entrada independientemente en el rango [0 1]
s02 = som_normalize( sD2 , 'range' );

%6%696%%6% %% % %% %% %% ENTRENAR EL SOM %6%%6%%6%6%%6% % %% %% 6% % %6% %% % 6% % %
%sM = som_make(sD, 'lattice’, lattice); % SOM entrenado con el tamafio del mapa introducido
sM = som_make(sD, randinit''msize',[26 I3], lattice', lattice); % SOM entrenado con el tamaiio del mapa introducido

%96%%6%% %% %% %% %% % ETIQUETAMOS LAS NEURONAS DEL MAPA A PARTIR DE LOS DATOS %%%%%%%%%%%%

[ unit_class_index , unit_class_label] = som_unit classification( sM , sD, clase);

sM.labels = unit_class_label;

%96%%6%% %% %% %% %% % ETIQUETAMOS LOS DATOS A PARTIR DE LA ACTIVACION DEL MAPA %%% %% %% %% %% %% %

[ data_class_index, data_class_label ] = som_data_classification( sM, sDZ , unit_class_index );

04046 %604% %6%4% % %%%% CALCLILANDD EL KAPPA INDEX 266060060604 2060 Y04 40604 Y604 %64 206 Y64 %6 %604 %

[ conf_mat, Kappa ] = confussion_matrix( data_class_index . clase t)
disp('espera un poco...")

Yoplotconfusion(data_class_index'clase_t')

Kappatemp=(Kappatemp Kappa];

end

Kappatemp=mean(Kappatemp);
subsampleVsKappa=[subsampleVsKappa Kappatemp];
Kappatemp=(];

end
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ANEXO I

subsampleVsKappa

figure;

plot(subsampleVsKappa)
disp('pulsa una tecla’)
Yopause;

Y%obtenido el subsample optimo, se reducen las entradas
% Testea comp SOM automat

clase =

matTargetEntrenaSom;

clase_t=matTargetTestSam;

nombre_mapa = "SOM NILM’;

% Determinando el tamafio del mapa

mapsize = [26 13];

|attice = 'hexa’

data_ini = matEntradasEntrenaS om; % guardamos |a data original
data_test=matEntradasTestSom;

[ ndata npat ] = size(data_ini); % npat = numera de patrones (pacientes), ndata = numero de variables

mascara_ini = ones( |, ndata);

maximokappa = [; % ultimo kappa maxima
mascara_maximo_matrix =[]; % cada fila sera una mascara que dio kappa maximo
kappa_values_maximos = []; % vector conteniendo los sucesivos kappa maximos
clase=vecZind(clase)’;
clase_t=vecZind(clase_t)’
while (1)

kappa_values = zeros( |, ndata );

for k = l:ndata % bucle de enmascaramiento para cada componente por separado
mascara = mascara_ini; % recargamos en mascara la anterior
Kappa = 0:
if mascara(k) % solo ejecutamos el mapa si la componente de mascara es |
mascara(k) = 0 % enmascaramos solo la componente k

indices = find( (mascara==1)); % indices de variables NO enmascaradas

data = data_ini( indices,:); % Extraemos solamente |as variables NO enmascaradas

data_t=data_test(indices ,:);
comp_names = { names{[indices]} }; % nombres de variables N0 enmascaradas

% Mascara incluyendo todas las variables ( | = incluir / 0 = suprimir)

Y6%6% % 6%6%% % %%%% %% GENERA LA STRUCT DE DATOS DEL SOM %6%%%%%6%6%% % %6%6%6% % 266 %% % % %% % % %

sD = som _data_struct( data', ‘name", nombre_mapa . 'comp_names', comp_names , 'labels’, numZstr( clase) );

% Normalizamos cada variable de entrada independientemente en el rango [0 1]
sD = som_normalize(sD . 'range');

U6 Y %% %% %% ENTRENAR EL SOM Y606 %06 %00 %Yo %o %% %% %% %
sM = som_make(sD, 'msize', mapsize, 'lattice’, lattice); % SOM entrenado con el tamafio del mapa introducida

Y%validar el som
%%%6%%% %% % %% %% %% GENERA LA STRUCT DE DATOS DEL SOM %9%6%%%6%%%6% % %% % %% %% %% % %% %% %%

sD2 = som_data_struct( data_t', 'name', nombre_mapa , 'comp_names', comp_names , 'labels’, numZstr( clase_t));

% Normalizamos cada variable de entrada independientemente en el rango [0 1]
s02 = som_normalize( sDZ . 'range’ );

%% %% % %% %% % %% %% ETIQUETAMOS LAS NEURONAS DEL MAPA A PARTIR DE LOS DATOS %%%%% %% % %% %%

[ unit_class_index, unit_class_label] = som_unit_classification( sM, sD . clase);
sM.labels = unit_class_label;

%% %% % %% %% % %% %% ETIQUETAMOS LOS DATOS A PARTIR DE LA ACTIVACION DEL MAPA %% % %% %% % %% %% %%

[ data_class_index, data_class_label ] = som_data_classification( sM, sDZ , unit_class_index );

%% %% %% %% % %% % CALCULANDD EL KAPPA INDEX %a%% %% %% % %% %% %% % % %% T %k 7% % % %k /% % %% %%

[ conf_mat, Kappa ] = confussion_matrix( data_class_index , clase_t)

end
kappa_values(k) = Kappa;

it ( Kappa >= maximokappa ) % si el nuevo kappa es maximo, guardamos kappa y la mascara

mascara_maximo_matrix = [ mascara_maximo_matrix ; mascara J;
kappa_values_maximos = [ kappa_values_maximaos Kappa J;
maximokappa = Kappa;

end

end
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indices_maximos = [ I:ndata J;
% indices de CARACTERISTICAS cuya eliminacion generaba un kappa maximo
maximokappa
indices_maximaos = indices_maximos( ( maximokappa == kappa_values ) )
if (isempty( indices_maximos ) )
break;
else
mascara_ini( indices_maximos ) = 0; % anulamos todas las CARACTERISTICAS con kappa maximo
end
fprintf("\nPulsa cualquier tecla para continuar ...");
Yapause;
end

resultados=(kappa_values_maximos', mascara_maximo_matrix];

disp( KAPPA RMS [CCDA CCDB FFTI FFT2 FFT3  FP PICD CUARTD)
disp(resultados)

k:

Yopause;

%  'RMS' 'GCDA''CCOB''FFTI" 'FFTZ" 'FFT3' 'FP" 'PICO"'CUARTD'

mascara=[1 I 1 0 0 O | | D0}

%% SOM FINAL

Y%prueba definitiva de un SOM con los parametros antes obtenidos

SOM_HelsinkiZ.m

[ conf_mat, Kappa ] = confussion_matrix( data_class index , clase t)

%% PERCEPTRONES FINAL

Y%prueba definitiva de perceptron lineal y perceptron multicapa
Y%con los parametros antes obtenidos

indices = find( mascara ==1); % indices de entradas no enmascaradas

matEntradasMLP = matE ntradas( indices.: ); % se incluyen sélo las componentes con mascara a |

matTargetMLP = matTarget%( : . indices ); % extraemos las columnas de componentes seleccionadas en la mascara

%MLP
entrenos={'trainlm’ 'trainbr' 'traingdm’ 'trainrp' 'traingda’ 'traingdx'...
"traincgf' 'traincgp' 'traincgb' 'trainscq’ 'trainbfg' 'trainoss' }

% Esta mascara decide qué CARACTERISTICAS de entrada se van a utilizar en el problema

% %% %% %% %% %k T %k % % % %k T e T % e ks e h T e e e h T e % ek % k% k%%
%% %% N %% %k %% %

% %% %% %% %% % T % % % T e %k %k T ek % % T e T ke T e ek he e e h e e e h T % %

Y% %% N % %% %k %% %

mascaraM|p=mascara;

% MLP LINEAL

for i=l:
net = newpr(matEntradasMLP, matTargetMLP);
net trainFen="trainlm’;
netlayers{l}.transferfcn = 'tansig";
Yanet layers{2}.transferFcn = 'purelin’;
Yanet = newff( minmax( data ), [ numclases ], { 'logsig' } . funtrain );
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net divideParam.trainRatio = B0/100; % Adjust as desired
net divideParam.valRatio = 20/100; % Adjust as desired
net divideParam.testRatio = 20/100; % Adjust as desired
nettrainP aram.max_fail=3;

% Train and Apply Netwark

[nettr] = train(net matEntradasMLP matTargetMLP);
outputs = sim(net matEntradasMLP);

% Plot
plotperf(tr)
plotconfusion(matTargetMLP outputs)

vecTarget=vec2ind(matTargetMLP)"
(Dummy vecOut]=max(outputs);
Y%vecOut=vecZind(l)"
vecOut=vecOut;

[ conf_mat, Kappa ] = confussion_matrix( vecTarget', vecOut );

string=strcat(num?str(sum(mascara)).” num2str(nhunit2),” "numZstr(numelases), ' .num2str(funtrain),’ ", num? str(i));

tablaMIp{!.end+{}= string;
tablaMIp{Z end}=Kappa;

end

tablaMlp

%MLP MULTILAYER
% Create Network

minNeur0cultas=10;

maxNeuronasOcultas=10;

tablaMIp={};

for nhunit2=minNeurDcultas: maxNeuronasOcultas

for i=l:l
net = newpr(matEntradasMLP. matTargetMLP nhunit?);
net.trainFcn="trainlm";
netlayers{l}.transferfcn = tansig’
netlayers{2}.transferfcn = 'purelin’
Y%net = newff( minmax( data ) . [ numclases ], { 'logsig'} . funtrain );
net.divideParam. trainRatio = 60/100; % Adjust as desired
net.divideParam. valRatio = 20/100; % Adjust as desired
net.divideParam. testRatio = 20/100; % Adjust as desired
net.trainParam.max_fail=5;
% Train and Apply Netwark
[net tr] = train(net matEntradasMLP, matTargetMLP);
outputs = sim(net matEntradasMLP);

% Plot
plotperf(ir)
plotconfusion(matTargetMLP outputs)

vecTarget=vecZind(matTargetMLP)'

[Dummy vecOut)=max(outputs);
Y%vecOut=vecZind())";
vecOut=vecOut’

[ conf_mat, Kappa ] = confussion_matrix( vecTarget', vecOut );

string=strcat(num?str(sum(mascara)),’ " numZstr(nhunit?)," 'num?Zstr(numclases), ', num?Zstr(funtrain),’ " .num?str(i));

tablaMIp{l.end+1}= string;
tablaMIp{Z end}=Kappa;
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end
end

tablaMlp'
%% LVQ FINAL

Y%prueba definitiva de perceptron lineal y perceptron multicapa
Y%con los parametros antes obtenidos

tablalV0=);
numE poch=300:
fa=02;
minNeurQcultas=21;
maxNeuronasOcultas=21;
for nhidden=minNeurQcultas:|:maxNeuronasOcultas
for =11
levequ
save(sprintf('LVQ Concordia Ocultas %d. mat ' Unidades))
tablalV1=(tablalVl Kappa]:
end
end

tablaLVQ

£
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ANEXO Il

SCRIPT FUNCION SOM_HELSINKI2

Y%clear

Y%clc

Y%echo on;

% Este archivo entrena un mapa autoorganizado con la clasificacion del Zoo? (ver ZooZ2.m)

% cuya seleccion de datos de entrada (componentes) es mas acertada que en Zoo

% Permite visualizar los mapas generados mediante Ll-matrix y componentes

% con hits de color diferente para cada clase de animales.

% Se puede incluir un anélisis de PCA para averiguar el minimo nimero de componentes principales
% que mantiene una adecuada discriminacidn entre clases.

Y%echo off;
%% LECTURA DATOS SOM HELSINKI
tamanoMatEntradas=size(matEntradas.2);

Ynormalizacion

% maxEntradas=max(matEntradas’);

% minEntradas=min(matEntradas’);

% semiRango ntradas=((maxEntradas-minEntradas)/2)";

% mitadEntradas=((maxEntradas+minEntradas)/2)"

% a=(matE ntradas-(mitadEntradas ™ (ones(l.tamanoMatEntradas))));
% b=semiRangok ntradas*(ones(l tamanoMatEntradas));

% matEntradasNorm=a./b;

% matt ntradas=matEntradasNorm;

Y%division dataset

Y%rellenaremos un vector aleatorio con la columna de la matEntradas que
Y%formaran parte del entrenamiento y de Test

%

% incrementoC olumna=0;

% columnaAleatoria=zeros(|.tamanoMatE ntradas); %Mascara para separar individuos test de entrenamieno
% limiteRand=0:

% for i=!:size(matTarget)

%  tamanol olumnaAleatoria(i)=round(numeroMuestras(i) *PORC_ENTRENAMIENTO):

%  incrementol olumna=[incrementoC olumna incrementoC olumna(i)+numeroMuestras(i)];

%  limiteRand=[limiteRand incrementoC olumna(i)+numeroMuestras(i));

%  while sum(columnaAleatoria(:,incrementol olumna(i)+:incrementol olumna(i)+numeroMuestras(i)))<tamanoC olumnaAleatoriai)
%  aleatorio=round((limiteRand(i)+!)+(limiteRand(i+!)-(limiteRand()+!))*rand);

%  if columnaAleatoria(aleatorio):Ysi el numero aleatorio ya esta en la lista

% else %no hacer nada

% columnaAleatoria(aleatorio)=1:% si no est afiadir
%  end

% end

% end

%

% matt ntradasEntrenaS om=matEntradas(: find(columnaAleatoria)):%eSe extraen las columnas en "l
% mattntradasTestS om=matEntradas(: find(not(columnaAleatoria))):%el resto son de test

%

% matTargettntrenaSom=matTarget(: find(columnaAleataria));

% matTargetTestSom=matTarget(: find(not(columnaleatoria)));

%

% Y%permuta entrenadores

% indicesAleatorios=randperm(size(matEntradask ntrenaSom,2));%se mezclan por igual
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% matk ntradask ntrenaS om=matE ntradasEntrenaS om(indicesAleatorios); %los entrenadores y target
% matTargetkntrenaSom=matTargetk ntrenal om(indicesAleatorios);

%

% clear indicesAleatarios

% Y%permuta test

% indicesAleatorios=randperm(size(matEntradasTestSom.2)):

% matk ntradasTestS om=matEntradas TestS om(indicesAleatorios);

% matTargetTestS om=matTargetTestS om(indicesAleatorios);

%

%

% clear tamanoC olumnaAleatoria columnaleatoria aleatorio tamanoMatE ntradas incrementol olumna..
% indicesAleatorios;

%

incrementoC olumna=0;
columnalleatoria=zeros( tamanoMatE ntradas); %Mascara para separar individuos test de entrenamieno
limiteRand=0;
for i=l:size(matTarget )
tamanoC olumnaAleatoria(i)=round(numeroMuestras(i)*PORC_ENTRENAMIENTD);
incrementoC olumna=[incrementoC olumna incrementaC olumna(i)+ numeroMuestras(i)];
limiteRand={limiteRand incrementaC olumna(i)+numeroMuestras(i)];
while sum(columnaleatoria(.incrementoC olumna(i)+:incrementoC olumna(i)+ numeroMuestras(i)))<tamanoC olumnaAleatoria(i)
aleatorio=round((limiteRand(i)+!)+(limiteRand(i+1)-(limiteRand(i)+1)) *rand):
it columnaAleatoria(aleatorin)%si el numern aleatorio ya esta en la lista

else %no hacer nada
columnaAleatoria(aleatorio)=1:% si no esta afiadir
end
end
end

matEntradasEntrenaS om=matEntradas(; .find(columnalleatoria)).%Se extraen las columnas en "|"
matEntradasTestSom=matEntradas(: ,find(not(columnaAleatoria))).%el resto son de test

matTargetEntrenal om=matTarget(: find(columnalleataria));
matTargetTestS om=matTarget(: find(not(columnaAleatoria)));

rasgos = matEntradasEntrenaSom’;
rasgos_t=matEntradasTestSom’

clase = matTargetEntrenaSom’;
clase_t=matTargetTestSom’;

%([ rasgos , minp , maxp ] = premnmx( rasgos );
%([ rasgos_t, minp, maxp ] = premnmx( rasgos_t );

numclases = size(matTarget|); % numera de clases

numpatclases = [ sizeMatEntradasBatl sizeMatEntradasBat? sizeMatEntradasBat3 sizeMatEntradasExpr sizeMatEntradasMicr sizeMatE ntradasSand

Y%clasem = [ min( clase ) ; max( clase) ]

sizeMatEntradasVenl sizeMatEntradasMicrOnYSandOn sizeMatEntradasSandOnYBat30n sizeMatEntradasVenlOnYBat30n
sizeMatEntradasVen!OnYMicrlnYSandn J; % numero de muestras en cada clase

nombre_clases = char(‘Batl', 'Bat2', 'Bat3', 'Expr', 'Micr', Sand', 'Venl', 'MicrOnYSandOn', 'SanddnYBat30n', 'VenlOnYBat30n', 'VenlOnYMicrOnYSandDn');

etiquetas = nombre_clases( clase * ( [ l:numclases ]') . : ); % etiquetas de clases
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etiquetas? = nombre_clases( clase_t * ([ l:numclases ]') . : ); % etiquetas de clases

componentes = {'RMS' 'CCOA’ CCDB''FFTI''FFT2"'FFT3" FP" PICO", CUARTO'};
x_label = 'I-RMS/2-CCDA/3-CCDB/4-FFTI/5-FFT2/B-FFT3/7-FP/B-PICO/3-CUARTD",

Y796 % %% %06 %% % Y% a0 Y06 % e et 0 6 a0 % Y et a0 % et et Tl e et Y et e e Tl e et e e Y T e %%

Y06 %% % 0% %06 % Y% e 0% Y%

% Esta mascara decide qué componentes de entrada se van a utilizar en el problema

Y796 %% %060 %% % Y% a0 Y06 % e et 0 6 a6 % Y et e 0e % et et Tl a6 e e et e te e T e T et e T %6 %%

Y06 %% % 0% %06 % Y% e % 0% %%

%  'RMS', 'CCDA''CCDB''FFTI' 'FFT2" 'FFT3' 'FP" 'PICO" 'CUARTD'
Y%mascara=(1 1 1 0 0O DO f | 01

indices = find( mascara ==1); % indices de entradas no enmascaradas

componentes = componentes( indices ); % se incluyen sdlo las componentes con mascara al

rasgos = rasgos( : , indices ); % extraemos las columnas de componentes seleccionadas en la mascara
rasqos_t=rasgos_t(:, indices );

Y%rasgosm = [ min( rasgos ) ; max( rasgos ) ] % valores minimos y maximos en las entradas

%[ npat ndat ] = size( rasgos ); % npat = numero de patrones; ndat = numera de entradas o componentes;

%% ENTRENAMIENTO Y VISUALIZACION

%6%%6%%6%% %% %% %% %% GENERA LA STRUCT DE DATOS DEL SOM %%%6%%%%%%%6% % %% %% % % % %% %% % %%
sD = som_data_struct( rasgos , 'name', nombre_mapa, 'comp_names', componentes , 'labels', etiquetas );
sD2= som data_struct( rasgos_t, ‘name', nombre_mapa,'comp_names', componentes , 'labels', etiquetas? );

Y%amapsize = [J;

Y% mapsize = input('\nlntroduce el tamafio del mapa entre corchetes (por ejemplo, [6 5]):);
Y%lattice = input("\nlntroduce el tipo de mapa (0 = rectangular, | = hexagonal): );
mapsize=(26 20);

|attice = 'hexa’

%900 96% %% %% %% % %% % ENTRENAR EL SOM %496%%6% %% %% %% % %% %% % %% 6% 6% 6% %
sM = som_make( sD , 'randinit,'msize’, mapsize , 'lattice", lattice ); % SOM entrenado con el tamafio del mapa introducido

%6%6%6%%6%%%6%%%% %% 5% ETIQUETAMOS LAS NEURONAS DEL MARA A PARTIR DE LOS DATOS %96%%%%%%%%%%
[ unit class_index . unit_class_label] = som_unit_classification( sM, sD, vecZind(clase));
sM.labels = unit_class_label;

%6%6%6%%6%%%6%%%%%%% ETIQUETAMOS LOS DATOS A PARTIR DE LA ACTIVACION DEL MAPA %%6%%6%%%%%%%%%%
[ data_class index, data_class_label ] = som_data_classification( sM . sDZ , unit_class_index );

[ conf_mat, Kappa ] = confussion_matrix( data_class_index , vecZind(clase_t') )

colores = flipdim(repmat(linspace(0.5.1.64)"1.3).*repmat([0.8 0.9 1164.).1); % 'blugish
warning off;
Y%% %% %% %% % %% %% % %% %% Representamaos el mapa en cuatro formas diferentes %% %%%%%%%%%%%%

Hfigure = figure; % Handle de la figura

set( Hfigure , ‘NumberTitle', 'off');

set( Hfigure , 'Name', 'VISUALIZACIONES DE LA U-MATRIX'Y D-MATRIX' ); % Ponemos nomnbre a la figura
Ul = som_umat( sM ); % calcula U-matrix

colormap( colores );

subplot( 2,2 . 1); % pinta la U-Matrix

h = som_cplane( [ sM.topol.lattice, 'U' ] . sM.topol.msize, () );
set( h, 'Edgecolor’, 'none');

title('U-matrix);
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187 subplot( 2,2 .2 ): % pinta la D-matrix

188 Um=U(1:2:size(U . 1) . 1:2:size( U . 2 ) ); % extrae las componentes impares de la U-Matrix
189 h=som _cplane(sM, Um(;) );

190 set( h. 'Edgecolor’, 'none');

191 title('D-matrix);

192

193 subplot( 2,2 .3 ); % pinta la D-matrix con hexagonos de tamafio variable

194 som_cplane( sM., 'none’, | - Um(:) / max( Um(:) ) );

195 title('D-matrix (marcadores de tamafio));

196

197 [Pd.V,me]=pcaproj( sD.data, 2 ); % obtiene matriz de proyeccion PCA de los datos en dos dimensiones
198 Pm = peaproj( sM.codebook, V., me); % proyecta con esa matriz los pesos para la paleta de color
199 subplot(2,2 . 4); % pinta la D-matrix con |a paleta de colores |as distancias

200 C = som_colorcode( Pm); % Paleta de colores

201 som_cplane(sM,C);

202 title('Similitud por coloracitn’);

203

204 % Pinta la L-matrix con las activaciones de las muestras de las clases en colores

205 % Se representan conjuntamente |os mapas de la distribucian de valores de cada companente de entrada
206 Hfigure = figure; % Handle de la figura

207 temp=0;

208 for i=I.CLASES

209 Dsample{i}=sD.data(temp+:temp+numpatclases(i) , );

210 temp=numpatclases(i);

211 end

212 % Dsamplel = sD.data( l:numpatclases(l) . :); % muestras de mamiferos

213 % Dsample? = sD.data( numpatclases(l)+l:numpatclases(l)+numpatclases(2) . : ); % muestras de aves
214 % Dsampled = sD.data( numpatclases(2)+k:numpatclases(3) , : ); % muestras de aves
215 % Dsample = sD.data( numpatclases(3)+:numpatclases(4) . : ); % muestras de aves
216 % Dsampled = sD.data( numpatclases(4)+:numpatclases(a) , : ); % muestras de aves
217 % temp=numpatclases(|)+numpatclases(Z);

218 % DsampleB = sD.data( numpatclases(5)+|:numpatclases(B) . : ); % muestras de aves
219 % temp=numpatclases(l)+numpatclases(Z);

220 % Dsample7 = sD.data( numpatclases(B)+:numpatclases(7) . : ); % muestras de aves
221 % DsampleB = sD.data( numpatclases(7)+:numpatclases(8) . : ); % muestras de aves
222 % Dsampled = sD.data( numpatclases(8)+|:numpatclases(3) . : ); % muestras de aves
223 % Dsamplel = sD.data( numpatclases(3)+:numpatclases(i0) . : ); % muestras de aves
224 % Dsamplell= sD.data( numpatclases(l0)+l:numpatclases(ll) . : ); % muestras de aves
225 %

226

227 hl = som_hits( sM, Dsample{!} ): % obtenemos los histogramas de activacidn para las muestras de mamiferos
228 h2 = som_hits( sM , Dsample{Z} ); % para las muestras de aves

229 h3 = som_hits( sM, Dsample{3} ); % para las muestras de reptiles

230 h4 = som_hits( sM , Dsample{4} ); % para las muestras de peces

231 ha = som_hits(sM , Dsample{a} ): % para las muestras de artropodos

232 hB = som_hits( sM, Dsample{B} ); % para las muestras de artropodos

233 h7 = som_hits( sM, Dsample{7} ): % para las muestras de artropodos

234 hB = som_hits( sM, Dsample{8} ); % para las muestras de artrapodos

235 h8 = som_hits( sM., Dsample{8} ); % para las muestras de artropodos

236 hl0 = som_hits( sM, Dsample{l0} ); % para las muestras de artrapodos

237 hit = som_hits( sM, Dsample{ll} ); % para las muestras de artropodos

238

239 % Respuesta difusa calculada sumando 1./(1+(q/a)"2)

240 % para cada muestra, donde 'q' es un vectar que contiene

241 % la distancia de cada muestra hasta cada prototipo de las unidades del mapa

242 % y'a' es el promedio del error de cuantizacidn

243 hf = som_hits( sM, sD.data, 'fuzzy');

244

245 % Representamos los histogramas en U-matrices separadas

246 colormap(colores);

247 som_show( sM, 'umat', {'all''Batl'} , 'umat', {"all''BatZ'}...

248 .'umat’, {'all''Bat3'}, 'umat’, {"all' Expr'}..

249 'umat’, {'all' Micr'}, 'umat’, {'all''Sand'}...

250 .'umat’, {'all' Venl'}, 'umat', {"all'MicrOnYSandln'}...

251 .'umat', {'all'’SandOnYBat30n'}. 'umat', {"all''VenlOnYBat30n'}...
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.'umat', {"all' VenlOnYMicrnYSandOn'}, ‘color' . {hfFuzzy response’} ):
som_show_add( 'hit', b, ‘Subplot', 1, 'Markercolor', 'r'); % mamiferos en rojo
som_show_add( 'hit', hZ , ‘Subplat’, 7, 'Markercalor', 'b); % aves en azul
som_show_add( 'hit', h3 , 'Subplot', 3, 'Markercolor', 'g); % reptiles en verde
som_show_add( 'hit', h4 , ‘Subplot', 4, 'Markercolor', 'm'); % peces en magenta
som_show_add( 'hit', h3, 'Subplot', 5, 'Markercalor', 'y); % artrdpodos en amarillo
som_show_add( 'hit', hB , 'Subplot', B , 'Markercolor', 'r'); % artrapodos en amarillo
som_show_add( 'hit', b7, 'Subplot', 7, 'Markercolor', 'b); % artrdpodos en amarillo
som_show_add( 'hit', h8 , 'Subplot', 8 , Markercolor', 'g); % artrdpodos en amarillo
som_show_add( 'hit', h9, 'Subplot', 3, 'Markercolor', 'm'); % artrdpodos en amarillo
som_show_add( 'hit', hi0, ‘Subplot', 10, 'Markercolor', 'y'); % artrapodos en amarillo
som_show_add

‘hit', hll, 'Subplot', I, 'Markercolor', 'r'); % artrapodos en amarillo

=

set( Hfigure , ‘NumberTitle', 'off');
set( Hfigure , ‘Name', 'VISUALIZACION DE LA ACTIVACION DETALLADA'); % Ponemos nomnbre a la figura

% Representamos la U-matrix y las matrices de distancias para cada componente de entrada
Hfigure = figure; % Handle de la figura

colormap(colores):

som_show(sM);

% Afiadimos los histogramas de activacidn sobre la U-matrix

som_show_add( 'hit', b, ‘Subplot', 1, "Markercolor', 'r'); % mamiferos en rojo
som_show_add( 'hit', hZ , ‘Subplot', |, 'Markercolor', 'b'); % aves en azul

som_show_add( 'hit', h3 , 'Subplot', 1, 'Markercolor', 'g'); % reptiles en verde
som_show_add( 'hit', h4, 'Subplot', I, 'Markercolor', 'm'); % peces en magenta
som_show_add( 'hit', ha , 'Subplot', 1, 'Markercolor', 'y'); % artrdpodos en amarillo
som_show_add( 'hit', hB , ‘Subplot', I, 'Markercolor', 'r'); % artrapodos en amarillo
som_show_add( 'hit', h7, ‘Subplot', |, 'Markercolor', 'b'); % artrdpodos en amarillo
som_show_add( 'hit', h8 , 'Subplot', |, 'Markercolor', 'g'); % artrapodos en amarillo
som_show_add( 'hit', hd , 'Subplot', |, 'Markercolor', 'm'); % artrapodos en amarillo
som_show_add( 'hit', hi0, "Subplot', 1, 'Markercolor'. 'y ); % artrapodos en amarillo
som_show_add( 'hit', hll, "Subplot', 1, 'Markercolor', 'r'); % artrdpodos en amarillo

set( Hfigure , ‘NumberTitle', 'off');

set( Hfigure , ‘Name', 'VISUALIZACION DE LAS COMPONENTES' ); % Ponemos nomnbre a la figura

35—
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SCRIPT FUNCION LEVEQU

% Este fichero entrena una red LV
% v ejecuta |a rutina newlvg para crear la red
cle

%% LECTURA DATOS Lv@

O96%96% %% %% %6 %% 6% 9% 6% %6 % %6 96% 6% 6% 6% Y Ta% 6% % 6% % %6 % %6 % %6 %6 %% %% 6% % % %6 % % %% S % 6 % %6 % %6 % % %%
9% 9% 9% 6% %% %6 960 % 9% 6% %

% Esta mascara decide qué componentes de entrada se van a utilizar en el problema

O96%96% %% %% %6 %% 6% 9% 6% %6 % %6 96% 6% 6% 6% % %a% 6% 0% %% % %6 %06 %% 6% 6% 6% 6% Y %% 6% 6% 6% % %% %% % %6 %%
9096 % 6% 6% %6 % %696 % % 6% %

%  'RMS', 'CCDA''CCDB''FFTI" 'FFT2" 'FFT3' 'FP" 'PICO"'CUARTD'
%mascara=(1 1 1 0 0O O | 1 |1

tamanoMatEntradas=size(matEntradas.2);

incrementoC olumna=0;
columnaAleatoria=zeros(l. tamanoMatEntradas); %Mascara para separar individuos test de entrenamieno
limiteRand=0;
for i=l:size(matTarget )
tamanol olumnaAleatoria(i)=round(numeroMuestras(i)*PORC_ENTRENAMIENTD);
incrementoC olumna={incrementoC olumna incrementoC olumna(i)+numeroMuestras(i)];
limiteRand=(limiteRand incrementoC olumna(i)+numeroMuestras(i)];
while sum(columnalleatoria(:.incrementoC olumna(i)+:incrementol olumna(i)+ numeroMuestras(i))) <tamanaC olumnaAleataria(i)
aleatorio=round((limiteRand(i)+1)+(limiteRand(i+1)-(limiteR and(i)+1)) *rand);
if columnaAleatoria(aleatorio).%si el numero aleatorio ya esta en la lista

else %no hacer nada
columnaAleatoria(aleatorio)=1:% si no esta afadir
end
end
end

matk ntradasEntrenal vg=matEntradas(: .find(columnaAleatoria));%Se extraen las columnas en 1"
matEntradasTestlvg=matEntradas(: find(not(columnalleatoria))).%el resto son de test

matTargettntrenal vg=matTarget(: find(columnalleatoria));
matTargetTestlvg=matTarget(: find(not(columnaAleatoria))):

% Y%permuta entrenadores

% indicesAleatorios=randperm(size(matEntradasEntrenal vg.2)).%se mezclan por igual

% matk ntradasEntrenal vg=matEntradasEntrenal vq(:indicesAleatorios); %los entrenadores y target
% matTargettntrenal vg=matTargetEntrenal vg(:.indicesAleatorios);

%

% clear indicesAleatorios

% Y%permuta test

% indicesAleatorios=randperm(size(matEntradasTestlvg,2)):

% matt ntradasTestlvg=matk ntradasTestlLvq(:indicesAleatorios);

% matTargetlestlvg=matlargetlestlvg(.indicesAleatorios);
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clear tamanoC olumnaAleatoria columnaAleatoria aleatorio tamanoMatEntradas incrementoC olumna..
indicesAleatorios;

indices = find((mascara == )); % indices de variables N0 enmascaradas

vino = matEntradasEntrenal vg( indices , : ); % Extraemos solamente las variables N0 enmascaradas
Yclases=matTargetEntrenal vg;

clases=vecZind(matTargetEntrenal vg);

clases=clases";

clases=ind? vec(clases);

Yclases=clases;

matk ntradasTestR educidolvg=mat ntradasTestlLvg( indices , : );

numpatclases = full( sum( clases . ) ); % numero de patrones de cada clase

numclases = length( numpatclases ); % numero de clases

[ numinp . npat ] = size( vino ); % numero de entradas y de patrones

prob_priori = numpatclases / npat; % probahilidad a priori de las clases

names_variables = {'Batl’, 'BatZ', 'Bat3", 'Expr’, 'Micr', 'Sand', 'Venl', 'MicrlnYSandOn', 'Sand0nYBat30n', 'VenlOnYBat30n', 'VenlOnYMicrOnYSandln'};

Ynumpatclases = [ sizeMatEntradasBat! sizeMatEntradasBat? sizeMatEntradasBatd sizeMatEntradasExpr sizeMatEntradasMicr sizeMatEntradasSand

sizeMatEntradasVenl sizeMatEntradasMicrOnYSandOn sizeMatEntradasSanddnYBat30n sizeMatEntradasVenlOnYBat30n

sizeMatEntradasVenlOnYMicrOnYSandOn J; % numero de muestras en cada clase

%% LV

% flagesc = input("\nEscalado (0=no/I=si, por defecto l): *);
% % Escalamos todas las entradas para que tengan variacidn entre -l y |
% if isempty( flagesc ):flagesc = |:end

% if (flagesc == 0)

% data = vino;

Y% else

% (data. minp. maxp ] = premnmx( vino );

% end

(data, minp , maxp ] = premnmx( vino );

% odim = input("\nDimensidn del espacio de proyeccion de PCA (I-4, por defecto NO PCA): ');
% if isempty( odim)

% datapca = data;

Y% else

%(P.V.me.L]=pcaproj( data', odim);

% datapca = P";

% end

datapca = data;

[ dim, npat ] = size( datapca );

% Generando una red LVQ

% nhidden = input("\nNtimero de unidades ocultas (por defecto 24): );
% if isempty( nhidden ); nhidden = 24; end

% fa = input('\nFactor de aprendizaje (por defectn 0.2): °);
Y% ifisempty( fa); fa=0.2; end

%out = full( clases )"

out = full( clases );

claspat = sum( out', 1); % sumamos los indices de clases
nclass = length( claspat);

PerC = claspat / npat; % porcentajes de clases en los patrones

net = newlvg( minmax( datapca ) , nhidden , Perl , fa);
% Escribe el tamafio de la capa de unidades con kernel
fprintf("\nLa red generada utiliza:);

[ Unidades , Datos ] = size( netIW{ 1.1})

% Usamos como método de inicializacion de pesos |a seleccidn aleatoria de muestras

wZ =netIW{ 2,1} % pesos desde unidades de salida a capa competitiva UsalidaxUhidden
[ nclases, nhidden ] = size( w2 );
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ANEXO IV

rep = [ % los centroides se adjudican sin repetir muestras
it ( nhidden > npat ); rep = [; end:
[w,ind] = initwpat( datapca', nhidden , out', rep ):% obtiene una matriz w con patrones

netW{1.1}=w;

% Dibujamos los datos en el subespacio proyectado

%if ( odim>=3)

% ind = input('Tres indices de componentes para visualizar (por defecto [1 2 31): ');
% ifisempty(ind);ind=[12 3 1; end:

% H=drawkernel(ind, datapca, out, net);

% else if (odim == 2)

%  H=drawkernel( [12 ], datapca, out. net);

% end

% end

% title('VALORES INICIALES DE LOS CENTROIDES DE LA RED LVIY);

% tprintf("\nPulsar cualquier tecla para iniciar el entrenamiento.”);
% pause;

% Entreno

nettrainfcn="trainr’; % el entrenamiento se hace por iteraciones; esta sentencia pone epochs a 100 por defecto

net trainParam.show = [00;

Y%net trainParam.epochs = 3000:%3000
nettrainParam.epochs = numEpach;
netadaptParam.passes = [0000;
netinputWeights{ 1. 1 }.learnFcn = 'learnlvl’;
% netinputWeights{l.|}.learnFcn = 'learnlv2’;
net = train( net, datapca , out );

% net = adapt( net, datapca, out);

% Test

vino = matEntradasTestlLvg( indices, : ); % Extraemos solamente las variables NO enmascaradas

(data, minp , maxp ] = premnmx( vino );

Y%datapca=matEntradasTestReducidol vg;

datapca=data;

Y = sim( net, datapca );

numpatclases=sum(matTargetTestlvy);

% funcion que pinta graficos de barras para cada unidad con el conjunto de respuestas

base = 'Batl / Bat2 / Bat3 / Expr / Micr / Sand / Venl / MicrOnYSandOn / SandOnYBat30n / VenlOnYBat30n / Ven! OnYMicrOnYSandOn';

xticks =[1];
for n = I:size(matTargetTestlvg|)
xticks = [ xticks ; sum( numpatclases( l:n) ) J; % Puntos de eje X de las graficas
end
H = barcompout( Y, U’ , base, xticks );

% Dibujamos los datos en el subespacio proyectado

%if (odim >= 3)

% H=drawkernel(ind, datapca, out. net);

% else if (odim == 2)

%  H=drawkernel([12 ], datapca ., out. net);

% end

% end

%%title('VALORES FINALES DE LOS CENTROIDES DE LA RED LVL);

[ conf_mat, Kappa ] = confussion_matrix( vecZind(matTargetTestlvq) , vecZind(Y) );
plotconfusion(matTargetTestlvg,Y)
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ANEXO V

SCRIPT DETECCION DE EVENTOS

cle;
clear all;
Y%close all

% for i=L:TRIALS
% figure;

% plot(FacPotBatl{li}(l.|:end). DisplayName''cargaB at3{1.1}(.115360)", YDataS ource', cargaBat3{1.I}(1.1:15360) ) figure(gcf)

%
% end

%% CONSTANTES

Kappatemp=[];

subsampleVsKappa=[];

Ytor subsamples=4:4

subsamples=4;

% for veces=l:|

TRIALS=10:

CLASES=I:

names = {'RMS''CCDA' 'CCDB' 'FFTI"'FFT2" FFT3"'FP" PICO" CUARTO'S:
VENTANA_EST=10:%40 ciclos de tamano de muestra
COMP_CONTINUA=BOC;

% FS=2542; %Frecuencia de sampleo original

SUBSAMPLE=subsamples; Y%se guarda una de cada SUBSAMPLE muestras
FS=round(2542 /SUBSAMPLE); %Frecuencia de sampleo
MUESTRAS_CICLO=round(FS*0.02); %nimero de muestras en cada ciclo por

AMP_POR_UNIDAD=0; %0.15amperios por unidad de matlab
%30 muestras por periodo

INC_VENT=VENTANA_EST*MUESTRAS_CICLO;

%

% %FFT

% T=I/FS: %periodo

% NFFT = 2" nextpowZ (INC_VENT): % Next power of 2 from length of y

% FRC_BUSQ_FFT=[40 60120180 200 300]; %rango frecuencias para buscar las componentes FFT
% VECTOR_FRECLENCIA = FS/2*linspace(0.INFFT/2+);

%

%

Y%filtro

N=100;

FCI=4D;

FC2=R0;

INICID_FILTR=1:%50

DESF_FILTRO=a0; %muestras de desfase entre sefial original y filtrada.

%

% DESFASE_TRAFD_TENSION=0%desfase que introduce el trafo de medida de tension
% SEP_PASOS_O=round(MUESTRAS _CICLD/3.33):%l5:%46

% MAY_MEN 0=0:

WAKE_UP=FS*I; %muestras (tiempo) entre despertar y despertar (I segundo)
VENTANA_EVENTO=I0*MUESTRAS_CICLO.%ancho ventana de evento a on
THRESHOLD=270:% umbral para considerar un evento a ON

GRADIENTE=T0.% diferencia < entre ventanas para considerar fin transitorio

%MAX_TRANS=4.%
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% %CUARTO_SEMIPERIODO= round (MUESTRAS _CICLO/B);

% CUARTO_SEMIPERIODO= round (MUESTRAS _CICLO/14); %donde més se nota el 3% armanico, con a2y 72 10% del 32
% VALOR_CUARTO_SEMIPERIODD_NORMALIZADO=0.4226:%Tanto por uno del valor de pico

% %VALOR_CUARTO_SEMIPERIODO_NORMALIZADO=-0.648228335307788 % Tanto por uno del valor de pico

%  %que se obtendria en un seno puro en el cuarto del sequndo semiperiodo

% PORC_ENTRENAMIENTO=80/100%porcentaje del data set destinado al entrenamiento
%5% CARGA FICHERDS Y ACONDICIONAMIENTD

%Carga ficheros

for i=I:TRIALS
cargaBatl{i}=load(strcat('PICUS_BATI_TRIAL' num?2str(i),txt)
cargaBat? {i}=load(strcat('PICLS BAT2 TRIAL num?str(i), . txt'));
cargaBat3{i}=load(strcat(’ PIEUS_EATB_TRIAL' numZstr(i)," txt));
cargabxpr{i}=load(strcat('PICUS_EXPR_TRIAL' num2str(i),".txt));
cargaMicr{i}=load(strcat(PICUS_MICR_TRIAL' num2str(i)," txt'));
cargaSand{i}=load(strcat('PICUS_SAND_TRIAL num?Zstr(i),".txt)):
cargaVenl{i}=load(strcat('PICUS_VENI_TRIAL num?Zstr(i),".txt);

% cargaVenZ{i}=lnad(strcat('PICUS_VENZ_TRIAL' num?str(i),".txt));
cargaMicrOnYSandOn{i}=load(strcat('PICUS_MICR_SAND_SAND MICRO_TRIAL num?Zstr(i).' txt));
cargaS anddnYBat30n{i}=load(strcat(PICUS_SAND_BAT3_BAT3_SAND_TRIAL',num2str(i),".txt));
cargaVenlOnYBat30n{i}=load(strcat('PICUS_VENI_BAT3_BAT3_VENTI_TRIAL' num2str(i), . txt'));
cargaVenlOnYMicrOnYSandOn{i}=load(strcat(PICUS_VENI MICR_SAND_SAND_MICR_VENI_TRIAL' num2str(i), . txt');

end

)
)

%Subsamplen

Y%recorremos el vector de uno en uno y si encontramos un cero se guarda
Y%como el cero no es parte de la onda, incremento el indice de subsampleo a
%la siguiente muestra. Si coincide muestra leida con el indice subsamplen
Y%guardo esa muestra y e incremento el indiceSub en SUBSAMPLE

for i=LTRIALS
cargaBati Temp{i}=[);
cargaBat? Temp(i}=(];
cargaBat3Temp{i}=[);
cargabxprTemp{i}=(];
cargaMicrTemp{i}=[];
cargaSandTemp(i}=(];
cargaVen! Temp{i}=(];
% cargaVen? Temp{(}=(];
cargaMicrOnYSandOnTemp{i}=(1;
cargaSandOnYBat30nTempfi}=(];
cargaVenlnYBat30nTempfi}=(];
cargaVen!OnYMicrOnYSandOnTemp{i}=[):

indiceSub=1;
=l
while (j¢size(cargaBatl{l.i}.2))
if(cargaBati{1,i}(j)==0)
cargaBati Temp({Li}(end+)=0;
indiceSub=indiceSub+l;
end
if (j==indiceSub)
cargaBatiTemp{L.i}(end+l)=cargaBat{l.i}(j);
indiceSub=indiceSub+SUBSAMPLE;
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end
=i
end

indiceSub=;
=k
while (j¢size(cargaBat?{1}.2))
if(cargaBat? {1i}(j)==0)
cargaBat? Temp{L.i}(end+)=0:
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaBat? Temp(l.i}(end+|)=cargaBatZ {1.i}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=;
=k
while (j<size(cargaBat3{l.i}.2))
if(cargaBat3{1.i}()==0)
cargaBat3Temp{l.i}(end+)=0;
indiceSub=indiceSub+;
end
if (j==indiceSuh)
cargaBat3Temp{l.i}(end+!)=cargaBat3{l.i}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=I;
=k
while (j<size(cargabxpr{l.i}.2))
if(cargaExpr{l.i}(j)==0)
cargabxprTemp{l.i}(end+)=0;
indiceSub=indiceSub+;
end
if (j==indiceSuh)
cargabxprTemp{l.i}(end+!)=cargaExpr{l.i}(});
indiceSub=indiceSub+SUBSAMPLE;
end
=i
end

indiceSub=l;
=l
while (j¢size(cargaMicr{l.i}.2))
if(cargaMicr{l.i}(j)==0)
cargaMicrTemp{l.i}(end+))=0;
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaMicrTemp{l.i}(end+!)=cargaMicr{Li}(j);
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=1;
=l
while (j¢size(cargaSand{l.i}.2))
if(cargaSand{l.i}(j)==0)
cargaSandTemp({Li}(end+)=0;

ANEXO V
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indiceSub=indiceSub+!;

end

i (j==indiceSub)
cargaSandTemp{L.i}(end+()=cargaSand{Li}()):
indiceSub=indiceSub+SUBSAMPLE;

end

=i+

end

indiceSub=;
=k
while (j<size(cargaVenl{l.i}.2))
if(cargaVenl{1i}(j)==0)
cargaVen Temp({L.i}(end+)=0:
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaVenTemp{l.i}(end+!)=cargaVenl{Li}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=;
=
while (j¢size(cargaMicrOnYSandOn{l.i}.2))
if(cargaMicrOnYSandOn{li}(j)==0)
cargaMicrOnYSandOnTemp{l.i}(end+)=0;
indiceSub=indiceSub+;
end
if (j==indiceSub)
cargaMicrOnYSandOnTemp(l.i}(end+!)=cargaMicrOnYSandOn{Li}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

indiceSub=I;
=k
while (j<size(cargaSandOnYBat30n{l.i}.2))
if(cargaSandOnYBat30n{l.i}(j)==0)
cargaSand0nYBat30nTemp{l.i}(end+)=0;
indiceSub=indiceSub+;
end
if (j==indiceSub)
cargaSandOnYBat30nTemp{l.i}(end+!)=cargaSand0nYBat30n{Li}(j):
indiceSub=indiceSub+SUBSAMPLE;
end
=i
end

indiceSub=!;
=l
while (j<size(cargaVenlOnYBat30n{li}.2))
if(cargaVenlOnYBat3On{li}(j)==0)
cargaVenlOnYBat30nTemp{Li}(end+))=0;
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaVenlOnYRat3OnTempfLi}(end+/)=cargaVenlOnYBat30n{li}());
indiceSub=indiceSub+SUBSAMPLE:
end
=i
end
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indiceSub=;
=k
while (j¢size(cargaVenlDnYMicrOnYSandn{l.i}.2))
if(cargaVenlDnYMicrOnYSandOn{l.i}()==0)
cargaVenlOnYMicrOnYSandOnTemp{l.i}(end+)=0;
indiceSub=indiceSub+!;
end
if (j==indiceSub)
cargaVen!OnYMicrOnYSandOnTemp{l.i}(end+1)=cargaVenlOnYMicrOnYSandOn{1.i}());
indiceSub=indiceSub+SUBSAMPLE;
end
=i+
end

cargaBatl{| i}=cargaBati Temp{l.i};
cargaBat?{l.i}=cargaBat? Temp{l.i};
cargaBat3{l.i}=cargaBat3Temp{L.i};
cargabxpr{l.i}=cargaExprTempfl.i};
cargaMicr{l.i}=cargaMicrTemp{l.i};
cargaSand{| i}=cargaSandTemp{l.i};
cargaVenl{l.i}=cargaVenl Temp{l.i};

% cargaVenZ{l.i}=cargaVen|Temp{l.i};
cargaMicrOnYSandOn{l.i}=cargaMicrOnYSandOnTemp{l.i};
cargad and0nYBat30n{l.i}=cargaSandOnYBat3OnTemp{l.i};
cargaVenlOnYBat30n{l.i}=cargaVenlOnYBat3 OnTemp{l.i};
cargaVenlOnYMicrOnYSandOn{l.i}=cargaVenlOnYMicrOnYSandOnTemp(l.i};

end

clear cargaBati Temp(l.i};
clear cargaBat? Temp{l.i};
clear cargaBat3Temp{l.i}:
clear cargabxprlemp{l.i};
clear cargaMicrlempf{l.i};
clear cargaSandTemp{l.i};
clear cargaVenlTemp{l.i};

% clear cargaVen?Temp{l.i};
clear cargaMicrOnYSandOnTempf{l.i};
clear cargaSandOnYBat30nTempfl.i};
clear cargaVenlOnYBat30nTempf{l.i};
clear cargaVenlOnYMicrOnYSandOnTempfl.i};
clear indiceSub;

Yfiltrado de seial
% f=fdesign.lowpass('N.F¢' 10, 70.FS);
% filtroLP = design(f,'butter");

f2=fdesign.bandpass('n.fcl fc2' N.FCLFCZ.FS);
filtroPB=design(f2);

for i=LTRIALS

cargaBatl{| i}=nonzeros(cargaBati{l.i});
cargaBatlFiltr{l i}=filter(filtroPB cargaBatl{l.i});
cargaBatlFiltr{l.i}=cargaBatlFiltr{l.i}(INICID_FILTR:end); %quitamos las INICID_FILTR muestas

cargaBat?{l.i}=nonzeros(cargaBat2{1.});
cargaBatZFiltr{li}=filter(filtroPB.cargaBat2{1.i});
cargaBat? Filtr{l.i}=cargaBatZFiltr{L.}(INICID_FILTR:end); %quitamos las INICIO_FILTR muestas

cargaBat3{l.i}=nonzeros(cargaBat3{l.i});
cargaBat3Filtr{l.i}=filter(filtroPB.cargaBat3{l.i});
cargaBat3Filtr{l.i}=cargaBat3Filtr{Li}(INICIO_FILTR:end); %quitamos las INICID_FILTR muestas
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317 cargabxpr{l.i}=nonzeros(cargak xpr{li});

318 cargakxprfiltr{l.i}=filter(filtroPB cargabxpr{l i});

319 cargabxprfiltr{l.i}=cargaExprFiltr{|. }(INICID_FILTR:end); %quitamos las INICIO_FILTR muestas
320

321 cargaMicr{l.i}=nonzeros(cargaMicr{Li}):

322 cargaMicrFilte{l i}=filter(filtroP B cargaMicr{l.i}):

323 cargaMicrfiltr{].i}=cargaMicrFiltr{Li}(INICIO_FILTR:end); %quitamos las INICIO_FILTR muestas
324

325 cargaSand{| i}=nonzeros(cargaSandf{l.i});

326 cargaSandFiltr{l.i}=filter(filtroPB.cargaS and{! i}):

327 cargaS andFiltr{l.i}=cargaSandFiltr{Li}(INICID_FILTR:end); %quitamos las INICID_FILTR muestas
328

329 cargaVenl{l.i}=nonzeros(cargaVenl{l.i});

330 cargaVenlFilt{l.i}=filter(filtroPB cargaVenl{li}):

331 cargaVenlFiltr{l.i}=cargaVenlFiltr{|i}(INICIO_FILTR:end); %quitamos las INICID_FILTR muestas
332

333 cargaMicrOnYSand0n{l.i}=nonzeros(cargaMicrOnYSandOn{l.i});

334 cargaMicrOnYSandOnFiltr{l.i}=filter(filtroPB cargaMicrOnYSandn{l i});

335 cargaMicrOnYSandOnFiltr{l i}=cargaMicrOnYSandOnFilte{Li}(INICIO_FILTR:end): %quitamos las INICIO_FILTR muestas
336

337 cargad and0nYBat30n{l.i}=nonzeros(cargaS anddnYBat3On{l,i}):

338 cargad and0nYBat30nFiltr{l,i}=filter(filtroPB cargaSanddnYBat3On{l.i});

339 cargaS and0nYBat30nFiltr{l.i}=cargaSandOnYBat3OnFiltr{1.i3(INICID_FILTR:end); %quitamos las INICID_FILTR muestas
340

341 cargaVenlOnYBat30n{l.i}=nonzeros(cargaVenlOnYBat3On{l,i});

342 cargaVenlOnYBat3OnFilte{li}=filter(filtroPB,cargaVenlOnYBat3On{l.i});

343 cargaVenlnYRat3OnFiltr{l.i}=cargaVenlOnYBat3OnFiltr{1i}(INICIO_FILTR:end); %quitamos las INICID_FILTR muestas
344

345 cargaVenlOnYMicrOnYSandDn{l.i}=nonzeros(cargaVen! OnYMicrOnYSandOn{l.i});

346 cargaVenlOnYMicrOnYSandOnFilte{l i}=filter(filtroP B.cargaVenlOnYMicrOnYSandOn{1.i});

347 cargaVenlOnYMicrOnYSandDnFiltr{l.i}=cargaVenlOnYMicrOnYSandOnFilte{1,i}(INICIO_FILTR:end); %quitamos las INICIO_FILTR muestas
348 end

349

350

351 %% EVENTD ON

352 Ydeteccion evento a on

353 Yelegimos una ventana de un ciclo, le restamos |a mediana de esa ventana(DC OFF)

354 Y%sumamaos los valores absolutos y si son mayores que un threshold,

355 % =>Evento ON

356 % en ventanak vento se guarda el valor de la ventana corriespondiente al

357 % wakeup.si hay eventn, tras el gradiente(ventana roja o verde)

358

359

360

361

362

363 onBatl=zeros(TRIALS.I);
364 onBatl=zeros(TRIALS.I);
365 vBatl={};

366 onBat?=zeros(TRIALS.|);
367 offBat?=zeros(TRIALS.I);
368 vBatZ={};

369 onBat3=zeros(TRIALS.I);
370 offBat3=zeros(TRIALS.);
371 vBat3={};

372 onExpr=zeros(TRIALS.|);
373 offExpr=zeros(TRIALS.|);
374 vExpr={};

375 onMicr=zeros(TRIALS.I);
376 offMicr=zeros(TRIALS.I);
377 wWicr={};

378 onSand=zeros(TRIALS.I);
379 offSand=zeros(TRIALS.!);
380 vSand={};

381 onVenl=zeros(TRIALS.));
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offVenl=zeros(TRIALS.));

wWenl={};
onMicrOnYSandOn=zeros(TRIALS 1);
offMicrOnYSanddn=zeros(TRIALS.});
wWicrOnYSanddn={};
onSandOnYBat30n=zeros(TRIALS.I);
offSandOnYBat30n=zeros(TRIALS.I);
vSandDnYBat30n={};
onVenlOnYBat3On=zeros(TRIALS 1);
offVen!OnYBat3On=zeros(TRIALS I);
WenlOnYBat30n={};
onVen!OnYMicrOnYSandOn=zeros(TRIALS.I);
offVen!OnYMicrOnYSandOn=zeros(TRIALS.I);
wWenlOnYMicrOnYSandDn={};

for i=LTRIALS

cargaBatl{| i}=nonzeros(cargaBatl{l.i})"
cargaBatl{| i}=(cargaBatl{| i})-median(cargaBatl{l.i});
=k
k=l
m=;
viemp=[J;
for indice=I:WAKE_UP:size(cargaRatl{1.i}.2)-VENTANA_EVENTD;
ventanak venBatl(i,j)=sum(abs(cargaBatl{li}(indice:indice+ VENTANA_EVENTO-1)-median(cargaBatl{1.i} (indice:indice+ VENTANA_EVENTD-1)))):
viemp=[vlemp indice ];
if jol
if ventanak venBatl(i.j)>ventanak venRatl(i,j-1)+ THRESHOLD %hay evento
ventanalempAnt=ventanaf venBatl(i.));
for n=I:round(WAKE_UP/VENTANA_EVENTD) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+)*VENTANA_EVENTO>size(cargaBatl{l,i}.2)-I
onBatl(i.k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venBatl(i.j)=ventanaTempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onBatl(i.k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venBatl(i.j)=ventanaTempAct;
break;
end
ventanaTempAct=sum(abs(cargaBati{Li}(indice+n*VENTANA_EVENT:indice+(n+{)*VENTANA_EVENTD-1)-
median(cargaBat!{l.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1))));
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onBatl(i.k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venBatl(i,)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venBatl(i,j)<ventanak venBat!(i,j-1)- THRESHOLD
ventanaTempAnt=ventanaf venBatl(i));
for n=I:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargaBatl{l.i}.2)-1
offBati(i,m)=indice+(n-1)*VENTANA_EVENTO:
ventanak venBatl(i.j)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offBatl(i.k)=indice+(n-1)*VENTANA_EVENTC:;
ventanak venBatl(i.j)=ventanalempAct;
break;

end
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ANEXO V

ventanalempAct=sum(abs(cargaBati{l.i}(indice+n*VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-1)-
median(cargaBat!{1,i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1))));
if abs(ventanalempAnt-ventanaTempAct)<=GRADIENTE
offBati(i,m)=indice+(n-1)*VENTANA_EVENTO:
ventanak venBatl(i,j)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
m=m+;
end
end
=i+
end;

Watl{i}=vlemp;

cargaBat?{li}=nonzeros(cargaBat?{1.})"
cargaBat? {1 i}=(cargaBat2{l.i})-median(cargaBatZ{1.});
=k
k=l
m=;
viemp=[J;
for indice=I:WAKE_UP:size(cargaBat?{1,i}.2)-VENTANA_EVENTD;
ventanak venBat? (i j)=sum(abs(cargaBat? {1i}(indice:indice+ VENTANA_EVENTO-1)-median(cargaBat?{l.i}(indice:indice+ VENTANA_EVENTO-1))));
viemp=[vlemp indice ];
if jol
if ventanak venBat? (i j)>ventanak venBat? (i,j-1)+ THRESHOLD Y%hay evento
ventanalempAnt=ventanak venBatZ (i,);
for n=I:round(WAKE_UP/VENTANA_EVENTO) S%miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+) *VENTANA_EVENTO>size(cargaBat?{1.i}.2)-I
onBat? (i k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venBat? (ij)=ventanaTempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onBat? (i k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venBat? (ij)=ventanaTempAct;
break;
end
ventanaTempAct=sum(abs(cargaBatZ{l,i}(indice+n*VENTANA_EVENTD:indice+(n+[)*VENTANA_EVENTD-I)-
median(cargaBat2{1.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTD-1))));
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onBat? (i k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venBat? (ij)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venBat (i)<ventanak venBatZ (i,j-1)- THRESHOLD
ventanaTempAnt=ventanak venBatZ (i,);
for n=I:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargaBat2{1,i}.2)-I
offBat? (i.m)=indice+(n-1)*VENTANA_EVENTC:;
ventanak venBat? (ij)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offBat?(i.k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venBat? (ij)=ventanalempAct;
break;

end
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ANEXO V

ventanalempAct=sum(abs(cargaBat? {1.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1)-
median(cargaBat?{1.i}(indice+n*VENTANA_EVENT:indice+(n+1)*VENTANA_EVENTD-1))));
if abs(ventanalempAnt-ventanaTempAct)<=GRADIENTE
offBat? (i,m)=indice+(n-1)*VENTANA_EVENTC;
ventanaf venBat? (i,))=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
m=m+;
end
end
=i+
end;

BatZ{i}=viemp;

cargaBat3{l.i}=nonzeros(cargaBat3{l.i})"
cargaBat3{l.i}=(cargaBat3{li})-median(cargaBat3{Li});
=k
k=l
m=;
viemp=[J;
for indice=I:WAKE_UP:size(cargaBat3{1,i}.2)-VENTANA_EVENTL;
ventanak venBat3 (i j)=sum(abs(cargaBat3{Li}(indice:indice+ VENTANA_EVENTO-1)-median(cargaRat3{l.i}(indice:indice+ VENTANA_EVENTD-1)));
viemp=[vlemp indice ];
if jol
if ventanak venBat3 (i.j)>ventanak venBat3(i j-)+ THRESHOLD %hay evento
ventanalempAnt=ventanaf venBat3(i));
for n=I:round(WAKE_UP/VENTANA_EVENTD) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+) *VENTANA_EVENTO>size(cargaBat3{1.i}.2)-|
onBat3(i k)=indice+(n-1)*VENTANA_EVENTD:;
ventanak venBat3(i,j)=ventanaTempAct:
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onBat3(i k)=indice+(n-1)*VENTANA_EVENTD:;
ventanak venBat3(i,j)=ventanaTempAct:
break;
end
ventanaTempAct=sum(abs(cargaBat3{!.i}(indice+n*VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-)-
median(cargaBat3{l.i}(indice+n*VENTANA_EVENTO:indice+(n+)*VENTANA_EVENTO-1))));
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onBat3(i k)=indice+(n-1)*VENTANA_EVENTL:
ventanak venBat3(i,j)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venBats (i,j)<ventanak venBat3 (i j-)-THRESHOLD
ventanaTempAnt=ventanaE venBat3(i));
for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargaBat3{1.i}.2)-I
offBat3(i,m)=indice+(n-1)*VENTANA_EVENTD;
ventanak venBat3 (i,j)=ventanaTempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offBat3(i.k)=indice+(n-1)*VENTANA_EVENTL:
ventanak venBat3 (i,j)=ventanaTempAct;
break;

end
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ANEXO V

ventanalempAct=sum(abs(cargaBat3{l.i}(indice+n* VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-)-
median(cargaBat3{l.i}(indice+n*VENTANA_EVENTO:indice+(n+)*VENTANA_EVENTO-1))));
if abs(ventanalempAnt-ventanaTempAct)<=GRADIENTE
offBat3(i,m)=indice+(n-1)*VENTANA_EVENTO;
ventanak venBat3 (ij)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
m=m+;
end
end
=i+
end;

Bat3{i}=viemp;

cargabxpr{l.i}=nonzeros(cargakxpr{l.i}):
cargabxpr{l.i}=(cargakxpr{!.i})-median(cargaExpr{l.i});
=k
k=l
m=;
viemp=[J;
for indice=I:WAKE_UP:size(cargaExpr{l.i}.2)-VENTANA_EVENT;
ventanak venExpr(ij)=sum(abs(cargak xpr{l.i}(indice:indice+ VENTANA_EVENTO-1)-median(cargaExpr{l.i}(indice:indice+VENTANA_EVENTO-1))));
viemp=[vlemp indice ];
if jol
it ventanak venExpr(i,))>ventanak venExpr(i,-1)+ THRESHOLD Y6hay evento
ventanaTempAnt=ventanak venExpr(i,);
for n=I:round(WAKE_UP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+)*VENTANA_EVENTO>size(cargab xpr{l.i}.2)-|
onExpr(i k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venExpr(i.j)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onExpr(i k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venExpr(i,j)=ventanalempAct;
break;
end
ventanaTempAct=sum(abs(cargakxpr{l.i}(indice+n*VENTANA_EVENTO:indice+(n+l)*VENTANA_EVENTO-)-
median(cargabxpr{l.i}(indice+n*VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-1)))):
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onExpr(i k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venExpr(i.j)=ventanalempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venkxpr(i j)<ventanak venExpr(ij-1)- THRESHOLD
ventanaTempAnt=ventanak venExpr(i,);
for n=I:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargakxpr{l.i}.2)-I
offExpr(i,m)=indice+(n-1)*VENTANA_EVENTD;
ventanak venExpr(i,j)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offExpr(i.k)=indice+(n-1)*VENTANA_EVENTC:;
ventanak venExpr(i,j)=ventanalempAct;
break;

end
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642 ventanalempAct=sum(abs(cargabxpr{l.i}(indice+n*VENTANA_EVENTD:indice+(n+!)*VENTANA_EVENTD-I)-
643 median(cargakxpr{l,i}(indice+n*VENTANA_EVENTO:indice+(n+{)*VENTANA_EVENTO-1)))):
644 if abs(ventanalempAnt-ventanalempAct)<=GRADIENTE

645 offExpr(i.m)=indice+(n-1) *VENTANA_EVENTD;

646 ventanak venExpr(i,j)=ventanaTempAct;

647 break;

648 else

649 ventanaTempAnt=ventanalempAct;

650 end

651 end

652 m=m+;

653 end

654 end

655 =i+

656 end:

657 vExpr{i}=vlemp:

658

659 cargaMicr{l.i}=nonzeros(cargaMicr{l.i})"

660 cargaMicr{l i}=(cargaMicr{l.i})-median(cargaMicr{Li});

661 i=l:

662 k=I;

663 m=1;

664 viemp=[J;

665 for indice=I:WAKE_UP:size(cargaMicr{1.i}.2)-VENTANA_EVENTO:

666 ventanak venMicr(ij)=sum(abs(cargaMicr{Li}(indice:indice+ VENTANA_EVENTO-1)-median(cargaMicr{!.i}(indice:indice+ VENTANA_EVENTD-1)));
667 viemp=[vIemp indice J;

668 if pl

669 it ventanak venMicr(i,)>ventanak venMicr(ij-1)+ THRESHOLD Y%hay evento
670 ventanaTempAnt=ventanaf venMicr(i));

671 for n=I:round(WAKE_UP/VENTANA_EVENTD) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
672 if indice+(n+)*VENTANA_EVENTO>size(cargaMicr{l.i}.2)-1

673 onMicr(i.k)=indice+(n-1)*VENTANA_EVENTL:;

674 ventanak venMicr(i,j)=ventanaTempAct;

675 break:

676 end

677 it n==round(WAKE_UP/VENTANA_EVENTD)

678 onMicr(i.k)=indice+(n-1)*VENTANA_EVENTL:;

679 ventanak venMicr(i,j)=ventanaTempAct;

680 break:

681 end

682 ventanaTempAct=sum(abs(cargaMicr{l.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1)-
683 median(cargaMicr{l.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1)))):
684 if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE

685 onMicr(i.k)=indice+(n-1)*VENTANA_EVENTD:

686 ventanak venMicr(i,j)=ventanaTempAct;

687 break:

688 else

689 ventanaTempAnt=ventanalempAct;

690 end

691 end

692 k=k+;

693 end

694 if ventanak venMicr(ij)<ventanak venMicr(i j-1)-THRESHOLD

695 ventanaTempAnt=ventanaE venMicr(i));

696 for n=I:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
697 if indice+(n+)*VENTANA_EVENTO>size(cargaMicr{l.i}.2)-1

698 offMicr(i.m)=indice+(n-f) *VENTANA_EVENTD;

699 ventanak venMicr(i.j)=ventanaTempAct;

700 break;

701 end

702 it n==round(WAKE_UP/VENTANA_EVENTD)

703 offMicr(i k)=indice+(n-1)*VENTANA_EVENTC;

704 ventanak venMicr(i,j)=ventanaTempAct;

705 break;

706 end
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ANEXO V

ventanalempAct=sum(abs(cargaMicr{l.i}(indice+n*VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-)-
median(cargaMicr{l,i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1)))):
if abs(ventanalempAnt-ventanaTempAct)<=GRADIENTE
offMicr(i.m)=indice+(n-f)*VENTANA_EVENTD;
ventanak venMicr(i.j)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
m=m+;
end
end
=i+
end;

wWicr{i}=vlemp;

cargaSand{| i}=nonzeros(cargaSand{l.i})"
cargaSand{| i}=(cargaSand{| i})-median(cargaSand{!.i});
=k
k=l
m=;
viemp=(J;
for indice=I:WAKE_UP:size(cargaSand{l,i},2)-VENTANA_EVENTD;
ventanak venS and(i,j)=sum(abs(cargaSand{l.i}(indice:indice+ VENTANA_EVENTO-1)-median(cargaSand{!.i}(indice:indice+ VENTANA_EVENTD-1))));
viemp=[vlemp indice ];
if jol
if ventanak venSand(i.j)>ventana venS and(i,j-1)+ THRESHOLD Yhay eventa
ventanaTempAnt=ventanaf venSand(i.));
for n=I:round(WAKE_UP/VENTANA_EVENTO) S%miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+) *VENTANA_EVENTO>size(cargaSand{l,i}.2)-I
onSand(i.k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venSand(i.j)=ventanaTempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onSand(i.k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venSand(i j)=ventanaTempAct;
break;
end
ventanaTempAct=sum(abs(cargaS and{li}(indice+n*VENTANA_EVENTD:indice+(n+{)*VENTANA_EVENTD-()-
median(cargaSand{l,i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTD-1))));
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onSand(i.k)=indice+(n-1)*VENTANA_EVENTD;
ventanak venSand(i.j)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venSand(ij)<ventanak venS and(i,j-1)- THRESHOLD
ventanaTempAnt=ventanak venSand(i.));
for n=l:round(WAKE_UIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargaSand{l.i}.2)-I
offSand(i.m)=indice+(n-1)*VENTANA_EVENTC;
ventanak venSand(i.j)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offSand(i.k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venSand(ij)=ventanaTempAct;
break;

end
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ANEXO V

ventanalempAct=sum(abs(cargaSand{Li}(indice+n*VENTANA_EVENTO:indice+(n+()*VENTANA_EVENTD-1)-
median(cargaSand{l.i} indice+n*VENTANA_EVENTD:indice+(n+!)*VENTANA_EVENTD-1))));
if abs(ventanalempAnt-ventanaTempAct)<=GRADIENTE
offSand(i,m)=indice+(n-1)*VENTANA_EVENTC
ventanak venSand(i.j)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
m=m+;
end
end
=i+
end;
wWand{i}=vlemp;

cargaVenl{l.i}=nonzeros(cargaVenl{l.i})"
cargaVenl{l.i}=(cargaVenl{l.i})-median(cargaVenl{l.i});
=k
k=l
m=;
viemp=[J;
for indice=I:WAKE_UP:size(cargaVenl{l.i},2)-VENTANA_EVENTO;
ventanak venVenl(i,j)=sum(abs(cargaVenl{l.i}(indice:indice+ VENTANA_EVENTO-1)-median(cargaVenl{!.i}(indice:indice+ VENTANA_EVENTD-1)));
viemp=[vlemp indice ];
if jol
it ventanak venVenl(ij)>ventanak venVenl (i,-1)+ THRESHOLD Yhay evento
ventanaTempAnt=ventanaE venVenl(i.j);
for n=I:round(WAKE_UP/VENTANA_EVENTD) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+) *VENTANA_EVENTO>size(cargaVenl{l,i}.2)-I
onVenl(i.k)=indice+(n-1)*VENTANA_EVENTD:;
ventanak venVenl(ij)=ventanaTempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTO)
onVenl(i.k)=indice+(n-1)*VENTANA_EVENTD:;
ventanak venVenl(ij)=ventanaTempAct;
break;
end
ventanaTempAct=sum(abs(cargaVenl{li}(indice+n*VENTANA_EVENT:indice+(n+()*VENTANA_EVENTO-1)-
median(cargaVenl{li}(indice+n*VENTANA_EVENTD:indice+(n+)*VENTANA_EVENTO-1))));
if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
onVenl(i.k)=indice+(n-1)*VENTANA_EVENTD:
ventanak venVenl(ij)=ventanaTempAct;
break;
else
ventanalempAnt=ventanaTempAct;
end
end
k=k+;
end
it ventanak venVenl(i,})<ventanak venVenl(i;-1)- THRESHOLD
ventanaTempAnt=ventanaEvenVenl(i.j);
for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
if indice+(n+1)*VENTANA_EVENTO>size(cargaVenl{l.i}.2)-1
offVen!(i,m)=indice+(n-1)*VENTANA_EVENTO:
ventanak venVenl(ij)=ventanalempAct;
break;
end
it n==round(WAKE_UP/VENTANA_EVENTD)
offVenl(i.k)=indice+(n-1) *VENTANA_EVENTD;
ventanak venVenl(ij)=ventanalempAct;
break;

end
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837 ventanalempAct=sum(abs(cargaVenl{Li}(indice+n*VENTANA_EVENTD:indice+(n+!)*VENTANA_EVENTD-1)-
838 median(cargaVenl{li}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTD-1))));

839 if abs(ventanalempAnt-ventanalempAct)<=GRADIENTE

840 offVen!(i,m)=indice+(n-1)*VENTANA_EVENTO:

841 ventanak venVenl(i.j)=ventanaTempAct;

842 break;

843 else

844 ventanalempAnt=ventanaTempAct;

845 end

846 end

847 m=m+;

848 end

849 end

850 =i+

851 end;

852 Wenl{i}=vemp;

853

854 cargaMicrOnYSandOn{li}=nonzeros(cargaMicrOnYSandOn{l,i})"

855 cargaMicrOnYSandOn{l.i}=(cargaMicrnYSandOn{l i})-median(cargaMicrOnYSandOn{L.i});
856 i=l:

857 k=I;

858 m=1;

859 viemp=[J;

860 for indice=I:WAKE_UP:size(cargaMicrlnYSandOn{l.i},2)-VENTANA_EVENTD;

861 ventanak venMicrnYSand0n(i.j)=sum(abs(cargaMicrnYSandOn{l.i} (indice:indice+VENTANA_EVENTD-1)-
862 median(cargaMicrOnYSandOn{l.i}(indice:indice+ VENTANA_EVENTD-1)))):

863 vIemp=[vIemp indice J;

864 if pl

865 it ventanak venMicrlInYSand0n(i.j)>ventanak venMicrnYSand0n(i,j-1)+ THRESHOLD %hay evento
866 ventanalempAnt=ventanak venMicrlnYSand0n(i);

867 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
868 if indice+(n+)*VENTANA_EVENTO>size(cargaMicrnYSandOn{l,i}.2)-I

869 onMicrOnYSandOn(i.k)=indice+(n-1)*VENTANA_EVENTD;

870 ventana venMicrOnYSandOn(i j)=ventanaTempAct;

871 break:

872 end

873 it n==round(WAKE_UP/VENTANA_EVENTD)

874 onMicrOnYSandOn(i.k)=indice+(n-1)*VENTANA_EVENTD;

875 ventana venMicrOnYSandOn(i j)=ventanaTempAct;

876 break:

877 end

878 ventanaTempAct=sum(abs(cargaMicrOnYSanddn{li}(indice+n*VENTANA_EVENTD:indice+(n+()*VENTANA_EVENTD-1)-
879 median(cargaMicrOnYSandOn{l,i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1))));
880 if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE

881 onMicrOnYSandOn(i.k)=indice+(n-1)*VENTANA_EVENTD;

882 ventanak venMicrOnYSandOn(i j)=ventanaTempAct;

883 break:

884 else

885 ventanaTempAnt=ventanalempAct;

886 end

887 end

888 k=k+l;

889 end

890 if ventanak venMicrnYSand0n(i.j)<ventanak venMicrOnYSandOn(i,j-1)- THRESHOLD

891 ventanaTempAnt=ventanaE venMicrlnYSandn(i);

892 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
893 if indice+(n+)*VENTANA_EVENTO>size(cargaMicrOnYSandOn{l,i}.2)-I

894 oftMicrOnYSandOn(i,m)=indice+(n-1)*VENTANA_EVENTO;

895 ventanak venMicrlnYSandDn(i j)=ventanaTempAct;

896 break;

897 end

898 it n==round(WAKE_UP/VENTANA_EVENTD)

899 offMicrOnYSandOn(i.k)=indice+(n-1)*VENTANA_EVENTO;

900 ventanak venMicrlnYSand0n(i j)=ventanaTempAct;

901 break;
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902 end

903 ventanalempAct=sum(abs(cargaMicrOnYS andOn{l.i}(indice+n*VENTANA_EVENT:indice+(n+!)*VENTANA_EVENTO-1)-
904 median(cargaMicrOnYSandOn{l.i}(indice+n*VENTANA_EVENTD:indice+(n+{)*VENTANA_EVENTO-1)));
905 if abs(ventanalempAnt-ventanalempAct)<=GRADIENTE

906 offMicrOnYSandOn(i,m)=indice+(n-1)*VENTANA_EVENTD:

907 ventanak venMicrnYSandln(i.j)=ventanaTempAct;

908 break:

909 else

910 ventanaTempAnt=ventanalempAct;

911 end

912 end

913 m=m+;

914 end

915 end

916 =

917 end;

918 wWicrOnYSandDn{i}=viemp;

919

920 cargad and0nYBat30n{l.i}=nonzeros(cargaS anddnYBat3On{l,i})"

921 cargad andlnYBat30n{l.i}=(cargaSandlnYBat30n{l.i})-median(cargaSanddnYRat3On{l.i});
922 i=l:

923 k=I;

924 m=1;

925 viemp=[J;

926 for indice=I:WAKE_UP:size(cargaSandOnYBat30n{l.i}.2)-VENTANA_EVENT;

927 ventanak venS andnYBat30n(i,j)=sum(abs(cargaSandlnYRat3On{l i}(indice:indice+VENTANA_EVENTD-1)-
928 median(cargaSandlnYBat3 On{l.i}(indice:indice+ VENTANA_EVENTD-1)))):

929 vIemp=[vIemp indice J;

930 if pl

931 it ventanak venSandlnYRat30n(i.j)>ventanak venS anddnYRBat30n(i,j-1)+ THRESHOLD %hay evento
932 ventanalempAnt=ventanak venS andOnYBat30n(i.));

933 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
934 if indice+(n+)*VENTANA_EVENTO>size(cargaSanddnYBat30n{1.i}.2)-1

935 onSand0nYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTD;

936 ventanak venSandOnYBat30n(ij)=ventanaTempAct;

937 break:

938 end

939 it n==round(WAKE_UP/VENTANA_EVENTO)

940 onSand0nYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTD;

941 ventanat venSandOnYBat30n(ij)=ventanaTempAct;

942 break:

943 end

944 ventanaTempAct=sum(abs(cargaS andDnYBat30n{l.i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-)-
945 median(cargaSandOnYBat30n{li}(indice+n*VENTANA_EVENTD:indice+(n+)*VENTANA_EVENTO-1))));
946 if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE

947 onSand0nYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTD;

948 ventanat venSandOnYBat30n(ij)=ventanaTempAct;

949 break;

950 else

951 ventanaTempAnt=ventanalempAct;

952 end

953 end

954 k=k+;

955 end

956 it ventanak venSandlnYBat30n(ij)<ventanak venS anddnYRat3 On(i,j-1)- THRESHOLD

957 ventanaTempAnt=ventanak venS andnYBat30n(i.));

958 for n=l:round(WAKE_LIP/VENTANA_EVENTO) % miramas las siguientes ventanas hasta una diferencia menor que GRADIENTE
959 if indice+(n+)*VENTANA_EVENTO>size(cargaSandOnYBat30n{l,i}.2)-1

960 offSand0nYBat30n(i,m)=indice+(n-1)*VENTANA_EVENTD:

961 ventanaE venSandOnYRat30n(i j)=ventanaTempAct;

962 break;

963 end

964 it n==round(WAKE_UP/VENTANA_EVENTD)

965 offSand0nYBat30n(i k)=indice+(n-1)*VENTANA_EVENTD:

966 ventanak venSandOnYBat30n(ij)=ventanalempAct;
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967 break;
968 end
969 ventanalempAct=sum(abs(cargaSanddnYBat3On{l.i}(indice+n*VENTANA_EVENT:indice+(n+!)*VENTANA_EVENTO-1)-
970 median(cargaSanddnYBat30n{l.i}(indice+n*VENTANA_EVENTD:indice+(n+{)*VENTANA_EVENTO-1))));
971 if abs(ventanalempAnt-ventanalempAct)<=GRADIENTE
972 offSandDnYBat30n(i,m)=indice+(n-1)*VENTANA_EVENTD:
973 ventanak venSand0nYBat30n(ij)=ventanaTempAct;
974 break;
975 else
976 ventanaTempAnt=ventanalempAct;
977 end
978 end
979 m=m+;
980 end
981 end
982 =i+
983 end:
984 wandOnYBat30n{i}=vlemp;
985
986 cargaVenlOnYBat30n{li}=nonzeros(cargaVenlOnYBat3On{l,i})"
987 cargaVenlOnYBat30n{l.i}=(cargaVen!OnYBat30n{l.i})-median(cargaVenlOnYBat3On{l.i});
988 i=l:
989 k=I;
990 m=1;
991 viemp=[J;
992 for indice=I:WAKE_UP:size(cargaVenlOnYBat30n{l.i},2)-VENTANA_EVENTD;
993 ventanak venVenlOnYRat30n(i,j)=sum(abs(cargaVenlOnYBat3On{l.i}(indice:indice+VENTANA_EVENTD-1)-
994 median(cargaVenlOnYBat30n{l,i}(indice:indice+ VENTANA_EVENTO-1)))):
995 viemp=[vIemp indice J;
996 if pl
997 if ventanat venVenlOnYBat30n(ij)>ventanak venVenlOnYBat30n(ij-1)+ THRESHOLD %hay evento
998 ventanalempAnt=ventanak venVenlOnYBat30n();
999 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramas las siguientes ventanas hasta una diferencia menor que GRADIENTE
1000 if indice+(n+)*VENTANA_EVENTO>size(cargaVenlOnYBat30n{l,i}.2)-1
1001 onVenlOnYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTD;
1002 ventanak venVenlOnYBat30n(i j)=ventanaTempAct;
1003 break:
1004 end
1005 it n==round(WAKE_UP/VENTANA_EVENTO)
1006 onVenlOnYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTD;
1007 ventanak venVenlOnYBat30n(i j)=ventanaTempAct;
1008 break:
1009 end
1010 ventanaTempAct=sum(abs(cargaVenlOnYBat3On{Li}(indice+n*VENTANA_EVENTD:indice+(n+[)*VENTANA_EVENTD-[)-
1011 median(cargaVenlOnYBat30n{l,i}(indice+n*VENTANA_EVENTD:indice+(n+1)*VENTANA_EVENTO-1))));
1012 if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE
1013 onVenlOnYBat30n(i.k)=indice+(n-1)*VENTANA_EVENTO;
1014 ventanak venVenlOnYBat30n(i j)=ventanaTempAct;
1015 break;
1016 else
1017 ventanaTempAnt=ventanalempAct;
1018 end
1019 end
1020 k=k+l;
1021 end
1022 if ventanak venVenlOnYBat30n(i j)<ventanak venVenlOnYBat30n(i,j-1)- THRESHOLD
1023 ventanaTempAnt=ventanaf venVenlOnYBat30n(i));
1024 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
1025 if indice+(n+1)*VENTANA_EVENTO>size(cargaVenlOnYBat30n{l.i}.2)-I
1026 offVen!OnYBat30n(i,m)=indice+(n-1)*VENTANA_EVENTD:
1027 ventanaE venVenlOnYBat30n(i j)=ventanaTempAct;
1028 break;
1029 end
1030 it n==round(WAKE_UP/VENTANA_EVENTD)
1031 offVen!OnYBat30n(i k)=indice+(n-1)*VENTANA_EVENTO;
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1032 ventanaf venVenlOnYBat30n(i j)=ventanaTempAct;

1033 break;

1034 end

1035 ventanalempAct=sum(abs(cargaVen!OnYBat30n{li}(indice+n*VENTANA_EVENTD:indice+(n+()*VENTANA_EVENTD-1)-
1036 median(cargaVen!DnYBat30n{l.i}(indice+n*VENTANA_EVENTD:indice+(n+{)*VENTANA_EVENTD-1)))):

1037 it abs(ventanalempAnt-ventanalempAct)<=GRADIENTE

1038 offVen!OnYBat30n(i,m)=indice+(n-1)*VENTANA_EVENTD:

1039 ventanak venVenlOnYRat30n(i.j)=ventanaTempAct;

1040 break;

1041 else

1042 ventanalempAnt=ventanaTempAct;

1043 end

1044 end

1045 m=m+;

1046 end

1047 end

1048 =

1049 end;

1050 WenlOnYBat30n{i}=vIemp:

1051

1052 cargaVenlOnYMicrnYSandDn{l.i}=nonzeros(cargaVen!OnYMicrOnYSandOn{l.i})"

1053 cargaVenlOnYMicrOnYSandn{l.i}=(cargaVenlOnYMicrlnYSandOn{l.i})-median(cargaVen! OnYMicrOnYSandOn{l.i});
1054 i=l:

1055 k=I;

1056 m=1;

1057 viemp=[J;

1058 for indice=I:WAKE_UP:size(cargaVenlOnYMicrOnYSandOn{1.i}.2)-VENTANA_EVENTO:

1059 ventanak venVenlOnYMicrOnYSandOn(i,))=sum(abs(cargaVenlOnYMicrOnYSandOn{Li} (indice:indice+ VENTANA_EVENTO-)-
1060 median(cargaVenlOnYMicrOnYSandOn{li}(indice:indice+VENTANA_EVENTO-1))));

1061 viemp=[vlemp indice ];

1062 if pl

1063 if ventanat venVenlOnYMicrOnYSandOn(i,)> ventanak venVen! OnYMicrOnYSandOn(i,-1)+THRESHOLD %hay evento
1064 ventanalempAnt=ventanak venVenlOnYMicrOnYSandOn(ij);

1065 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
1066 if indice+(n+)*VENTANA_EVENTO>size(cargaVenlOnYMicrOnYSandOn{l.i}.2)-|

1067 onVen!OnYMicrOnYSandOn(i k)=indice+(n-1)*VENTANA_EVENTO:

1068 ventanak venVenlOnYMicrOnYSandOn(ij)=ventanaTempAct:

1069 break:

1070 end

1071 if n==round(WAKE_UP/VENTANA_EVENTO)

1072 onVenlOnYMicrOnYSandOn(i k)=indice+(n-1)*VENTANA_EVENTD:

1073 ventanak venVenlOnYMicrOnYSandOn(ij)=ventanaTempAct:

1074 break:

1075 end

1076 ventanaTempAct=sum(abs(cargaVenlOnYMicrOnYSandOn{l.i}(indice+n*VENTANA_EVENTD:indice+(n+[)*VENTANA_EVENTD-[)-
1077 median(cargaVenlOnYMicrOnYSandOn{li}(indice+n*VENTANA_EVENTD:indice+(n+!)*VENTANA_EVENTO-1))));

1078 if abs(ventanaTempAnt-ventanaTempAct)<=GRADIENTE

1079 onVenlOnYMicrOnYSandOn(i k)=indice+(n-1)*VENTANA_EVENTO;

1080 ventanaE venVenlOnYMicrOnYSandDn(ij)=ventanaTempAct;

1081 break;

1082 else

1083 ventanaTempAnt=ventanalempAct;

1084 end

1085 end

1086 k=k+l;

1087 end

1088 it ventanak venVenlOnYMicrOnYSandln(i,j)<ventanak venVenlOnYMicrOnYSandOn(i,j-1)-THRESHOLD

1089 ventanaTempAnt=ventanak venVenlOnYMicrOnYSandn(ij);

1090 for n=l:round(WAKE_LIP/VENTANA_EVENTO) %miramos las siguientes ventanas hasta una diferencia menor que GRADIENTE
1091 if indice+(n+1)*VENTANA_EVENTD>size(cargaVenlOnYMicrlnYSandOn{l.i}.2)-I

1092 offVenlOnYMicrOnYS andDn(i,m)=indice+(n-1)*VENTANA_EVENTD;

1093 ventanak venVenlOnYMicrOnYSandDn(ij)=ventanaTempAct;

1094 break;

1095 end

1096 it n==round(WAKE_UP/VENTANA_EVENTD)
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1097 offVen!OnYMicrOnYSandOn(i k)=indice+(n-1)* VENTANA_EVENTO;
1098 ventanak venVenlOnYMicrOnYSandOn(i)=ventanaTempAct:
1099 break;

1100 end

1101 ventanalempAct=sum(abs(cargaVen!OnYMicrOnYSandOn{l.i} (indice+n*VENTANA_EVENTO:indice+(n+1)*VENTANA_EVENTO-1)-
1102 median(cargaVenlOnYMicrOnYSandOn{l,i}(indice+n*VENTANA_EVENTO:indice+(n+)*VENTANA_EVENTD-1)))):
1103 if abs(ventanalempAnt-ventanalempAct)<=GRADIENTE

1104 offVen!OnYMicrOnYSandOn(i,m)=indice+(n-1)*VENTANA_EVENTD:
1105 ventanak venVenlOnYMicrOnYSandOn(ij)=ventanaTempAct;
1106 break;

1107 else

1108 ventanalempAnt=ventanaTempAct;

1109 end

1110 end

1111 m=m+;

1112 end

1113 end

1114 =

1115 end;

1116 wWenlOnYMicrOnYSandOn{i}=vIemp;

1117

1118 end;

1119 clear ventana ventanalempAnt ventanalempActjkmn;

1120

1121

1122 %% VER EVENTOS
1123 for z=LTRIALS

1124 figure;

1125 hold;

1126 %Marca Ventana

1127 X=ones(l.2)*max(cargaBatl{l z});

1128 Y=ones(l,2)*max(cargaBatl{l z});

1129 for x=1:size(Batl{z}.2)

1130 h=area([VBatl{z}(x) vBatl{z}(x)+VENTANA_EVENTO].[max(cargaBati{l.z}) max(cargaBatl{l.z})]....
1131 'FaceColor'y);

1132 set(h, BaseValue' min(cargaBati{l.z}))

1133 end

1134 %Marca On

1135 for x=1:size(onBatl.2)

1136 Y%h=area([onBatl(z,x) onBatl(z x)+VENTANA_EVENTO].[max(cargaRati{l.z}) max(cargaBatl{l.z})]...
1137 if onBatl(z x) %si es distinto de cero se pinta

1138 h=area([onBatl(z.x) onBatl(z.x)+VENTANA_EVENTO]X....
1139 'FaceCalor''g);

1140 set(h, BaseValue', min(cargaBatl{l.z}))

1141 end

1142 end

1143 %Marca Off

1144 for x=I:size(offBatl,2)

1145 Yeh=area([offRatl(z.x) offBatl(z.x)+ VENTANA_EVENTO],[max(cargaBatl{l.z}) max(cargaBat{l.z})]....
1146 if offBatl(z.x)

1147 h=area([offBatl(z.x) offBatl(z.x)+VENTANA_EVENTO].Y....
1148 'FaceColor',T');

1149 set(h, BaseValue', min(cargaBatl{l.2}))

1150 end

1151 end

1152 plot(cargaBati{l.z}.k)

1153 title('cargaBatl’)

1154

1155 end

1156 pause;

1157 close all;

1158

1159 for z=LTRIALS

1160 figure;

1161 hold:
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%Marca Ventana
X=ones(l.2)*max(cargaBatZ{l.z}):
Y=ones(.2)*max(cargaBat2{l.2});
for x=I:size(Bat2{z}.2)
h=area([vBat2{z}(x) vBatZ {z}(x)+VENTANA_EVENTD].[max(cargaBatZ{l.z}) max(cargaBat2{l.z})]..
'FaceColor'y);
set(h, BaseValue' min(cargaBatZ{1.2}))
end
%Marca On
for x=!:size(onBat?.2)

Y%h=area([onBat? (z.x) onBat? (z x)+VENTANA_EVENTO],[max(cargaBat?{l.z}) max(cargaRat?2{1.z})]...

it onBat? (z.x) %si es distinto de cern se pinta
h=area([onBatZ (z.x) onBat? (z.x)+VENTANA_EVENTO]X....
'FaceColor'q):
set(h, BaseValue' min(cargaBatZ{1.z}))
end
end
%Marca Dff
for x=!:size(offBat?.2)

Yah=area([offRatZ (z.x) offBat? (z x)+VENTANA_EVENTO],[max(cargaBatZ{l.z}) max(cargaBat2{1.2})]...

if offBat?(z.x)
h=area([offRat2 (z.x) offBat? (z,x)+VENTANA_EVENTO].Y....
'FaceColor',T);
set(h, BaseValue', min(cargaBatZ{1.z}))
end
end
plot(cargaBatZ{1z}.k)
title('cargaBat?')

end
pause;
close all

for z=I:TRIALS
figure;
hold:
%Marca Ventana
X=ones(1.2)*max(cargaBat3{l z});
Y=ones(l.2)*max(cargaBat3{l..});
for x=I:size(Bat3{z}2)

h=area([VBat3{z}(x) Bat3{z}(x)+VENTANA_EVENTO] [max(cargaBat3{l.z}) max(cargaBat3{l.z})]...

'FaceColor'y);
set(h ' BaseValue',min(cargaBat3{l.2}))
end
%Marca On
for x=I:size(onBat3.2)

Y%h=area([onBat3(z.x) onBat3(z,x)+VENTANA_EVENTO] [max(cargaBat3{l.2}) max(cargaBat3{l.z })]..

it onBat3(z.x) Y%si es distinto de cero se pinta
h=area([onBat3(z.x) onBat3(z,x)+VENTANA_EVENTO]X...
'FaceColor'q):
set(h, BaseValue' min(cargaBat3{1 z}))
end
end
Y%Marca Off
for x=I:size(offBats.2)

Yeh=area([offBat3(z x) offBats(z.x)+VENTANA_EVENTO].[max(cargaBats{l.z}) max(cargaBat3{lz})]...

it offBatd(z.x)
h=area([offBat3(z x) offBat3 (z.x)+VENTANA_EVENTO].Y....
'FaceColor',r):;
set(h, BaseValue' min(cargaBat3{! z}))
end
end
plot(cargaBat3{l z}.'k)
title('cargaBat3')
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end
pause;
close all

for z=I.TRIALS
figure;
hold:
%Marca Ventana
X=ones(l.2)*max(cargaxpr{l z});
Y=ones(|.2)*max(cargabxpr{l.2}):
for x=I:size(vExpr{z}.2)
h=area([vExpr{z}(x) vExpr{z}(x)+*VENTANA_EVENTD),[max(cargaExpr{l.z}) max(cargabxpr{l.z})]...
'FaceColor'y);
set(h, BaseValue', min(cargakxpr{l.z}))
end
%Marca On

for x=1:size(onExpr.2)

%h=area([onExpr(z x) onExpr(z,x)+VENTANA_EVENTO].[max(cargaExpr{l.z}) max(cargaExpr{l.z})]..

it anExpr(zx) %si es distinto de cero se pinta
h=area([onExpr(z.x) anExpr(z x)+VENTANA_EVENTO]X....
'FaceColor'q);
set(h, BaseValue', min(cargaExpr{l.z}))
end
end
%Marca Off
for x=I:size(offExpr.2)

Y%h=area([offtxpr(z x) offExpr(z x)+VENTANA_EVENTO],[max(cargaExpr{l.z}) max(cargakxpr{l.z})]..

it offtxpr(z.x)
h=area([ offExpr(zx) offExpr(z,x)+VENTANA_EVENTO].Y...
'FaceColor',T);
set(h, BaseValue' min(cargabxpr{l z}))
end
end
plot(cargabxpr{l.z}. k)
title('cargakxpr')

end
pause;
close all

for z=I.TRIALS
figure;
hold:
%Marca Ventana
X=ones(l.2)*max(cargaMicr{l z});
Y=ones(l.2)*max(cargaMicr{l.2});
for x=I:size(Wicr{z}.2)
h=area([Wicr{z}(x) Wicr{z }(x)+VENTANA_EVENTO].[max(cargaMicr{l.z}) max(cargaMicr{l.z})]....
'FaceColor',y);
set(h, BaseValue' min(cargaMicr{l.z}))
end
%Marca On

for x=I:size(onMicr.2)

Yeh=area([onMicr(z.x) onMicr(z.x)+VENTANA_EVENTO].[max(cargaMicr{l.z}) max(cargaMicr{l.z})]....

it onMicr(z.x) Y%si es distinto de cero se pinta
h=area([onMicr(z.x) onMicr(z,x)+VENTANA_EVENTO]X...
'FaceColor'q):
set(h, BaseValue', min(cargaMicr{l.z}))
end
end

%Marca Dff
for x=I:size(ofMicr.2)

Yeh=area([oftMicr(z x) offMicr(z x)+VENTANA_EVENTO].[max(cargaMicr{l.z}) max(cargaMicr{l.z})]....

it offMicr(z.x)
h=area([offMicr(z.x) offMicr(z.x)+VENTANA_EVENTO]Y...
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'FaceColor',r);
set(h, BaseValue' min(cargaMicr{l.z}))
end
end
plot(cargaMicr{l.z}.'k)
title('cargaMicr’)

end
pause;
close all

for z=LTRIALS
figure;
hold:
%Marca Ventana
X=ones(l.2)*max(cargaSand{l.z}):
Y=ones(l.2)*max(cargaSand{| z}):
for x=!:size(Sand{z}.2)
h=area([vSand{z}(x) vSand{z}(x)+VENTANA_EVENTD],[max(cargaSand{l.z}) max(cargaSand{!.z})]...
'FaceColor'y);
set(h, BaseValue' min(cargaSand{l.z}))
end

%Marca On

for x=I:size(onSand.2)

Y%h=area([onSand(z,x) onSand(z x)+VENTANA_EVENTO],[max(cargaSand{l.z}) max(cargaSand{l.z})]...

it anSand(z.x) Y%si es distinto de cern se pinta
h=area([onSand(z.x) onSand(z.x)+VENTANA_EVENTO]X....
'Facelolor',g');
set(h, BaseValue', min(cargaSand{l.z}))
end
end
%Marca Off
for x=I:size(offSand 2)

Y%h=area([offSand(z.x) offSand(z x)+VENTANA_EVENTO],[max(cargaSand{l.z}) max(cargaSand{lz})]...

if offSand(z.x)
h=area([offSand(z.x) offSand(z x)+VENTANA_EVENTO].Y....
'FaceColor''r);
set(h.'BaseValue' min(cargaSand{l z}))
end
end
plot(cargaSand{l.23.'k)
title('cargaSand’)

end
pause;
close all

for z=I.TRIALS
figure;
hold;
%Marca Ventana
X=ones(1.2)*max(cargaVenl{l.z});
Y=ones(.2)*max(cargaVenl{l.2});
for x=I:size(Wenl{z}.2)
h=area([ Wenl{z}(x) Wenl{z}(x)+VENTANA_EVENTO][max(cargaVenl{l.z}) max(cargaVenl{l.z})]...
'FaceColor',y);
set(h, BaseValug' min(cargaVenl{l.2}))
end
%Marca On
for x=I:size(onVenl 2)
Yh=area([onVenl(z.x) onVenl(z x)+VENTANA_EVENTO].[max(cargaVenl{l.z}) max(cargaVenl{l.z})]...
it onVenl(z.x) %si es distinto de cero se pinta
h=area([onVenl(z.x) onVenl(z.x)+VENTANA_EVENTO]X...
'FaceColor'q):
set(h, BaseValue', min(cargaVenl{l.2}))
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end
end
% Marca 0ff
for x=1:size(offVenl 2)
Y%ah=area([offVenl(z.x) offVenl(z.x)+VENTANA_EVENTO].[max(cargaVenl{l.z}) max(cargaVenl{l.z})]...
it offVenl(z.x)
h=area([offVenl(z.x) offVenl(z x)+VENTANA_EVENTO].Y...
"FaceColor',r);
set(h,'BaseValue', min(cargaVenl{l.z}))
end
end
plot(cargaVenl{l.z}'k')
title('cargaVenl’)

end
pause;
close all

for z=I:TRIALS
figure;
hold:
%Marca Ventana
X=ones(l.2)*max(cargaMicrOnYSandOn{l.z});
Y=ones(l.2)*max(cargaMicrOnYSandOn{l z3);
for x=I:size(WicrOnYSandOn{z}.2)
h=area([WicrOnYSandOn{z}(x) wWicrlnYSandOn{z}(x)+VENTANA_EVENTO],[max(cargaMicrlnYSandOn{l.z}) max(cargaMicrOnYSandOn{l.23)]...
'Facelolor'y);
set(h, BaseValue' min(cargaMicrOnYSandOn{l.2}))
end
%Marca On
for x=I:size(onMicrOnYSandn.2)
Y%h=area([onMicrOnYSandn(z,x) onMicrnYSandOn(z x)+VENTANA_EVENTO],[max(cargaMicrnYSandOn{l.z}) max(cargaMicrOnYSandOn{l.z})]...
if onMicr0nYSandOn(z x) %si es distinto de cero se pinta
h=area([onMicrOnYSandOn(z x) onMicrOnYSandOn(z x)+VENTANA_EVENTO]X....
'FaceColor''g);
set(h, BaseValue', min(cargaMicrOnYSandOn{l.23))
end
end
%Marca Off
for x=I:size(offMicrOnYSandln.2)
Y%h=area([offMicrOnYSanddn(z.x) ofMicrlnYSandOn(z x)+VENTANA_EVENTO].[max(cargaMicrOnYSandOn{l.z}) max(cargaMicrOnYSandOn{l.2)]..
it offMicrOnYSandOn(z.x)
h=area([offMicrOnYSandln(z.x) ofMicrnYSandOn(z x)+VENTANA_EVENTO]Y....
'FaceColor',r);
set(h, BaseValue',min(cargaMicrOnYSandOn{l.23))
end
end
plot(cargaMicrOnYSandOn{l.z}.k)
title('cargaMicrlnYSandn')

end
pause;
close all

for z=LTRIALS
figure;
hold;
%Marca Ventana
X=ones(1.2)*max(cargaSandOnYBat30n{l.z});
Y=ones(l.2)*max(cargaSandOnYBat30n{l.z});
for x=I:size(vS and0nYBat30n{z}.2)
h=area([vSandlnYBat30n{z}(x) vSanddnYBat3On{z }(x)+VENTANA_EVENTO],[max(cargaSanddnYBat30n{l.z}) max(cargaSanddnYBat3On{l.z})]...
'FaceColor',y);
set(h, BaseValue' min(cargaSandlnYBat30n{l.2}))

end
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%Marca On
for x=!:size(onSanddnYBat30n2)
Y%h=area([onSand0nYRat30n(z.x) onSanddnYBat30n(z.x)+VENTANA_EVENTO].[max(cargaSandOnYBat30n{l.z}) max(cargaSandOnYBat3On{l.z})]...
it anSand0nYBat30n(z.x) %si es distinto de cero se pinta
h=area([onSanddnYBat30n(z.x) onSand0nYRat3On(z x)+VENTANA_EVENTO].X....
'FaceColor'q):
set(h, BaseValue', min(cargaSand0nYBat30n{l.23))
end
end
%Marca Dff
for x=I:size(offSand0nYBat30n.2)
Y%ah=area([offSand0nYRat30n(z.x) offSandlnYRat30n(z.x)+VENTANA_EVENTO].[max(cargaSandOnYBat3On{l.z}) max(cargaSanddnYRat3On{lz})]...
if offSanddnYBat30n(z x)
h=area([offSand0nYBat30n(z.x) offSanddnYBat3On(z.x)+VENTANA_EVENTO]Y....

'FaceColor',r);
set(h, BaseValue',min(cargaSanddnYBat30n{l.23))
end
end
plot(cargaSanddnYBat30n{l.23.'k)
title('cargaSanddnYBat30n')

end
paUSE;
close all;

for z=I:TRIALS
figure;
hold:
%Marca Ventana
X=ones(1.2)*max(cargaVenlOnYBat30n{l.2});
Y=ones(l.2)*max(cargaVenlOnYBat30n{l 23);
for x=I:size(wWenlOnYBat30n{z}.2)
h=area([WenlOnYBat30n{z}(x) WenlOnYBat30n{z}(x)+VENTANA_EVENTO].[max(cargaVenlOnYBat30n{l.2}) max(cargaVenlOnYBat30n{l.z})]....
'FaceColor'y);
set(h, BaseValue' min(cargaVenlOnYBat30n{l.2}))
end
%Marca On
for x=I:size(onVenlOnYBat30n.2)
Y%h=area([onVenlOnYBat30n(z.x) onVenlOnYBat30n(z x)+VENTANA_EVENTO],[max(cargaVenlOnYRat3On{l.z}) max(cargaVenlOnYBat30n{l.2})]..
if onVenlOnYBat30n(z x) %si es distinto de cero se pinta
h=area([onVenlOnYBat30n(z x) onVenlOnYRat3On(z,x)+VENTANA_EVENTO]X....
'FaceColor'g);
set(h, BaseValue',min(cargaVenlOnYBat30n{l.23))
end
end
%Marca Off
for x=I:size(offVenlOnYBat30n,2)
Yh=area([offVenlOnYBat30n(z x) affVenlOnYBat30n(z x)+VENTANA_EVENTO] [max(cargaVenlOnYBatsOn{l z}) max(cargaVenlOnYBat30n{lz })]...
it offVenlOnYBat30n(z.x)
h=area([offVen!OnYBat30n(z.x) offVenlOnYRat3On(z,x)+VENTANA_EVENTO]Y....
'FaceColor',r);
set(h, BaseValue', min(cargaVenlOnYBatsOn{l.2}))
end
end
plot(cargaVenlOnYRat3On{l.2}.k)
title('cargaVenlOnYBat30n')

end
pause;
close all

for z=LTRIALS
figure;
hold;

%Marca Ventana
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X=ones(1.2)*max(cargaVenlOnYMicrOnYSandOn{l.23):
Y=ones(l.2)*max(cargaVenlOnYMicrOnYSandOn{l.23):
for x=!:size(WenlOnYMicrOnYSandOn{z}.2)
h=area([ WenlOnYMicrOnYSandOn{z3}(x) WenlOnYMicrOnYSandOn{z}(x)+VENTANA_EVENTO].[ max(cargaVenlOnYMicrOnYSandOn{l.2})
max(cargaVenlOnYMicrOnYSandOn{l.z})]...
'FaceColor'y):
set(h, BaseValue' min(cargaVenlOnYMicrOnYSandOn{l.2}))
end
%Marca On
for x=I:size(onVen!OnYMicrOnYSandOn.2)
%h=area([onVen!OnYMicrOnYSandOn(z x) onVenlOnYMicrOnYSandOn(zx)+VENTANA_EVENTO].[ max(cargaVenlOnYMicrnYSandOn{l.z})
max(cargaVenlOnYMicrOnYSandOn{l.2})]...
it anVenlOnYMicrOnYSandln(z x) %si es distinto de cero se pinta
h=area([onVenlDnYMicrlnYSandOn(z x) onVenlOnYMicrlnYSandOn(z x)+VENTANA_EVENTO]X....
'FaceColor'q);
set(h, BaseValue', min(cargaVenlOnYMicrOnYSandOn{l.23))
end
end
%Marca Dff
for x=I:size(offVenlOnYMicrOnYSand0n.2)
%h=area([offVenlOnYMicrOnYSandOn(z x) oftVenlOnYMicrOnYSandOn(z.x)+VENTANA_EVENTO].[max(cargaVenlOnYMicrOnYSandOn{l.z})
max(cargaVenlOnYMicrnYSandOn{l z})]...
if offVen!OnYMicrOnYSandOn(z.x)
h=area([offVenlOnYMicrnYSandOn(z x) offVenlOnYMicrnYSandOn(z x)+VENTANA_EVENTOLY....
'FaceColor',T);;
set(h, BaseValue', min(cargaVenlOnYMicrOnYSandOn{l.23))
end
end
plot(cargaVenlOnYMicrOnYSandOn{l.z}.'k)
title('cargaVen!OnYMicrOnYSandn')

end

close all
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%% CARGAS

for z=LTRIALS
figure
hold;
plot(cargaBatl{l.2}.b)
title('cargaBatl')
plot(cargaBatlFiltr{l .z},

end
pause;
close all

for z=LTRIALS
figure

hold;
plot(cargaBat?{l.2})
title('cargaBat?')

% figure
plot(cargaBatZFiltr{l.2}.v')
title('cargaBatZFiltrada')

end
pause;
close all

for z=LTRIALS
fiqure
plot(cargaBats{l.z})
title('cargaBat3')

end

pause;

close all:

for z=LTRIALS
fiqure
plot(cargabxpr{l.2})
title('cargakxpr')

end

pause;

close all

for z=LTRIALS
figure
hold;
plot(cargaMicr{l.z})
title('cargaMicr')
plot(cargaMicrFiltr{l.z}.')
end
pause;
close all;

for z=LTRIALS
figure

hold;

ANEXO VI

ANEXO VI

SCRIPT PARA GRAFICADO
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plot(cargaSand{l.z})
title('cargaSand)
plot(cargaSandFiltr{l.z}.')
Y%title('cargaBat2Filtrada’)

end
pause;
close all

for z=LTRIALS
figure
plot(cargaVenl{l.z})
title('cargaVenl’)

end

pause;

close all;

for z=LTRIALS
fiqure
plot(cargaMicrOnYSandOn{l.2})
title('cargaMicrOnYSandn')

end

paUSE;

close all;

for z=LTRIALS
figure
plot(cargaSandDnYBat30n{l.2})
title(‘'cargaS anddnYRat30n')

end

paUSE;

close all

for z=LTRIALS
fiqure
plot(cargaVenlOnYBat30n{l.2})
title('cargaVenlOnYBat30n')

end

pause;

close all:

for z=LTRIALS
fiqure
plot(cargaVenlOnYMicrOnYSandOn{l.23)
title('cargaVenlOnYMicrOnYSandOn')

end

pause;

close all

clearz;

%% RMS

figure
plot(rmsRatl)
title('rmsBatl’)
pause;

close all
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122 figure
123 plot(rmsBat?)
124 title('rmsBat2’)

125 pause;
126 close all
127

128 figure

129 plot(rmsBat3)
130 title('rmsBat3’)

131 pause;
132 close all
133

134 figure

135 plot(rmsExpr)
136 title('rmsExpr’)

137 pause;

138 close all
139

140 figure

141 plot(rmsMicr)
142 title('rmsMicr')
143 pause;

144 close all
145

146 figure

147 plot(rmsSand)
148 title('rmsSand')
149 pause;

150 close all
151

152 fiqure

153 plot(rmsVenl)
154 title('rmsVenl')

155 pause;
156 close all
157

158 fiqure

159 plot(rmsMicrOnYSandOn)
160 title('rmsMicrOnYSandOn')

161 pause;
162 close all
163

164 fiqure

165 plot(rmsSandOnYBat30n)
166 title('rmsSandnYBat30n')

167 pause;

168 close all;

169

170 figure

171 plot(rmsVenlOnYRat30n)

172 title('rmsVenlOnYBatsOn')

173 pause;

174 close all

175

176 figure

177 plot(rmsVenlOnYMicrOnYSandOn)

178 title('rmsVenlOnYMicrOnYSandOn')

179 pause;

180 close all

181

182 T0D0S=[rmsBatl rmsBat? rmsBat3 rmsExpr rmsMicr ...

183 rmsSand rmsVenl rmsMicrOnYSand0n rmsSanddnYRat30n ...

184 rmsVenlOnYBat30n rmsVen!OnYMicrOnYSandOn];

185 BROUP=[ones(l.length(rmsBat!)), 2*ones(l.length(rmsBatZ)). 3*ones(l.length(rmsBat3))...
186 . 4*ones(l.length(rmsExpr)). 5*ones(l.length(rmsMicr)).6*ones(l.length(rmsSand))...
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187 . T*ones(l.length(rmsVenl)), 8*ones(l.length(rmsMicrOnYSandn)).9*ones(l.length(rmsSand0nYBat30n))...
188 . 10* ones(!.length(rmsVenlOnYBat30n)). 1* anes(l.length(rmsVenlOnYMicrOnYSandn));

189 nombresfigura={'BATI" 'BAT2' 'BAT3' 'EXPR' 'MICR' 'SAND' 'VENT' 'M_§' 'S B3' 'V B3' 'V.M §'}
190 figure;

191 boxplot(TODOS' GROUP','labels'.nombresfigura, labelorientation’,'inline’);

192

193

194

195

196

197 %5% CONCORDIA

198

199 figure

200 plot(CalfBatl, ChetRatl,+')
201 title(CCDRatl")

202 pause
203
204 figure

205 plot(CalfRat? ChetBat?,'+)
206 title(CCORat2")

207 pause
208
209 figure

210 plot(CalfBat3,ChetBat3, +)
211 title(CCDBat3")

212 pause
213
214 figure

215 plot(CalfExpr,CbetExpr, +')
216 title('CCDExpr)

217 pause
218
219 fiqure

220 plot(CalfMicr ChetMicr, +)
221 title(CCOMicr')

222 pause
223
224 fiqure

225 plot(CalfSand CbetSand,'+')
226 title(CCDSand)

227 pause
228
229 fiqure

230 plot(CalfVenl ChetVenl,'+)
231 title(CCDVenl')

232 pause
233
234 figure

235 plot(CalfMicrOnYSandOn CbetMicrOnYSanddn,'+')
236 title(' CCOMicrOnYSandOn')

237 pause
238
239 figure

240 plot(CalfSanddnYBat30n CbetSandlnYBat3On,'+)
241 title(CCDSandOnYBat3On')

242 pause
243
244 figure

245 plot(CalfVenlOnYBat30n,ChetVenlOnYBat30n,+)
246 title(CCDVenlOnYBat30n')

247 pause
248
249 figure

250 plot(CalfVenlOnYMicrOnYSandOn ChetVenlOnYMicrOnYSanddn,'+')
251 title('CCOVenlOnYMicrOnYSandOn')
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pause
close all
%% FFT

figure

hold;

plot(fftBatl,'color’'r')
plot(fft2Batl.'color''g)
plot(fft3Batl, 'color''b')
title(FFTBatl r=1, g=2, b=3")
pause;

close all;

fiqure

hold;

plot(fftBat?, color''r')
plot(fft2Bat? 'color''g)
plot(fft3Bat?,'color''b')
title(FFTBat? r=l, g=2.b=3")
pause;

close all

figure

hold;

plot(fftBat3, color',' ')
plot(fftZ2Bat3,'color''g)
plot(fft3Bat3, color''b')
title(FFTBat3 r=l, g=2, b=3")
pause;

close all;

fiqure

hold:

plot(fHExpr, color', 7')
plot(f2Expr, color' ')
plot(Fft3Expr, color''b')
title('FFTExpr r=l, g=2. b=3)
pause;

close all

fiqure

hold;

plot(ffiMicr. color''r)
plot(fft2Micr. color','q)
plot(fft3Micr. 'color''b')
title('FFTMicr r=1, g=2, b=3")
pause;

close all

figure

hold;

plot(fftiSand.'color',' ')
plot(fft2Sand,'color''g)
plot(fft3Sand.'color','b')
title('FFTSand r=1, g=2, b=3")
pause;

close all;

figure

hold;
plot(fftiVenl,'color''r')
plot(fft2Venl, color’'q)
plot(fft3Venl 'color','b")
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title('FFTVen! r=1, g=2. b=3")
pause;
close all

figure

hold;

plot(fftMicrOnYSanddn, 'color', v
plot(fitZMicrOnYSanddn,'color',q')
plot(fitSMicrOnYSandOn.'color','b')
title('FFTMicrOnYSandOn r=l, g=2, b=3")
pause;

close all;

figure

hold;

plot(fitiSanddnYBat30n, 'color','r')
plot(fit2SandnYBat30n, color''q')
plot(fft3SandlnYBat30n,'color','b')
title('FFTSandDnYBat30n r=l, g=2, b=3)
pause;

close all;

figure

hold;

plot(fftVenlOnYBat3On, 'color','v')
plot(fft2VenlOnYBat30n,'color','g)
plot(fft3VenlDnYBat30n,'color','b')
title('FFTVenlOnYBat30n r=I, g=2, b=3)
pause;

close all

fiqure

hold;

plot(fiVenlOnYMicrOnYSandOn.'color','r)
plot(fi2VenlOnYMicrOnYSandOn,'color', ')
plot(fit3VenlDnYMicrOnYSandOn.'color','b')
title('FFTVenlOnYMicrOnYSandOn r=1, g=2. b=3")
pause;

close all:

TO0DOS=[fftIBatl fftBat? fftiRatd fftlExpr fitlMicr ...

fftiSand fftiVen! ffdMicrOnYSandOn fftlSandOnYBat30n ...

fftiVenlOnYBat30n fftiVenlOnYMicrOnYSanddn];
BROUP=[ones(l length(fftBatl)). 2*ones(l.length(fftiBat2)), 3*ones(l length(fftiBat3))...
. 4*ones(llength(fftiExpr)), 3*ones(l.length(fftMicr)).6 *ones(l.length(fftiS and))...
. T*ones(l length(fft!Venl)). 8*ones(l.length(fftiMicrOnYSandOn)).3* ones(l.length(fftlSandOnYBat30n))...
. 10* ones(!.length(ffti VenlOnYBat30n)), I1*ones(l.length(fft!VenlOnYMicrOnYSandOn))];
nombresfigura={'BATI" 'BAT2' 'BAT3' 'EXPR' 'MICR' 'SAND' 'VENT' 'M_S' 'S B3' 'V.B3' 'V M 8%
figure;
boxplot(TODOS' GROUP', labels'.nombresfigura, labelorientation', 'inling’);

T0D0S=(fft2Batl fft2Bat? fft2Batd fit2Expr fHZMicr ...

fftZSand fftZVenl fftZMicrOnYSandOn fft2Sand0nYBat30n ...

fftZVenlOnYBat30n fft2VenlDnYMicrOnYSanddn];
BROUP=[ones(l length(fft2Batl)), 2*ones(l length(fftZBatZ)), 3*ones(llength(fftZBat3))...
. 4*ones(l.length(fft2 Expr)), 0* ones(l.length(fitZMicr)).6*ones(l length(ffZSand))...
. T*ones(l.length(fftZ Venl)), 8*ones(l.length(fftZMicrnYSandOn)),3* ones(l.length(fft2 Sand0nYBat30n))...
. 10* ones(l.length(fftZ VenlOnYBat30n)), 1*ones(!.length(fft2 VenlOnYMicrnYSandOn))J:
nombresfigura={'BATI' 'BAT2' 'BAT3' 'EXPR' 'MICR' "SAND' 'VENT' 'M_S§' 'S B3' 'V.B3' 'V.M 87
figure;
boxplot(TODOS' GROUP'labels',nombresfigura, labelorientation','inling’);

T0D0S=(fft3Batl fft3Bat? fft3Bat3 fft3Expr fi3Micr ..
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fft38and fft3Venl fft3MicrOnYSandOn fft3SandOnYBat30n ...

ff3VenlOnYBat30n ft3VenlOnYMicrOnYSandOn):
BROUP=[ones(l length(fft3Batl)), Z*ones(! length(fft3Bat2)), 3*ones(!.length(fft3Rat3))...
. 4*ones(l.length(fft3Expr)). 5*ones(llength(fftsMicr)).6*ones(l.length(fft3Sand))...

. T*ones(length(fft3 Venl)), 8*ones(l.length(fft3MicrlnYSand0n)).9* ones(!.length(fft3 SandOnYRatsOn))...

0% ones(!.length(fft3VenlOnYBat30n)). 11*ones(l.length(fft3 VenlOnYMicrOnYSanddn))];
nombresfigura={'BATI' 'BAT2' 'BAT3' 'EXPR' 'MICR' "SAND' 'VENT' 'M_S' 'S B3' 'V B3' 'V .M §7
figure;

boxplot(TODOS' GROUP','labels'.nombresfigura, labelorientation' inling’);

%% FACTOR POTENCIA

figure
plot(medFacPotBat])
title('medFacPotBatl’)
pause;

close all

fiqure
plot(medFacPotBat?)
title('medFacPotBat?’)
paUSE;

close all;

figure
plot(medFacPotRat3)
title('medFacPotBat3)
paUSE;

close all:

fiqure
plot(medFacPotExpr)
title('medFacPotExpr')
pause;

close all:

fiqure
plot(medFacPotMicr)
title('medFacPotMicr’)
pause;

close all

fiqure
plot(medFacPotSand)
title('medFacPotSand)
pause;

close all

figure
plot(medFacPotVenl)
title('medFacPotVenl')
pause;

close all

figure
plot(medFacPotMicrnYSandln)
title('medFacPotMicrOnYSandOn')
pause;

close all

figure
plot(medFacPotSandlnYBatsn)
title('medFacPotSanddnYRat30n')
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pause;
close all

figure
plot(medFacPotVenlOnYBat30n)
title('medFacPotVenlOnYBat30n')
pause;

close all

figure
plot(medFacPotVenlOnYMicrOnYSanddn)
title('medFacPotVenlOnYMicrOnYSanddn')
pause;

close all

1000S=[medFacPotBatl medFacPotBat? medFacPotBatd medFacPotfxpr medFacPotMicr ..
medFacPotSand medFacPotVenl medFacPotMicrOnYSandOn medFacPotSandOnYBat30n ...
medFacPotVenlOnYBat30n medFacPotVenlOnYMicrOnYSandOn);

BROUP=[ones(l length(medFacPotBatl)), 2*ones(l.length(medFacPotBat2)), 3*ones(l,length(medFacPotRat3))...

. 4*ones(l length(medFacPotExpr)). 5*ones(l,length(medFacP otMicr)).6 *ones(l length(medFacPotSand))...

. T*ones(l.length(medFacPotVenl)), 8*ones(l,length(medFacPotMicrInYSandOn)).3* ones(l. length(medFacPotS anddnYBat30n))...

. 10* ones(l.length(medF acPotVenlOnYBat30n)). 1* ones(l,length(medFacPotVenlOnYMicrnYSandln))];
nombresfigura={'BATI" 'BAT2' 'BATS' 'EXPR' 'MICR" 'SAND' 'VENT' 'M_S' 'S B3' 'V.B3' 'V.M 87
figure;

boxplot(TODOS' GROUP','labels',nombresfigura, labelorientation’,'inline);

%% PICO

fiqure
plot(medPicoBatl)
title('medPicoBatl)
pause;

close all

fiqure
plot(medFicoBat?)
title('medPicoBat?’)
pause;

close all

fiqure
plot(medFicoBat3)
title('medPicoBat3’)
pause;

close all

figure
plot(medPicoExpr)
title('medPicobxpr')
pause;

close all;

figure
plot(medPicoMicr)
title('medPicoMicr’)
pause;

close all

figure
plot(medPicoSand)
title('medPicoSand')
pause;
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close all

figure
plot(medPicoVenl)
title('medPicoVenl’)
pause;

close all

fiqure
plot(medPicoMicrnYSandln)
title('medPicoMicrOnYSand0n')
pause;

close all

fiqure
plot(medPicoSandOnYBatsOn)
title('medPicoSandOnYBat30n)
pause;

close all

fiqure
plot(medPicoVenlOnYBat30n)
title('medPicoVenlOnYBat30n')
paUSE;

close all;

figure
plot{medPicaVenl0nYMicrOnYSandln)
title('medPicoVenlOnYMicrOnYSandOn')
paUSE;

close all:

%BOXPLOTS

T0D0S=[medPicoBat! medPicoBat? medPicoBat3 medPicoExpr medPicoMicr ...
medPicoSand medPicoVenl medPicoMicrOnYSandOn medPicoSandOnYBat30n ...
medPicoVenlOnYBat30n medPicoVenlOnYMicrOnYSandOn];

BROUP=[ones(! length(medPicoBatl)), 2 *ones(l.length(medPicoBat?)), 3*ones(l.length(medFicoBat3))...

. 4*ones(l.length(medPicoExpr)), 9*ones(l,length(medPicoMicr)).6*ones(l. length(medPicoSand))...

. T*ones(l length(medPicoVenl)), 8*ones(l.length(medPicoMicrOnYSandOn)).9*ones(l, length(medPicoSandOnYBat30n))...
. 10* ones(!.length(medPicoVenlOnYBat30n)), 11*ones(l.length(medFicoVenlOnYMicrOnY SandOn))];
nombresfigura={'BATI' 'BAT2' 'BAT3" 'EXPR' 'MICR' 'SAND' 'VENT' 'M_S' 'S B3' 'V B3' 'V .M §1

figure;
boxplot(TODOS' GROUP','labels',nombresfigura, labelorientation’ inling);

%% CUARTO SEMIPERIODO

figure
plot(medCuartoBatl)
title('medCuartoBatl’)
pause;

close all

figure
plot(medCuartoBat?)
title('medCuartoBat?’)
pause;

close all

figure
plot(medCuartoBat3)
title('medCuartoB at3')
pause;
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close all

figure

plot(medC uartobxpr)
title('medCuartokxpr')
pause;

close all;

figure
plot(medCuartaMicr)
title('medCuartoMicr’)
pause;

close all

fiqure
plot(medCuartoSand)
title('medCuartoSand’)
pause;

close all

figure
plot(medCuartaVenl)
title('medCuartoVenl')
paUSE;

close all;

%

% figure

% plot(medCuartoVen?)
% title('medCuartoVen?')
% pause;

% close all;

fiqure
plot(medCuartoMicrOnYSandOn)
title('medCuartoMicrOnYSanddn')
pause;

close all

fiqure
plot(medCuartoSanddnYBat30n)
title('medCuartoSandnYBat30n')
pause;

close all

figure
plot(medCuartaVenlOnYBatsOn)
title('medCuartoVenlOnYBat30n')
pause;

close all

figure
plot(medCuartaVenlOnYMicrOnYSandOn)
title('medCuartoVenlOnYMicrOnYSandOn')
pause;

close all
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10008=[medCuartoBatl medCuartoBat? medCuartoBatd medCuartoExpr medCuartoMicr ..
medCuartoSand medC uartoVen! medCuartoMicrOnYSanddn medCuartoSanddnYBat30n ...
medCuartoVenlOnYBat30n medCuartaVenlOnYMicrOnYSandOn];
BROUP=[ones(! length(medCuartoBatl)), 2*ones(l.length(medC uartoBat?)), 3 *ones(l.length(medC uartoBat3))...
. 4*ones(l length(medC uartobxpr)). 5*ones(l.length(medCuartoMicr)).6*ones(l.length(medCuartoS and))...
. T*ones(l.length(medC uartoVenl)), 8*ones(l.length(medC uartoMicrOnYSandOn)). 3 *ones(l. length(medC uartoS andDnYBat30n))...
. 10* ones(l.length(medC uartoVenlOnYBat30n)), I1*ones(l.length(medC uartoVenl OnYMicrOnYSandOn))]:
nombresfigura={'BATI' 'BAT2' 'BAT3' 'EXPR' 'MICR' "SAND' 'VENT'" 'M_S' 'S B3' 'V.B3' 'V. M §7
figure;
boxplot(TODOS' GROUP','labels'.nombresfigura, labelorientation' inling’);

%% NUMERD MUESTRAS

% disp(["'Ratl’, 'BatZ', 'Bat3", 'Expr’, 'Micr', 'Sand', 'Ven!', 'MicrOnYSand0n', 'SandOnYBat30n', 'VenlOnYBat30n', 'VenlOnYMicrOnYSandOn])
% disp(['Train' 'Test'):

disp('total Train Test)

disp([sum(matTarget'):sum(matTargetEntrenaS om');sum(matTargetTestSom')]")

% disp(sum(matTargetEntrenaS om)):

% disp(sum(matTargetTestSom)):

% tabla2{1,|}=cah;

% tablaZ{2.[}=sum(matTargetEntrenaSom’);

% tablaZ{3.1}=sum(matTargetTestSom’);
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