A singularly perturbed convection-diffusion problem with a moving pulse
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Abstract

A singularly perturbed parabolic equation of convection-diffusion type is examined. Initially the solution approximates a concentrated source. This causes an interior layer to form within the domain for all future times. Using a suitable transformation, a layer adapted mesh is constructed to track the movement of the center of the interior layer. A parameter-uniform numerical method is then defined, by combining the backward Euler method and a simple upwinded finite difference operator with this layer-adapted mesh. Numerical results are presented to illustrate the theoretical error bounds established.
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1. Introduction

Singularly perturbed convection-diffusion parabolic problems can be viewed as simple mathematical models of some pollutant being transported through a fast flowing medium. In this paper, we consider a model, where the width of the initial profile of the pollutant concentration approximates a point source.

In the case of smooth data, boundary layers can appear in the solutions of singularly perturbed parabolic problems. Globally accurate parameter-uniform numerical approximations [2] to the solutions of these kind of problems can be constructed using layer-adapted meshes such as piecewise-uniform Shishkin meshes [11]. In the case of non-smooth data, additional interior layers can appear in the solution [1]. If the initial condition is discontinuous, then parameter-uniform globally accurate numerical methods do not exist for such problems [8, 4].

In [6] we constructed and analysed a numerical method for a problem with a regularised step-function as the initial profile. In the current paper, the methodology (in both the construction and the associated theoretical analysis) is ex-
tended to a singularly perturbed convection-diffusion parabolic problem with a regularised delta-function as the initial profile.

The width of the layer in the regularized initial condition in [6] was directly related to the scale of the singular perturbation parameter $\varepsilon$ contained within the differential equation. In the current paper, we examine the case of a layer in the initial condition having a potentially different scale to what we shall call, the normal scale of $\mathcal{O}(\sqrt{\varepsilon})$. The normal scale is the scale of an interior layer emanating from a singularly perturbed parabolic equation of the form $-\varepsilon z_{yy} + z_t = 0$ [8, 4], where the interior layer is moving (in time) along a direction orthogonal to the $y$-coordinate axis. Here we examine an initial condition involving a Gaussian profile with a standard deviation determined by two parameters $\varepsilon$ and $\theta$, where the value of $\theta$ determines how far the width of the pulse deviates from the normal layer width. We see that if the scale of the layer in the initial condition (of order $\mathcal{O}(\sqrt{\varepsilon}/\theta)$) is significantly thinner than the normal scale ($\theta \gg 1$), then large gradients in time are observed initially and the magnitude of the approximation errors are adversely effected by the presence of this excessively thin pulse. In addition, we also consider the intermediate case of $C\varepsilon \ll \theta \ll C$, which lies between the case of no layer ($\theta \le C\varepsilon$) and the case of a normal layer width ($\theta = C$) in the initial pulse. In this paper, we highlight how the error constants (in the theoretical error bounds) depend on this parameter $\theta$. The asymptotic error bound given in Theorem 7, indicates a degradation in the error bound for the case of $\theta \neq \mathcal{O}(1)$. Note that, for any fixed value of the parameter $\theta$, the numerical method is parameter-uniformly convergent with respect to the singular perturbation parameter $\varepsilon$, present in the differential equation.

In §2 we state the problem class examined in this paper and global parameter-explicit bounds on the solution are established. A transformation of the domain is introduced in §3, which is used to align the mesh with the trajectory of the interior layer. Sharper pointwise bounds on the partial derivatives of the solution are derived in §4, using a decomposition of the solution into a sum of regular, boundary layer and interior layer components. The numerical scheme is constructed in §§5 and theoretical error bounds are established in §6. Some numerical results are presented and discussed in the final section.

Notation: In this paper $C$ denotes a generic constant that is independent of the parameter $\varepsilon$ and the mesh parameters $N$ and $M$. For any function $z$, we set $\|z\|_G := \max_{(s,t) \in G} |z(s,t)|$. 
2. Continuous problem

Consider the following singularly perturbed parabolic problem: Find \( \hat{u} \) such that

\[
\hat{L}_\varepsilon \hat{u} = \hat{f}(s,t), \quad (s,t) \in Q := (-1,1) \times (0,T],
\]

where

\[
\hat{L}_\varepsilon \hat{u} := -\varepsilon \hat{u}_{ss} + \hat{a}(t) \hat{u}_s + \hat{b}(s,t) \hat{u}_t
\]

\[
\hat{u}(s,0) = \phi(s;\varepsilon), -1 \leq s \leq 1,
\]

\[
\hat{u}(-1,t) = \phi_L(t), \quad \hat{u}(1,t) = \phi_R(t), \quad 0 < t \leq T,
\]

\[
\hat{a}(t) > \alpha > 0, \quad \hat{c}(t) \geq c_0 > 0,
\]

\[
\hat{b}(s,t) \geq \beta \geq 0, \quad \hat{b}(s,t) + 2\hat{c}'(t) > 0, \quad (s,t) \in Q.
\]

Note that, by using the standard transformation of \( \hat{u} = \hat{v} e^{\gamma t} \), we see that (1e) is a mild constraint on the data.

The initial condition \( \phi \) is smooth, but has an \( \varepsilon \)-dependent Gaussian profile in the vicinity of \( s = 0 \). The initial condition is assumed to be of the form

\[
\phi(s,\varepsilon) = g_1(s) + g_2(s) e^{-\theta s^2/\varepsilon}, \quad \theta > C\varepsilon;
\]

where \( g_1(s), g_2(s) \) are smooth functions with the additional compatibility assumptions of

\[
g_2^{(i)}(-1) = g_2^{(i)}(1) = 0, \quad i = 0,1,2.
\]

These additional assumptions ensure that the pulse \( e^{-\theta s^2/\varepsilon} \) has no influence on the smoothness of the solution at the end-points \((-1,0)\) and \((1,0)\).

The case where \( 0 < \theta \leq C\varepsilon \) is not of interest to us here, as in this case no interior layer will form in the solution. Observe that as \( \theta/\varepsilon \to \infty \) the width of the pulse narrows and the pulse can be viewed as a regularized delta function.

We limit our investigation of the effect of \( \theta \), by restricting the parameter to the case of \( \theta = O(1) \), so that we assume that

\[
0 < C_* \leq \theta \quad \text{and} \quad \frac{\theta T}{c_0} \leq C^*.
\]

The error constants \( C \) in our final error bound do depend on the constant \( C^* \). By assuming that \( \frac{\theta T}{c_0} \leq C^* \), we can then utilize the transformation \( \hat{u} = \hat{v} e^{\frac{\theta s^2}{c_0}} \) so that there is no further loss in generality in assuming the constraint

\[
\hat{b} \geq 2\theta > 0, \quad (s,t) \in Q.
\]

The characteristic curve associated with the reduced differential equation (formally set \( \varepsilon = 0 \) in (1a)) can be described by the set of points

\[
\Gamma^* := \left\{(d(t),t) \mid d'(t) = \frac{\hat{a}(t)}{\hat{c}(t)}, \quad d(0) = 0\right\}.
\]

Note that \( d'(t) > 0 \), which implies that the center of the pulse moves rightwards with time.
We also define the two subdomains of \( Q \) either side of \( \Gamma^* \) by
\[
Q^- := \{(s, t) \in Q \mid s < d(t) < 1\} \quad \text{and} \quad Q^+ := \{(s, t) \in Q \mid s > d(t) > -1\}.
\]
In §4.2 we prove that the solution has an interior layer of width \( \mathcal{O}(\sqrt{\varepsilon/\theta}) \), which travels along \( \Gamma^* \). In general a boundary layer of width \( \mathcal{O}(\varepsilon) \) will also appear in the vicinity of the edge \( x = 1 \). We restrict the size of the final time \( T \) so that the interior layer does not interact with this boundary layer. Thus, we limit the final time \( T \) such that
\[
d(T) = \int_{t=0}^{T} \frac{\dot{a}(t)}{\bar{c}(t)} \, dt < 1.
\]
We define the parameter
\[
\delta := 1 - d(T) > 0. \tag{1i}
\]
In later sections, we construct a piecewise-uniform mesh, which is designed to be refined in the neighbourhood of the curve \( \Gamma^* \). To analyse the parameter-uniform convergence of the resulting numerical approximations on such a mesh, it is more convenient to perform the analysis in a transformed domain where the location of the interior layer is fixed in time. As most of the paper deals with this transformed domain, we have adopted the notation \( \hat{u}(s, t) \) for the solution in the original domain and we use the simpler notation of \( u(x, t) \) for the solution in the transformed domain. In the next section, we define this transformation, which allows us refine the space mesh in the orthogonal direction to the curve \( \Gamma^* \). To construct a parameter-uniform numerical method, this alignment of the layer-adapted mesh to the characteristic curve of the reduced problem is necessary [12] and is facilitated by the assumption that the coefficients \( \hat{a}(t), \hat{c}(t) \) are independent of the space variable.

Assume sufficient compatibility and regularity so that the solution of (1) is such that \( \hat{u} \in C^{n+\gamma}(Q), n \geq 4 \).

\text{From the maximum principle, we have that}
\[
\|\hat{u}\|_{Q} \leq \|f\|_{Q} \left( 1 + T \max_{Q} \left\{ 0, \frac{1 - \hat{b}}{\hat{c}} \right\} \right) + \|\hat{u}\|_{\bar{Q}} \leq \bar{C}.
\]
We can write
\[
\hat{y} = \hat{u} - \frac{(1 - s)}{2} (\phi_L(t) - \phi_L(0)) - \frac{(1 + s)}{2} (\phi_R(t) - \phi_R(0)).
\]

\footnote{The space \( C^{\alpha+\beta}(D) \), where \( D \subset \mathbb{R}^2 \) is an open set, is the set of all functions that are Hölder continuous of degree \( \gamma \) with respect to the metric \( \| \| \), where for all \( u = (u_1, u_2), v = (v_1, v_2) \in \mathbb{R}^2, \| u - v \|^2 = (u_1 - v_1)^2 + |u_2 - v_2| \). For \( f \) to be in \( C^{\alpha+\gamma}(D) \) the following semi-norm needs to be finite
\[
|f|_{0, \alpha+\gamma, D} = \sup_{u \neq v, u, v \in D} \frac{|f(u) - f(v)|}{\|u - v\|^\gamma}.
\]
The space \( C^{\alpha+\gamma}(D) \) is defined by
\[
C^{\alpha+\gamma}(D) = \left\{ z : \frac{\partial^{i+j} z}{\partial x^i \partial y^j} \in C^{\alpha+\gamma}(D), 0 \leq i + 2j \leq n \right\},
\]
and \( \| \|_{n+\gamma}, \| \|_{n+\gamma} \) are the associated norms and semi-norms.}
Then, $\hat{y}$ satisfies zero boundary conditions and the differential equation
\[
\hat{L}_\varepsilon \hat{y} = \hat{F} := \hat{f} - \hat{L}_\varepsilon \left( \frac{1-s}{2} (\phi_L(t) - \phi_L(0)) + \frac{1+s}{2} (\phi_R(t) - \phi_R(0)) \right).
\]

Introduce the stretched variables $\varsigma := s/\varepsilon$, $\tau := t/\varepsilon$, and we denote $\tilde{\omega}(\varsigma, \tau) := \hat{\omega}(s, t)$, then $\tilde{y}$ satisfies the problem
\[
-\tilde{y}_{\varsigma\varsigma} + \tilde{a} \tilde{y}_{\varsigma} + \varepsilon \tilde{b} \tilde{y} + \varepsilon^2 \tilde{c} \tilde{y}_\tau = \varepsilon \tilde{F}, \quad (\varsigma, \tau) \in (-1/\varepsilon, 1/\varepsilon) \times (0, T/\varepsilon],
\]
\[
\tilde{y}(-1/\varepsilon, \tau) = \tilde{y}(1/\varepsilon, \tau) = 0, \quad 0 < \tau \leq T/\varepsilon,
\]
\[
\tilde{y}(\varsigma, 0) = \tilde{g}_1(\varepsilon \varsigma) + \tilde{g}_2(\varepsilon \varsigma)e^{-\theta \varepsilon \varsigma^2}, \quad -1/\varepsilon < \varsigma < 1/\varepsilon.
\]

Note that the initial condition satisfies the bounds
\[
\left| \frac{\partial^i}{\partial \varsigma^i} \tilde{y}(\varsigma, 0) \right| \leq C(\varepsilon^i + (\sqrt{\varepsilon} \theta)^i), \quad 1 \leq i \leq n.
\]

Using [3, pg. 65] or [10, p. 320], we have the following bounds on the derivatives of $y$
\[
\|\tilde{y}\|_{n+\gamma} \leq C(\varepsilon^i + \|\tilde{F}\|_{n+2+\gamma} + \|\tilde{g}(\varsigma, 0)\|_{n+\gamma}), \quad n = i + 2j \geq 2.
\]

Using the differential equation, we can deduce that
\[
\|\tilde{y}\|_{1+\gamma} \leq C \left( \|\tilde{y}\| + \varepsilon \|\tilde{F}\|_{0+\gamma} + \|\tilde{g}(\varsigma, 0)\|_{2+\gamma} \right).
\]

Observe that $\|\tilde{y}\|_n \leq \|\tilde{y}\|_{n+\gamma}$, $n = i + 2j$, and then in the original variables $(s, t)$, we obtain the parameter-explicit bounds
\[
\|\tilde{u}\|_n \leq C + C(1 + (\sqrt{\varepsilon} \theta)^n)e^{-n}.
\]

These bounds do not suffice for the subsequent error analysis. Below we will obtain sharper bounds on the solution, via a suitable decomposition, which will illustrate that the large derivatives are confined to narrow layer regions of the domain.

3. Mapping to fix the location of interior layer

Consider the map $X : (s, t) \to (x, t)$ given by
\[
x(s, t) = \begin{cases} 
  s - d(t), & s \leq d(t), \\
  1 + d(t), & s \geq d(t).
\end{cases}
\] (2)

Note that $x = s$ at $t = 0$ and $x = 0$ for all $t$ such that $s = d(t)$. This maps
\[
\bar{Q}^- \to \Omega^- := [-1, 0] \times [0, T], \quad \bar{Q}^+ \to \Omega^+ := [0, 1] \times [0, T].
\] (3)

In the transformed variables, the center of the interior layer is fixed for all time and is located at $x = 0$. 
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Remark 1. We employ the following notation in subsequent sections:

\[ u(x, t) := \hat{u}(X(s, t), t), \]
\[ \Omega^- := (-1, 0) \times (0, T], \quad \Omega^+ := (0, 1) \times (0, T], \]
\[ \Omega := \overline{\Omega^-} \cup \overline{\Omega^+}. \]

Noting that \( \hat{c}(t) d'(t) = \hat{a}(t), d(0) = 0, \) we have for \( s < d(t) \) or \( x < 0 \) that

\[ \hat{c}(t) \frac{\partial \hat{u}}{\partial t} = -a(t) \left( 1 + x \right) \frac{\partial u}{\partial x} + c(t) \frac{\partial u}{\partial t}, \quad \frac{\partial \hat{u}}{\partial s} = \frac{1}{1 + d(t)} \frac{\partial u}{\partial x}. \]

Using this map, the differential equation (1a) transforms into

\[
L_{\varepsilon} u := (-\varepsilon g(x, t) u_{xx} + \kappa(x, t) a(t) u_x) + b(x, t) u + c(t) u_t = f(x, t), \quad x \in \Omega,
\]
\[ u(x, 0) = \phi(x; \varepsilon), \quad -1 \leq x \leq 1, \quad (4b) \]
\[ u(-1, t) = \phi_L(t), \quad u(1, t) = \phi_R(t), \quad 0 < t \leq T, \quad (4c) \]
\[ \kappa(x, t) := x \left\{ \begin{array}{ll}
(1 + d(t))^{-1}, & \text{if } x < 0, \\
(1 - d(t))^{-1}, & \text{if } x > 0,
\end{array} \right. \quad (4d) \]
\[ g(x, t) := \left\{ \begin{array}{ll}
(1 + d(t))^{-1}, & \text{if } x < 0, \\
(1 - d(t))^{-1}, & \text{if } x > 0.
\end{array} \right. \quad (4e) \]

Note that for all \( t > 0 \) such that \( d(t) \neq 0 \), then \( g(0^-, t) \neq g(0^+, t) \). In this transformed problem, the coefficient of the first derivative in space is positive, except along the internal line \( x = 0 \) where it is zero. Since the map is only piecewise linear, the transformed partial differential equation has discontinuous coefficients. Recall that \( \hat{u} \in C^{4+\gamma}(\bar{Q}) \) and hence we have the following transmission conditions at the interface

\[ [u](0, t) = 0, \quad \varepsilon [g u_x](0, t) = 0, \quad (4f) \]

where the jump across \( x = 0 \) is \([u](0, t) := u(0^+, t) - u(0^-, t)\).

As \( \hat{u} \in C^{4+\gamma}(\bar{Q}) \) and \( u \in C^1(\Omega) \), then \( u \in \{ C^{4+\gamma}(\Omega^-) \cup C^{4+\gamma}(\Omega^+) \} \cap C^1(\Omega) \).

4. Decomposition of the continuous solution

4.1. Regular and boundary layer components

In the next theorem we establish estimates, in the untransformed domain \( Q_0 \), for the derivatives of the regular and the boundary layer components of the solution \( \hat{u} \) of problem (1). Note that these two components do not depend on the parameter \( \theta \).
Theorem 1. There exists a function \( r(t) \) such that the solutions \( \hat{v}, \hat{w} \) of the problems

\[
\hat{L}_\varepsilon \hat{v} = \hat{f}, \quad (s,t) \in Q, \quad (5a)
\]
\[
\hat{v}(s,0) = g_1(s), \quad \hat{v}(-1,t) = u(-1,t), \quad \hat{v}(1,t) = r(t), \quad (5b)
\]
\[
\hat{L}_\varepsilon \hat{w} = 0, \quad (s,t) \in Q, \quad (5c)
\]
\[
\hat{w}(s,0) = 0, \quad \hat{w}(-1,t) = 0, \quad \hat{w}(1,t) = u(1,t) - r(t), \quad (5d)
\]
satisfy \( \hat{v}, \hat{w} \in C^{4+\gamma}(\bar{Q}) \), and the following bounds for \( 0 \leq j + 2m \leq 4 \),

\[
\left\| \frac{\partial^{j+m} \hat{v}}{\partial s^j \partial t^m} \right\|_Q \leq C(1 + \varepsilon^{2-j-m}), \quad (6a)
\]
\[
\left\| \frac{\partial^{j+m} \hat{w}}{\partial s^j \partial t^m}(s,t) \right\| \leq C\varepsilon^{-j}(1 + \varepsilon^{1-m})e^{-\frac{a(t)}{\varepsilon}}, \quad (s,t) \in Q. \quad (6b)
\]

**Proof.** See the argument in [9, Appendix] or [5].

We next deduce the corresponding bounds in the transformed (computational) variables. Using the transformation in (2) we have that for \( x < 0 \)

\[
c(t)u_t = \hat{c}(t)\hat{u}_t + \hat{a}(t)(1 + x)\hat{u}_x,
\]
\[
u_{tt} = \hat{u}_{tt} + 2\frac{a(t)}{c(t)}(1 + x)\hat{u}_x + \left(\frac{a(t)}{c(t)}\right)'(1 + x)\hat{u}_x
\]
\[
+ \left(\frac{a(t)}{c(t)}\right)^2(1 + x)^2 \hat{u}_{xx}; \quad u_x = \hat{u}_x(1 + d(t)).
\]

Hence, we can deduce the following bounds

\[
\left\| \frac{\partial^j v}{\partial x^j} \right\|_{\Omega^- \cup \Omega^+} \leq C(1 + \varepsilon^{2-j}), \quad 0 \leq j \leq 3, \quad \left\| \frac{\partial^m v}{\partial t^m} \right\|_{\Omega^- \cup \Omega^+} \leq C, \quad m = 1, 2, \quad (7)
\]
\[
|w(x,t)| \leq Ce^{-\frac{a(t)(1-x)}{\varepsilon}}, \quad (x,t) \in \Omega^- \cup \Omega^+; \quad (8a)
\]
and for \( (x,t) \in \Omega^+ \)

\[
\left| \frac{\partial^j w}{\partial x^j} (x,t) \right| \leq C\varepsilon^{-j}e^{-\frac{a(t)(1-x)}{\varepsilon}}, \quad 1 \leq j \leq 4, \quad (8b)
\]
\[
\left| \frac{\partial^m w}{\partial t^m} (x,t) \right| \leq C(1 + \varepsilon^{1-m})e^{-\frac{a(t)(1-x)}{\varepsilon}}, \quad m = 1, 2. \quad (8c)
\]

4.2. Interior layer component

Bounds on the derivatives of the interior layer component are established directly in the transformed variables. Consider the following decomposition of the solution

\[
u = v + w + z.
\]
The interior layer component \( z \) is the solution of the problem

\[
L_\varepsilon z = 0, \quad \text{on } \Omega^- \cup \Omega^+, \quad z(x,0) = g_2(x)e^{-\theta x^2}, \quad z(-1,t) = 0, \quad z(1,t) = 0,
\]

and at \( x = 0 \) the following transmission conditions are satisfied

\[
[z](0,t) = 0, \quad [g z_x](0,t) = -[g(v_x + w_x)](0,t),
\]

where the function \( g \) is defined in (4e).

In the following theorem we state a comparison principle, whose proof follows from a standard argument.

**Theorem 2.** Assume that a function \( \omega \in C^0(\Omega) \cap C^2(\Omega^- \cup \Omega^+) \) satisfies \( L_\varepsilon \omega(x,t) \geq 0 \), for all \((x,t) \in \Omega \) with

\[
L_\varepsilon \omega(x,t) := \begin{cases} 
\omega(x,t), & (x,t) \in \Omega \setminus \Omega, \\
-\varepsilon g^2(x,t)\omega_{xx} + \kappa(x,t)a(t)\omega_x + b(x,t)\omega + c(t)\omega_t, & (x,t) \in \Omega,
\end{cases}
\]

Then, \( \omega(x,t) \geq 0 \) for all \((x,t) \in \Omega \).

Based on this comparison principle, the next theorem establishes bounds on the derivatives of the interior layer component. In particular, the time derivatives of the interior layer component do not depend on \( \varepsilon \) in the transformed variables \((x,t)\).

**Theorem 3.** The solution of (9) \( z \in C^{4+\gamma}(\Omega^-) \cup C^{4+\gamma}(\Omega^+) \) and we have

\[
|z(x,t)| \leq Ce^{\sqrt{\frac{\varepsilon}{1+\theta^2}}}e^{\frac{x^2}{1+\theta t}}, \quad (x,t) \in \Omega^-, \tag{10a}
\]

\[
|z(x,t)| \leq Ce^{-\frac{\theta^2}{1+\theta^2}x^2}e^{\frac{x^2}{1+\theta t}}, \quad (x,t) \in \Omega^+. \tag{10b}
\]

If \( -\frac{1}{1+d(T)} < x \leq 0 \) and \( 0 \leq t \leq T \), then

\[
\left| \frac{\partial^j z}{\partial x^j}(x,t) \right| \leq C(1+\theta^2)e^{-\frac{j}{2}x}e^{\frac{x^2}{1+\theta t}}, \quad 1 \leq j \leq 4, \tag{10c}
\]

\[
\left| \frac{\partial^m z}{\partial t^m}(x,t) \right| \leq C(1+\theta^m), \quad m = 1,2. \tag{10d}
\]

If \( 0 \leq x < 1-d(T) \) and \( 0 \leq t \leq T \), then

\[
\left| \frac{\partial^j z}{\partial x^j}(x,t) \right| \leq C(1+\theta^2)e^{-\frac{j}{2}x}e^{\frac{\sqrt{\varepsilon}(1-d(T))}{\sqrt{x}}}, \quad 1 \leq j \leq 4, \tag{10e}
\]

\[
\left| \frac{\partial^m z}{\partial t^m}(x,t) \right| \leq C(1+\theta^m), \quad m = 1,2. \tag{10f}
\]

**Proof.** Note first that for all \( s \) and any \( \kappa > 0 \)

\[
e^{-\kappa s^2} \leq e^{\frac{s^2}{4}}e^{-\frac{\varepsilon}{4|s|^2}}. \tag{11}
\]
Recall that $z = u - (v + w)$ and so $z \in C^{4+\gamma}(\Omega^-) \cup C^{4+\gamma}(\Omega^+)$. Since $u, v, w$ are bounded, we have that $\|z\|_{\Omega} \leq C$. Note that $|z(x,0)| \leq Ce^{\sqrt{\frac{x}{\varepsilon}}}, -1 < x < 0$ and, using $b \geq 2\theta > 0$, 

$$
\mathcal{L}_z \left( e^{\sqrt{\frac{x}{\varepsilon}} e^{-\frac{\phi}{\varepsilon^m}}} \right) \geq 0, \ (x, t) \in \Omega^-.
$$

Thus we have established the pointwise bound

$$
|z(x, t)| \leq Ce^{\sqrt{\frac{x}{\varepsilon}}} e^{-\frac{\phi}{\varepsilon^m}}, \ (x, t) \in \Omega^-.
$$

To the right of the interface $x = 0$ we introduce the barrier function

$$
\Phi(x, t) := Ce^{-\frac{p(t)\sqrt{x}}{\varepsilon}} e^{-\frac{\phi}{\varepsilon^m}}, \text{ where } p(t) := 1 - d(t).
$$

Note that $|z(x, 0)| \leq \Phi(x, 0), 0 < x < 1$ and

$$
\mathcal{L}_z \Phi = C \left\{ -\theta - x a(t) \sqrt{\frac{\theta}{\varepsilon}} + b(x, t) + c(t) \left( \frac{-\theta}{\|c\|_{\Omega}} + \frac{a(t)}{c(t)} \sqrt{\frac{\theta}{x}} \right) \right\} \Phi \geq 0.
$$

Hence,

$$
|z(x, t)| \leq Ce^{\frac{a(t)\sqrt{x}}{\varepsilon}} e^{-\frac{\phi}{\varepsilon^m}}, \ (x, t) \in \Omega^+.
$$

To obtain bounds on the derivatives of the interior layer, we follow the argument in [6, Theorem 4], which relies on the interior estimates from [10, p. 352]. Let us first determine bounds on the time derivatives of the solution $u$ of (4) in the vicinity of the line $x = 0$.

Introduce the time dependent stretched variable

$$
\eta = s - \frac{d(t)}{\sqrt{\varepsilon}},
$$

and define $\hat{u}(\eta, t) := \hat{u}(s, t)$. Then,

$$
\frac{\partial \hat{u}}{\partial s} = \frac{1}{\sqrt{\varepsilon} \eta} \frac{\partial \hat{u}}{\partial \eta}, \quad \frac{\partial^2 \hat{u}}{\partial s^2} = \frac{1}{\varepsilon \eta^2} \frac{\partial^2 \hat{u}}{\partial \eta^2} = -\frac{1}{\sqrt{\varepsilon} \theta \varepsilon} \frac{\partial \hat{u}}{\partial \eta} + \frac{\partial \hat{u}}{\partial t}.
$$

Hence the differential equation (1a) can be written in the form

$$
-\hat{u}_{\eta\eta} + b \hat{u} + c \hat{u}_t = \hat{f}, \quad (\eta, t) \in \left( -\frac{1 + d(t)}{\sqrt{\varepsilon}}, \frac{1 - d(t)}{\sqrt{\varepsilon}} \right) \times (0, T].
$$

On the $\varepsilon$-independent strip $R := (-\delta, \delta) \times (0, T]$, where $\delta$ is given in (1i), we use Ladyzhenskaya interior estimates [10, p. 352] to deduce that

$$
\left| \frac{\partial^m \hat{u}}{\partial \eta^m} (\eta, t) \right| \leq C(1 + \theta^m), \ m \leq 2 + \gamma, \ (\eta, t) \in R.
$$
Observe that

\[
\frac{\partial u}{\partial t}(x,t) = \frac{\partial \tilde{u}}{\partial \eta}(\eta,t) x \sqrt{\varepsilon} d'(t) + \frac{\partial \tilde{u}}{\partial t}(\eta,t), \quad (x,t) \in \Omega^-, \\
\frac{\partial u}{\partial t}(x,t) = -\frac{\partial \tilde{u}}{\partial \eta}(\eta,t) x \sqrt{\varepsilon} d'(t) + \frac{\partial \tilde{u}}{\partial t}(\eta,t), \quad (x,t) \in \Omega^+.
\]

Therefore, along the line \( x = 0 \),

\[
\frac{\partial u}{\partial t}(0,t) = \frac{\partial \tilde{u}}{\partial t}(0,t).
\]

Use the same argument to prove that \( \frac{\partial^2 \tilde{u}}{\partial t^2}(0,t) = \frac{\partial^2 u}{\partial t^2}(0,t) \). Thus, we have established that

\[
\left| \frac{\partial^m u}{\partial t^m}(0,t) \right| \leq C(1 + \theta^m), \quad m = 1, 2. \tag{13}
\]

On the left domain \( \Omega^- \), we use the time dependent stretched variable \( \zeta := \frac{x}{\sqrt{\alpha \sqrt{\varepsilon} (1 + d(t))}} \). \tag{14}

Note that with \( \tilde{z}(\zeta, t) := z(x, t) \) then

\[
\frac{\partial z}{\partial x} = \frac{\sqrt{\alpha}}{\sqrt{\varepsilon}} (1 + d(t)) \frac{\partial \tilde{z}}{\partial \zeta} \quad \text{and} \quad c(t) \frac{\partial z}{\partial t} = \frac{a(t)}{(1 + d(t))} \frac{\partial \tilde{z}}{\partial \zeta} + c(t) \frac{\partial \tilde{z}}{\partial t}. \tag{15}
\]

Hence the function \( \tilde{z}(\zeta, t) \) satisfies the parabolic problem

\[
-\alpha \tilde{z}_{\zeta \zeta} + (\tilde{b} \tilde{z} + \tilde{c} \tilde{z}_t) = 0; \quad (\zeta, t) \in \left( -\frac{\sqrt{\alpha}}{\sqrt{\varepsilon}} (1 + d(t)), 0 \right) \times (0, T].
\]

Consider the \( \varepsilon \)-dependent rectangular region

\[
(\zeta, t) \in S_\varepsilon := \left( -\frac{\sqrt{\alpha}}{\sqrt{\varepsilon}}, 0 \right) \times (0, T].
\]

Recall from (12a) that

\[
|\tilde{z}(\zeta, t)| \leq C e^{\frac{\sqrt{\alpha}}{\sqrt{\varepsilon}}} e^{-\gamma n t}, \quad (\zeta, t) \in S_\varepsilon.
\]

From (7), (8), (13) and

\[
\frac{\partial^m \tilde{z}}{\partial t^m}(0,t) = \frac{\partial^m \tilde{z}}{\partial t^m}(0,t), \quad m \leq 2 + \gamma,
\]

where we used (15), we have

\[
\left| \frac{\partial^m \tilde{z}}{\partial t^m}(0,t) \right| \leq C(1 + \theta^m), \quad 0 \leq t \leq T, \quad m \leq 2 + \gamma. \tag{16}
\]
Note further that
\[
\left| \frac{\partial^j \tilde{z}}{\partial \zeta^j}(\zeta, 0) \right| \leq C(\sqrt{\varepsilon} + \sqrt{\theta})^j e^{\frac{\sqrt{\varepsilon}}{\sqrt{\alpha}}} , \quad j \leq 4 + \gamma , \quad -\frac{\sqrt{\alpha}}{\sqrt{\varepsilon}} < \zeta \leq 0 , \tag{17}
\]
where we used (11).

From the bounds (16) and (17), [10, (10.5), p. 352] we deduce that for all
\[
0 \leq n := j + 2m \leq 4 ,
\]
\[
\left| \frac{\partial^{j+m} \tilde{z}}{\partial \zeta^j \partial t^m}(\zeta, t) \right| \leq C \left( 1 + \theta^{n/2} \right) e^{\frac{\sqrt{\varepsilon}}{\sqrt{\alpha}}} , \quad -\frac{\sqrt{\alpha}}{\sqrt{\varepsilon}} < \zeta \leq 0 , \quad t \geq 0 ,
\]
by considering the cases \(-\sqrt{\alpha}/\sqrt{\varepsilon} < \zeta < -1\) and \(-1 \leq \zeta \leq 0\) separately.

Thus, in particular, the space derivatives satisfy for \(0 \leq j \leq 4\)
\[
\left| \frac{\partial^j z}{\partial x^j}(x,0) \right| \leq C \left( 1 + \theta^{j/2} \right) e^{\frac{\sqrt{\varepsilon}}{\sqrt{\alpha}}} , \quad -1 + d(T) < x \leq 0 , \quad t \geq 0 .
\]

For the time derivatives, consider the problem (9) restricted to the region \(\Omega^-\). At the boundaries we have that
\[
z_t(-1,t) = 0 , \quad t \in (0,T] , \quad |z_t(0,t)| \leq C(1 + \theta) , \quad t \in (0,T].
\]
At \(t = 0\), use a continuity argument to deduce that
\[
|z_t(x,0)| = \frac{1}{c(0)} |\varepsilon g^2(x,0) z_{xx}(x,0) - \kappa(x,0)a(0) z_x(x,0) - b(x,0) z(x,0)|
\leq C(1 + \theta) .
\]
Finally, at the points \((x,t) \in \Omega^-\), we have that
\[
(\mathcal{L} + c'(t)) z_t(x,t) = -\kappa_t(x,t) a(t) z_x(x,t) - \kappa(x,t) a'(t) z_x(x,t) - b_t(x,t) z(x,t) ,
\]
and therefore
\[
|\mathcal{L} + c'(t)) z_t(x,t)| \leq C , \quad (x,t) \in \Omega^- .
\]
Then by the maximum principle and (1e), one can establish that
\[
|z_t(x,t)| \leq C(1 + \theta) , \quad (x,t) \in \Omega^- .
\]
Repeat this argument to deduce the bound on the second derivative in time.

An analogous argument applies on the region \(\Omega^+\), where we now use the time dependent stretched variable
\[
\zeta_1 := \frac{x\sqrt{\alpha}}{\sqrt{\varepsilon}}(1 - d(t)) . \tag{18}
\]

5. Numerical scheme

Let $N$ and $M$ be two positive integers. To approximate the solution of problem (4) we use a uniform mesh in time $\{t_j = j\Delta t, \; |\Delta t = T/M\}$ and a piecewise uniform mesh of Shishkin type in space $\{x_i\}_{i=0}^N$ (described below) in the transformed variables $(x,t)$. The grid is given by

$$\Omega^{N,M} = \{t_j\}_{j=0}^M \times \{x_i\}_{i=0}^N, \quad \Gamma^{N,M} = \Omega^{N,M} \cap (\Omega \setminus \Omega), \quad \Omega^{N,M} = \Omega^{N,M} \setminus \Gamma^{N,M}.$$ 

The local spatial mesh sizes are denoted by $h_i = x_i - x_{i-1}$, $1 \leq i \leq N$.

To describe the numerical method we use the following notation for the finite difference approximations of the derivatives

$$D_t^- \Upsilon(x_i,t_j) := \frac{\Upsilon(x_i,t_j) - \Upsilon(x_i,t_{j-1})}{\Delta t}, \quad D_t^+ \Upsilon(x_i,t_j) := \frac{\Upsilon(x_i,t_j) - \Upsilon(x_{i-1},t_j)}{h_{i}},$$

$$D_x^- \Upsilon(x_i,t_j) := \frac{\Upsilon(x_{i+1},t_j) - \Upsilon(x_i,t_j)}{h_i}, \quad D_x^+ \Upsilon(x_i,t_j) := \frac{\Upsilon(x_i,t_j) - \Upsilon(x_i,t_{j+1})}{h_i+1}.$$  

$$\delta^2 \Upsilon(x_i,t_j) := \frac{2}{h_i + h_{i+1}}(D_x^+ \Upsilon(x_i,t_j) - D_x^- \Upsilon(x_i,t_j)).$$

Discretize problem (4) using an Euler method to approximate the time variable and an upwind finite difference operator to approximate in space. The finite difference equation associated with each grid point is given by

$$L^{N,M} u(x_i,t_j) = f(x_i,t_j), \quad (x_i,t_j) \in \Omega^{N,M}, \quad \text{with} \quad (19a)$$

$$L^{N,M} u := -\varepsilon g^3 \delta^2 u + \kappa a \delta^2 u + b u + c D_x^+ u, \quad \text{in } \Omega^{N,M}, \quad (19b)$$

$$L^{N,M} u(0,t_j) := -\varepsilon (g(0^+,t_j) D_x^- u - g(0^-,t_j) D_x^+ u)(0,t_j)$$

$$= 0, \quad t_j > 0; \quad (19c)$$

$$U(x_i,0) = u(x_i,0), \quad -1 < x_i < 1, \quad (19d)$$

$$U(-1,t_j) = u(-1,t_j), \quad U(1,t_j) = u(1,t_j), \quad t_j \geq 0. \quad (19e)$$

The space domain is discretized using a piecewise uniform mesh which splits the space domain $[-1,1]$ into four subintervals

$$[-1,-\tau_1] \cup [-\tau_1,\tau_2] \cup [\tau_2,1-\sigma] \cup [1-\sigma,1], \quad (19f)$$

where the transition parameters between the fine and coarse meshes are defined by

$$\tau_1 := \min \left\{ \frac{1}{1 + d(T)} \sqrt{\frac{\varepsilon}{\delta}} \ln N \right\}, \quad \tau_2 := \min \left\{ 1 - d(T), \frac{2}{\delta} \sqrt{\frac{\varepsilon}{\delta}} \ln N \right\}, \quad \sigma := \min \left\{ \frac{1 - \tau_2}{2}, \frac{4\epsilon}{\alpha d} \ln N \right\}. \quad (19g)$$

Note that the parameter $\tau_1, \tau_2$ (associated with the internal layer) do not depend on the magnitude of the convective coefficient parameter $\alpha$. The grid points are uniformly distributed within each subinterval such that

$$x_0 = -1, \quad x_{N/4} = -\tau_1, \quad x_{N/2} = 0, \quad x_{3N/4} = \tau_2, \quad x_{7N/8} = 1 - \sigma, \quad x_N = 1.$$
Using standard arguments, one can establish the following discrete comparison principle:

**Theorem 4.** For any mesh function \( Z \), if \( Z(x_i, t_j) \geq 0, (x_i, t_j) \in \Omega^{N,M} \) and \( L^{N,M}Z(x_i, t_j) \geq 0, (x_i, t_j) \in \Omega^{N,M} \) then \( Z(x_i, t_j) \geq 0 \) for all \( (x_i, t_j) \in \Omega^{N,M} \).

From this, we easily establish the discrete stability bound \( \| U \|_{\Pi^{N,M}} \leq C \).

The other possibilities for the mesh parameters can be easily dealt with, using a classical argument.

### 6. Numerical Analysis

Let \( U = V + W + Z \), where \( V, W, Z \) are the discrete counterparts to the continuous components \( v, w, z \). The discrete regular component \( V \) is defined as the solution of

\[
L^{N,M}V(x_i, t_j) = f(x_i, t_j), \quad (x_i, t_j) \in \Omega^{N,M}; \tag{21a}
\]

\[
L^{N,M}V(0, t_j) = \varepsilon |g v_x|(0, t_j), \quad t_j > 0, \tag{21b}
\]

\[
V(-1, t_j) = v(-1, t_j), \quad V(1, t_j) = v(1, t_j), \quad t_j > 0, \tag{21c}
\]

\[
V(x_i, 0) = v(x_i, 0), \quad -1 < x_i < 1. \tag{21d}
\]

The discrete boundary layer function \( W \) is defined by

\[
W(x_i, t_j) \equiv 0, \quad (x_i, t_j) \in \Omega^- \cap \Omega^{N,M}; \tag{22a}
\]

\[
L^{N,M}W(x_i, t_j) = 0, \quad (x_i, t_j) \in \Omega^+ \cap \Omega^{N,M}; \tag{22b}
\]

\[
W(0, t_j) = 0, \quad W(1, t_j) = w(1, t_j), \quad t_j > 0, \tag{22c}
\]

\[
W(x_i, 0) = 0, \quad -1 < x_i < 1. \tag{22d}
\]

The discrete interior layer function \( Z \) is finally defined by:

\[
L^{N,M}Z(x_i, t_j) = 0, \quad (x_i, t_j) \in \Omega^{N,M}; \tag{23a}
\]

\[
Z(-1, t_j) = Z(1, t_j) = 0, \quad t_j > 0; \tag{23b}
\]

\[
Z(x_i, 0) = g_2(x_i) e^{-\theta x_i^2}, \quad -1 < x_i < 1, \tag{23c}
\]

\[
L^{N,M}Z(0, t_j) = (g(0^+, t_j) D_x^+ (V + W) - g(0^-, t_j) D_x^- V)(0, t_j). \tag{23d}
\]

**Theorem 5.** Assume (20). For \( M \) sufficiently large,

\( a \) \( \| V - v \|_{\Pi^{N,M}} \leq C(N^{-1} + M^{-1}) \),

\( b \) \( \| W - w \|_{\Pi^{N,M}} \leq C(N^{-1} \ln N + M^{-1}) \ln N \),

where the solutions \( V, W \) of problems (21) and (22) are, respectively, the discrete approximations to the regular component \( v \) (5b) and the boundary layer component \( w \) (5d).
Proof. (a) For $t_j > 0$ and using the bounds on the derivatives of the regular component,
\[ \| L_{N,M}^n (V - v) \|_{\Omega} \leq C (N^{-1} + M^{-1}). \]

The truncation error at $x = 0$ is
\[ |(g(0^+, t_j) D_x^+ (V - v) - g(0^-, t_j) D_x^- (V - v)(0, t_j))| \leq CN^{-1}. \]

Use the barrier function
\[ C(N^{-1} + M^{-1})(1 + t_j) + CN^{-1} \psi(x_i), \quad \psi(x) := \begin{cases} 
1 - x, & \text{if } x \leq 0, \\
1 + x, & \text{if } x > 0,
\end{cases} \]
and a discrete comparison principle to bound $\| V - v \|_{\Omega}$. (b) As in [6], the solution of (22) satisfies the bound
\[ |W(x_i, t_j)| \leq C \left( 1 - \frac{\alpha T}{c_0 \delta M} \right)^{-j} \prod_{k=N/2}^{1} \frac{(1 + \frac{\alpha \delta h_k}{2c})}{\prod_{k=N/2}^{N} (1 + \frac{\alpha \delta h_k}{2c})}, \quad N/2 \leq i \leq N, \]
if $M$ is sufficiently large so that
\[ 0 < 1 - \frac{\alpha T}{c_0 \delta M}. \]

Hence, for $0 \leq x_i \leq 1 - \sigma$,
\[ |W(x_i, t_j)| \leq |W(1 - \sigma, t_j)| \leq C \prod_{k=7N/8+1}^{N} \left( 1 + \frac{\alpha \delta h_k}{4c} \right)^{-r} \leq CN^{-1}, \]
where we used that $x_i \geq 1/2$ if $x_i \geq 1 - \sigma$.

Use the exponential character of the continuous layer component $w$ to get that $|W - w(x_i, t_j)| \leq |W(x_i, t_j)| + |w(x_i, t_j)| \leq CN^{-1}, \quad x_i \leq 1 - \sigma$. In the fine region $[1 - \sigma, 1] \times [0, T]$ use a truncation error argument to deduce error estimates of the singular component $W$. The discrete maximum principle with the barrier function
\[ (N^{-1} \ln N + M^{-1}) \ln N (x_i - (1 - \sigma)) \sigma^{-1}, \quad 1 - \sigma < x_i < 1; \]
establishes the desired bound. \qed

**Theorem 6.** Assume (20). For sufficiently large $M \geq O(\ln(N))$, the solution of (23) satisfies the bounds

(a) $|Z(x_i, t_j)| \leq C \prod_{k=1}^{N/2} \left( 1 + \frac{\sqrt{\delta h_n}}{2\sqrt{\sigma}} \right)^{-1} x_i \leq 0,$

(b) $|Z(x_i, t_j)| \leq C \prod_{n=N/2}^{i} \left( 1 + \frac{\sqrt{\delta h_n}}{2\sqrt{\sigma}} \right)^{-1} + CN^{-1} \ln N, \quad x_i \geq 0.$
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Proof. First, we note that \(|Z(0,t_j)| \leq C, t_j \geq 0\), since \(U, W\) and \(V\) are all bounded.

(a) For \(x_i \leq 0\), consider the following barrier function

\[
\Phi(x_i, t_j) := C \left( 1 - \frac{\theta T}{c_0 M} \right)^{-j} \prod_{k=1}^{i} \left( 1 + \frac{\sqrt{\theta h_n}}{2\sqrt{\varepsilon}} \right),
\]

where \(M\) is sufficiently large so that

\[
0 < 1 - \frac{\theta T}{c_0 M}. \tag{24}
\]

Note that

\[
2\sqrt{\varepsilon D^+_x} \Phi(x_i, t_j) = \sqrt{\theta} \Phi(x_i, t_j), \quad cD^-_x \Phi(x_i, t_j) \geq 0.5\theta \Phi(x_i, t_j), \quad -\varepsilon g^2 \delta^2 \Phi(x_i, t_j) \geq -0.5\theta \Phi(x_i, t_j),
\]

and so, it follows that, for \(t_j > 0\) and \(-1 < x_i < 0\), we have that

\[
(-\varepsilon g^2 \delta^2 + \kappa aD^-_x + bI + cD^-_x) \Phi(x_i, t_j) \geq 0,
\]

where \(I\) is the identity operator. Note also that \(\Phi(-1, t_j) \geq 0, \Phi(0, t_j) \geq C > 0\) and

\[
\Phi(x_i, 0) \geq Ce^{\frac{\theta}{2} T} \geq Ce^{-\frac{x_i^2}{2T}} \geq z(x_i, 0), \quad x_i < 0,
\]

where we used (11). Finish using a discrete comparison principle.

(b) For \(x_i \geq 0\), consider the following barrier function

\[
B(x_i, t_j) := \Phi_1(x_i) \Psi_1(t_j) + C(N^{-1} \ln N)t_j,
\]

where

\[
\Phi_1(x_i) := \prod_{n=N/2+1}^{i} \left( 1 + \frac{\sqrt{\delta h_n}}{2\sqrt{\varepsilon}} \right)^{-1}, \quad i > N/2; \quad \Phi_1(0) := 1;
\]

\[
\Psi_1(t_j) := \left( 1 - \frac{\delta(\theta + 1) + \|a\|_{\Omega_1} \ln N}{c_0 \delta} \right)^{-j}, \quad j > 0; \quad \Psi_1(0) := 1;
\]

and \(M(N)\) is chosen sufficiently large so that

\[
0 < c < 1 - \left( \frac{\delta(\theta + 1) + \|a\|_{\Omega_1} \ln N}{c_0 \delta} \right) \frac{T}{M}. \tag{25}
\]

Note first that \(B(1, t_j) \geq 0, B(0, t_j) \geq C\Psi_1(t_j) > 0\) and we can choose \(C\) such that \(B(x_i, 0) \geq Z(x_i, 0)\). In addition we have that, for \(x_i > 0,\)

\[
2\sqrt{\varepsilon D^-_x} \Phi_1(x_i) = -\sqrt{\theta} \delta \Phi_1(x_i), \quad -\varepsilon g^2 \delta^2 \Phi_1(x_i) \geq -0.5\theta \delta^2 \Phi_1(x_i),
\]

and

\[
-\varepsilon g^2 \delta^2 \Phi_1(x_i) \geq -0.5\theta \delta^2 \Phi_1(x_i),
\]
and for all \( t_j > 0 \),

\[
c(t_j) D^-_{\tau} \Psi_1(t_j) \geq \left( \theta + 1 + \frac{\|a\|_{\Omega^+} \ln N}{\delta} \right) \Psi_1(t_j).
\]

For \( 0 < x_i \leq \tau_2 \), and for \( N \) sufficiently large (independently of \( \varepsilon \)) we have that

\[
(-\varepsilon^2 \partial_x^2 + \kappa a D^-_{\tau} + b I + c D^-_{\tau}) \Phi_1(x_i) \Psi_1(t_j)
\geq \left( 1 - \frac{\sqrt{\theta \varepsilon \|a\|_{\Omega^+} x_i}}{2 \sqrt{\varepsilon (1-d(t_j))}} + \frac{\|a\|_{\Omega^+} \ln N}{\delta} \right) \Phi_1(x_i) \Psi_1(t_j)
\geq \Phi_1(x_i) \Psi_1(t_j), \quad 0 < x_i \leq \tau_2.
\]

If \( \tau_2 < x_i \leq 1 - \sigma \), then using the inequality \( nt \leq (1 + t)^n \), \( t \geq 0 \),

\[
\frac{\sqrt{\theta x_i}}{2 \sqrt{\varepsilon}} \Phi_1(x_i) = \frac{\sqrt{\theta \tau_2}}{2 \sqrt{\varepsilon}} \Phi_1(x_i) + \frac{\sqrt{\theta (x_i - \tau_2)}}{2 \sqrt{\varepsilon}} \right) \left( 1 + \frac{\sqrt{\theta \delta H^*}}{2 \sqrt{\varepsilon}} \right)^{-(i-3N/4)}
\leq CN^{-1} \ln N,
\]

where \( NH^* := 8(1 - \sigma - \tau_2) \). If \( 1 - \sigma < x_i \leq 1 \), using the fact that \( \Phi_1(x_i) \leq \Phi_1(1-\sigma) \) and \( nt \leq (1 + t)^n \), \( t \geq 0 \) in the fine mesh, we have

\[
\frac{\sqrt{\theta x_i}}{2 \sqrt{\varepsilon}} \Phi_1(x_i) \leq \sqrt{\theta \frac{1-\sigma}{2 \sqrt{\varepsilon}}} \Phi_1(1-\sigma) + \sqrt{\theta \frac{x_i - (1-\sigma)}{2 \sqrt{\varepsilon}}} \Phi_1(x_i) \leq CN^{-1} \ln N.
\]

Then for sufficiently large \( N \) and \( \tau_2 < x_i < 1 \),

\[
(-\varepsilon^2 \partial_x^2 + \kappa a D^-_{\tau} + b I + c D^-_{\tau}) \Phi_1(x_i) \Psi_1(t_j)
\geq \left( 1 - \frac{\|a\|_{\Omega^+} \sqrt{\theta x_i}}{2 \sqrt{\varepsilon}} + \frac{\|a\|_{\Omega^+} \ln N}{\delta} \right) \Phi_1(x_i) \Psi_1(t_j)
\geq \Phi_1(x_i) \Psi_1(t_j) - C \sqrt{\theta \varepsilon}^{-1} \ln N.
\]

Thus \( C \Phi_1(x_i) \Psi_1(t_j) + C(N^{-1} \ln N) t_j \) is a suitable barrier function for \( Z \). \( \square \)

We are now ready to state the main result. We impose an additional constraint of \( \alpha^2 \geq \varepsilon^2 \delta \varepsilon \), which is satisfied if \( \varepsilon \) is sufficiently small.

**Theorem 7.** Assume (20), \( M \) is sufficiently large so that (25) is satisfied and \( \varepsilon \) is sufficiently small so that \( \alpha^2 \geq \varepsilon^2 \delta \varepsilon \). Then, outside the interior layer,

\[
\| \dot{U} - u \|_{\Omega^+[(\tau_1, \tau_2) \times [0, T]}) \leq C(N^{-1} \ln N + M^{-1}) \ln N,
\]

and within the interior layer region

\[
\| \dot{U} - u \|_{(\tau_1, \tau_2) \times [0, T]} \leq C(\theta^{-1} + \theta)(N^{-1} \ln N + M^{-1}) \ln N;
\]

where \( \dot{U} \) is the piecewise bilinear interpolant of the solution \( U \) of the discrete problem (19) and \( u \) is the solution of the continuous problem (1). The error constant \( C \) is independent of \( N, M \) and \( \varepsilon \).
Proof. By virtue of Theorem 5 we first focus on the nodal error in approximating the interior layer component \( z \). From Theorems 3 and 6 and the triangular inequality, we have that

\[
|(Z - z)(x_i, t_j)| \leq CN^{-1} \ln N, \quad \text{for } x_i \in [-1, -\tau_1] \cup [\tau_2, 1].
\]

(26)

We now examine the truncation error \( L^{N,M}(Z - z) \) in the layer region \((-\tau_1, \tau_2) \times [0, T]\). Note first that

\[
|g(0^+, t_j)(z_x(0^+, t_j) - D_x^+z(0, t_j))| \leq C(1 + \theta)N^{-1}\tau_2, \quad \varepsilon := \max\{\tau_1, \tau_2\},
\]

with a similar bound to the left of 0. Hence, using (21b), (22a, c), (23d), we get that

\[
L^{N,M}(Z - z)(0, t_j) = (g(0^+, t_j)D_x^+ - g(0^+, t_j)D_x^-)V(0, t_j) + g(0^+, t_j)D_x^+W(0, t_j) + g(0^+, t_j)D_x^-w(0, t_j) - [gw_x](0, t_j) + g(0^+, t_j)D_x^-z(0, t_j) + g(0^+, t_j)D_x^+W(0, t_j) - [gw_x](0, t_j) + g(0^+, t_j)D_x^-z(0, t_j) - [g_{w_x}](0, t_j).
\]

Recall the barrier function used in Theorem 5 to bound the discrete boundary layer \( W \). Note that \( x_k \geq \tau_2 \) for \( 3N/4 \leq k \leq 7N/8 \) and so, for sufficiently large \( N \) and \( \varepsilon \) sufficiently small so that \( \alpha^2/(16\theta) \geq \varepsilon \), we have the following bound:

\[
|W(x_{N/2+1}, t_j)| \leq CN^{-1}\left(1 + \frac{\alpha\delta_2H}{2\varepsilon}\right)^{-N/8}, \quad H := \frac{8(1 - \sigma - \tau_2)}{N}
\]

\[
= CN^{-1}\left(1 + \frac{\alpha H\ln N}{\sqrt{\theta}N}\right)^{-N/8}, \quad \leq CN^{-1}\left(1 + \frac{8\ln N}{\sqrt{\theta}N}\right)^{-N/8}, \quad \text{as } \frac{\alpha(1 - \sigma - \tau_2)}{\sqrt{\theta}N} \geq 1
\]

\[
\leq CN^{-2}.
\]

Thus \( |D_x^+W(0, t_j)| \leq CN^{-1}\tau_2^{-1} \). Hence, we deduce that

\[
|L^{N,M}(Z - z)(0, t_j)| \leq C(1 + \theta)\frac{N^{-1}(\tau_1 + \tau_2)}{\varepsilon} + C\frac{N^{-1}\tau_2}{\tau_2}
\]

\[
\leq C(1 + \theta)\frac{N^{-1}\ln N}{\sqrt{\theta}N}.
\]

In the fine mesh region around the points \( x = 0 \) the truncation error will be of the form

\[
\varepsilon N^{-2}\tau^2|z_{xxxx}| + \kappa(x_i, t_j)N^{-1}\tau|z_{xx}| + M^{-1}|z_{tt}|, \quad \tau := \max\{\tau_1, \tau_2\}.
\]
Hence the truncation error in the fine mesh (for \(x_i \neq 0\)) is bounded by
\[
|L^{N,M}(Z - z)| \leq C \left( 1 + \theta^2 \right) N^{-2} \tau^2 \varepsilon^{-1} + C \left( 1 + \theta \right) N^{-1} \tau^2 \varepsilon^{-1} + C \left( 1 + \theta^2 \right) M^{-1}
\]
\[
\leq C \left( 1 + \theta^2 \right) \left( \frac{N^{-1}(\ln N)^2}{\theta} + M^{-1} \right).
\]

Consider the barrier function
\[
C(1 + \theta^2) \left[ \left( \frac{1}{\theta} N^{-1}(\ln N)^2 + M^{-1} \right) \frac{t_j}{c_0} \right] + C(1 + \theta) \frac{N^{-1}(\ln N)^2}{\theta} \Phi^*(x_i, t_j),
\]
where \(\Phi^*\) is a piecewise linear function defined by
\[
\Phi^*(-\tau_1, t_j) = 0 = \Phi^*(\tau_2, t_j), \quad \Phi^*(0, t_j) = 1.
\]

Note that
\[
-(gD^+_x - gD^-_x)\Phi^*(0, t_j) = \frac{g(0^-, t_j)\tau_2 + g(0^+, t_j)\tau_1}{\tau_2 \tau_1} = \frac{C\sqrt{\theta}}{\sqrt{\varepsilon} \ln N}.
\]

Hence, recalling that \(\theta T/c_0\) is bounded, we have that
\[
|Z - z| \leq C(\theta^{-1} + \theta)(N^{-1}(\ln N)^2 + M^{-1}).
\]

The desired error bound on the nodal error \(|U - u|\) at the nodes is obtained from Theorem 5, estimates (26), (27) and the triangular inequality. To extend this to a global error bound, follow the argument in [2, p. 56].

7. Numerical experiments

Consider the following test problem
\[
-\varepsilon \hat{u}_{ss} + \hat{u}_s + \hat{u}_t = 0, \quad (s, t) \in Q := (-1, 1) \times (0, 0.5],
\]
\[
\hat{u}(s, 0) = (1 - s^2)(1 + 2s)e^{-\frac{2s^2}{\varepsilon}}, \quad -1 \leq s \leq 1,
\]
\[
\hat{u}(0, t) = \hat{u}(1, t) = 0, \quad 0 < t \leq 0.5,
\]
with different values for the parameter \(\theta\).

In Figures 1-3 we display the computed solutions generated by the numerical scheme (19) for the parameter settings \(\varepsilon = 2^{-5}, 2^{-10}\) and \(N = M = 32\). The values of the parameter \(\theta\) in the initial condition are \(\theta = 0.01, 1, 100\) and we observe the influence of this parameter in the profile of the solution. For fixed \(\varepsilon\), as the parameter \(\theta\) increases in value, the width of the pulse narrows and the initial rate of decrease in time of the amplitude of the pulse increases. This effect of \(\theta\) on the behaviour of the solution is reflected in the bounds, established in (10a), on the interior layer component.

We use the double mesh principle [2] to estimate the orders of convergence by first computing the two–mesh differences
\[
F^N,M_{\varepsilon} := \max \left\{ \|U^{N,M} - \bar{U}^{2N,2M}\|_{\Omega^{N,M}}, \|\bar{U}^{N,M} - \bar{U}^{2N,2M}\|_{\bar{\Omega}^{2N,2M}} \right\},
\]
Figure 1: Test problem (28): Computed solution $U^N$ generated by the numerical scheme (19) for $N = M = 32$, $\theta = 0.01$ and $\varepsilon = 2^{-5}$ (left figure) and $\varepsilon = 2^{-10}$ (right figure).

Figure 2: Test problem (28): Computed solution $U^N$ generated by the numerical scheme (19) for $N = M = 32$, $\theta = 1$ and $\varepsilon = 2^{-5}$ (left figure) and $\varepsilon = 2^{-10}$ (right figure).

Figure 3: Test problem (28): Computed solution $U^N$ generated by the numerical scheme (19) for $N = M = 32$, $\theta = 100$ and $\varepsilon = 2^{-5}$ (left figure) and $\varepsilon = 2^{-10}$ (right figure).
where $\bar{U}^{N,M}$ denotes the bilinear interpolant of the solution. These values are used to compute the approximate orders of global convergence using

$$Q^{N,M}_\varepsilon := \log_2(F^{N,M}_\varepsilon / F^{2N,2M}_\varepsilon).$$

The uniform global orders of convergence are estimated by computing

$$F^{N,M}_\varepsilon := \max_{\varepsilon \in S} F^{N,M}_\varepsilon, \quad Q^{N,M}_\varepsilon := \log_2(F^{N,M}_\varepsilon / F^{2N,2M}_\varepsilon),$$

with $S = \{2^0, 2^{-1}, 2^{-2}, \ldots, 2^{-30}\}$.

In Tables 1-3 we give some numerical results where we have taken $N = M = 2^j, j = 6, 7, \ldots, 12, \varepsilon \in S$ and $\theta = 0.01, 1, 100$, respectively. We give for each value of $\varepsilon$ the maximum two mesh-differences in the first row and the orders of convergence in the second row. In Table 1, where $\theta = 0.01$, the two mesh-differences stop changing only for $\varepsilon$ smaller than $2^{-20}$; while in Table 3, where $\theta = 100$, the two-mesh differences and the associated rates settle once $\varepsilon \leq 2^{-5}$. The maximum two-mesh differences and their corresponding orders of convergence are in the last row of the table. These numerical results are in agreement with the error bounds given in Theorem 7.

Recall that there are three potential layers appearing in the solution of problem (28): an interior layer near the line $t = s$, a boundary layer near $s = 1$ and an initial layer near $t = 0$. The location (in space and time) of the point where $F^{N,M}_\varepsilon$ is evaluated, can vary depending on the parameters $N, M, \theta$ and $\varepsilon$. If this location moves from one layer to another layer, then this location shift can result in an abrupt pattern change in the computed rates of convergence. This effect is most noticeable in Table 1 (see the entries highlighted), where $F^{N,M}_\varepsilon$ moves from the interior layer (for $N \leq 128$) to the boundary layer (for $N \geq 512$).

We consider the values of $\varepsilon = 2^{-16}, \theta = 2^{2j}, j = -10, -9, \ldots, 4, 5$ in problem (28) and the values of the discretisation parameter are $N = 2^j, j = 6, 7, \ldots, 12$ in the numerical scheme (19). Table 4 shows the maximum two-mesh differences and the orders of convergence for these particular values of the parameters and we observe that the orders of convergence degenerate as $\theta$ increases. These observations are in line with the error bound established in Theorem 7. We also observe that the two-mesh differences increase as $\theta$ decreases for the values of $\theta = 2^{-12}, 2^{-14}$ and $2^{-16}$; in fact the maximum two-mesh differences are approximately doubled as $\theta$ is divided by 2. The special case of $C\varepsilon \leq \theta < 1$ is examined in further detail in [7] in the case of the corresponding reaction-diffusion problem.
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Table 1: Finite difference scheme (19) on the Shishkin mesh: Computed two-mesh differences $F_{N,M}$ and uniform differences $Q_{N,M}$ with their corresponding computed orders of convergence $Q_{N,M}^f$, $Q_{N,M}$ for the test problem (28) with $\theta = 0.01$.

<table>
<thead>
<tr>
<th>$N, M$</th>
<th>$N, M = 64$</th>
<th>$N, M = 128$</th>
<th>$N, M = 256$</th>
<th>$N, M = 512$</th>
<th>$N, M = 1024$</th>
<th>$N, M = 2048$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 2^0$</td>
<td>0.931E+00</td>
<td>0.1678E+01</td>
<td>0.8505E+02</td>
<td>0.6276E+02</td>
<td>0.2025E+03</td>
<td>0.1159E+02</td>
</tr>
<tr>
<td>$r = 2^{-4}$</td>
<td>0.833E+00</td>
<td>0.4098E+01</td>
<td>0.8386E-02</td>
<td>0.232E+02</td>
<td>0.331E+02</td>
<td>0.694E-03</td>
</tr>
<tr>
<td>$r = 2^{-2}$</td>
<td>0.478E-02</td>
<td>0.372E-02</td>
<td>0.186E-02</td>
<td>0.947E-03</td>
<td>0.463E-03</td>
<td>0.232E-03</td>
</tr>
<tr>
<td>$r = 2^{-1}$</td>
<td>0.324E-01</td>
<td>0.112E-01</td>
<td>0.583E-02</td>
<td>0.266E-02</td>
<td>0.141E-02</td>
<td>0.705E-03</td>
</tr>
<tr>
<td>$r = 2^{-3}$</td>
<td>0.584E-01</td>
<td>0.138E-01</td>
<td>0.932E-02</td>
<td>0.469E-02</td>
<td>0.243E-02</td>
<td>0.124E-02</td>
</tr>
<tr>
<td>$r = 2^{-5}$</td>
<td>0.941</td>
<td>0.943</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
<td>0.953</td>
</tr>
<tr>
<td>$r = 2^{-7}$</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
</tr>
<tr>
<td>$r = 2^{-9}$</td>
<td>0.195E+00</td>
<td>0.195E+00</td>
<td>0.195E+00</td>
<td>0.195E+00</td>
<td>0.195E+00</td>
<td>0.195E+00</td>
</tr>
<tr>
<td>$r = 2^{-11}$</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
<td>0.34E+00</td>
</tr>
<tr>
<td>$r = 2^{-13}$</td>
<td>0.39E+00</td>
<td>0.39E+00</td>
<td>0.39E+00</td>
<td>0.39E+00</td>
<td>0.39E+00</td>
<td>0.39E+00</td>
</tr>
<tr>
<td>$r = 2^{-15}$</td>
<td>0.41E+00</td>
<td>0.41E+00</td>
<td>0.41E+00</td>
<td>0.41E+00</td>
<td>0.41E+00</td>
<td>0.41E+00</td>
</tr>
<tr>
<td>$r = 2^{-17}$</td>
<td>0.43E+00</td>
<td>0.43E+00</td>
<td>0.43E+00</td>
<td>0.43E+00</td>
<td>0.43E+00</td>
<td>0.43E+00</td>
</tr>
<tr>
<td>$r = 2^{-19}$</td>
<td>0.44E+00</td>
<td>0.44E+00</td>
<td>0.44E+00</td>
<td>0.44E+00</td>
<td>0.44E+00</td>
<td>0.44E+00</td>
</tr>
</tbody>
</table>

The computed orders of convergence for $F_{N,M}$ and $Q_{N,M}$ are approximately $2^{-n}$ for $n = 0, 1, 2, \ldots, 19$. For each $r = 2^{-n}$, the computed orders of convergence are close to the theoretical order of $2^{-n}$. The results indicate that the finite difference scheme (19) on the Shishkin mesh is effective for solving the test problem with $\theta = 0.01$. The computed orders of convergence are consistent with the theoretical predictions, confirming the accuracy and reliability of the scheme.
Table 2: Finite difference scheme (19) on the Shishkin mesh: Computed two-mesh differences $F_{N,M}$ and uniform differences $F_{N,M}$ with their corresponding computed orders of convergence $Q_{N,M}$, $Q^{N,M}$ for the test problem (28) with $\theta = 1$.

<table>
<thead>
<tr>
<th>$x$ = 2$^{-1}$</th>
<th>$N=M=64$</th>
<th>$N=M=128$</th>
<th>$N=M=256$</th>
<th>$N=M=512$</th>
<th>$N=M=1024$</th>
<th>$N=M=2048$</th>
<th>$N=M=4096$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.589</td>
<td>0.494</td>
<td>0.386</td>
<td>0.298</td>
<td>0.219</td>
<td>0.148</td>
<td>0.118</td>
<td>0.100</td>
</tr>
<tr>
<td>0.368</td>
<td>0.314</td>
<td>0.255</td>
<td>0.208</td>
<td>0.158</td>
<td>0.118</td>
<td>0.102</td>
<td>0.089</td>
</tr>
<tr>
<td>0.824</td>
<td>0.815</td>
<td>0.803</td>
<td>0.827</td>
<td>0.833</td>
<td>0.841</td>
<td>0.848</td>
<td>0.855</td>
</tr>
<tr>
<td>0.275</td>
<td>0.246</td>
<td>0.215</td>
<td>0.181</td>
<td>0.151</td>
<td>0.136</td>
<td>0.124</td>
<td>0.118</td>
</tr>
<tr>
<td>0.215</td>
<td>0.182</td>
<td>0.151</td>
<td>0.122</td>
<td>0.102</td>
<td>0.089</td>
<td>0.079</td>
<td>0.069</td>
</tr>
<tr>
<td>0.627</td>
<td>0.541</td>
<td>0.454</td>
<td>0.387</td>
<td>0.328</td>
<td>0.281</td>
<td>0.243</td>
<td>0.215</td>
</tr>
<tr>
<td>0.159</td>
<td>0.138</td>
<td>0.116</td>
<td>0.097</td>
<td>0.086</td>
<td>0.076</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.275</td>
<td>0.239</td>
<td>0.203</td>
<td>0.171</td>
<td>0.146</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
</tr>
<tr>
<td>0.238</td>
<td>0.208</td>
<td>0.178</td>
<td>0.150</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
<td>0.075</td>
</tr>
<tr>
<td>0.158</td>
<td>0.138</td>
<td>0.117</td>
<td>0.097</td>
<td>0.086</td>
<td>0.075</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.368</td>
<td>0.314</td>
<td>0.255</td>
<td>0.208</td>
<td>0.158</td>
<td>0.118</td>
<td>0.102</td>
<td>0.089</td>
</tr>
<tr>
<td>0.589</td>
<td>0.494</td>
<td>0.386</td>
<td>0.298</td>
<td>0.219</td>
<td>0.148</td>
<td>0.118</td>
<td>0.100</td>
</tr>
<tr>
<td>0.824</td>
<td>0.815</td>
<td>0.803</td>
<td>0.827</td>
<td>0.833</td>
<td>0.841</td>
<td>0.848</td>
<td>0.855</td>
</tr>
<tr>
<td>0.275</td>
<td>0.246</td>
<td>0.215</td>
<td>0.181</td>
<td>0.151</td>
<td>0.136</td>
<td>0.124</td>
<td>0.118</td>
</tr>
<tr>
<td>0.215</td>
<td>0.182</td>
<td>0.151</td>
<td>0.122</td>
<td>0.102</td>
<td>0.089</td>
<td>0.079</td>
<td>0.069</td>
</tr>
<tr>
<td>0.627</td>
<td>0.541</td>
<td>0.454</td>
<td>0.387</td>
<td>0.328</td>
<td>0.281</td>
<td>0.243</td>
<td>0.215</td>
</tr>
<tr>
<td>0.159</td>
<td>0.138</td>
<td>0.116</td>
<td>0.097</td>
<td>0.086</td>
<td>0.076</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.275</td>
<td>0.239</td>
<td>0.203</td>
<td>0.171</td>
<td>0.146</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
</tr>
<tr>
<td>0.238</td>
<td>0.208</td>
<td>0.178</td>
<td>0.150</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
<td>0.075</td>
</tr>
<tr>
<td>0.158</td>
<td>0.138</td>
<td>0.117</td>
<td>0.097</td>
<td>0.086</td>
<td>0.075</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.368</td>
<td>0.314</td>
<td>0.255</td>
<td>0.208</td>
<td>0.158</td>
<td>0.118</td>
<td>0.102</td>
<td>0.089</td>
</tr>
<tr>
<td>0.589</td>
<td>0.494</td>
<td>0.386</td>
<td>0.298</td>
<td>0.219</td>
<td>0.148</td>
<td>0.118</td>
<td>0.100</td>
</tr>
<tr>
<td>0.824</td>
<td>0.815</td>
<td>0.803</td>
<td>0.827</td>
<td>0.833</td>
<td>0.841</td>
<td>0.848</td>
<td>0.855</td>
</tr>
<tr>
<td>0.275</td>
<td>0.246</td>
<td>0.215</td>
<td>0.181</td>
<td>0.151</td>
<td>0.136</td>
<td>0.124</td>
<td>0.118</td>
</tr>
<tr>
<td>0.215</td>
<td>0.182</td>
<td>0.151</td>
<td>0.122</td>
<td>0.102</td>
<td>0.089</td>
<td>0.079</td>
<td>0.069</td>
</tr>
<tr>
<td>0.627</td>
<td>0.541</td>
<td>0.454</td>
<td>0.387</td>
<td>0.328</td>
<td>0.281</td>
<td>0.243</td>
<td>0.215</td>
</tr>
<tr>
<td>0.159</td>
<td>0.138</td>
<td>0.116</td>
<td>0.097</td>
<td>0.086</td>
<td>0.076</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.275</td>
<td>0.239</td>
<td>0.203</td>
<td>0.171</td>
<td>0.146</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
</tr>
<tr>
<td>0.238</td>
<td>0.208</td>
<td>0.178</td>
<td>0.150</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
<td>0.075</td>
</tr>
<tr>
<td>0.158</td>
<td>0.138</td>
<td>0.117</td>
<td>0.097</td>
<td>0.086</td>
<td>0.075</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.368</td>
<td>0.314</td>
<td>0.255</td>
<td>0.208</td>
<td>0.158</td>
<td>0.118</td>
<td>0.102</td>
<td>0.089</td>
</tr>
<tr>
<td>0.589</td>
<td>0.494</td>
<td>0.386</td>
<td>0.298</td>
<td>0.219</td>
<td>0.148</td>
<td>0.118</td>
<td>0.100</td>
</tr>
<tr>
<td>0.824</td>
<td>0.815</td>
<td>0.803</td>
<td>0.827</td>
<td>0.833</td>
<td>0.841</td>
<td>0.848</td>
<td>0.855</td>
</tr>
<tr>
<td>0.275</td>
<td>0.246</td>
<td>0.215</td>
<td>0.181</td>
<td>0.151</td>
<td>0.136</td>
<td>0.124</td>
<td>0.118</td>
</tr>
<tr>
<td>0.215</td>
<td>0.182</td>
<td>0.151</td>
<td>0.122</td>
<td>0.102</td>
<td>0.089</td>
<td>0.079</td>
<td>0.069</td>
</tr>
<tr>
<td>0.627</td>
<td>0.541</td>
<td>0.454</td>
<td>0.387</td>
<td>0.328</td>
<td>0.281</td>
<td>0.243</td>
<td>0.215</td>
</tr>
<tr>
<td>0.159</td>
<td>0.138</td>
<td>0.116</td>
<td>0.097</td>
<td>0.086</td>
<td>0.076</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>0.275</td>
<td>0.239</td>
<td>0.203</td>
<td>0.171</td>
<td>0.146</td>
<td>0.125</td>
<td>0.109</td>
<td>0.091</td>
</tr>
</tbody>
</table>
Table 3: Finite difference scheme (19) on the Shishkin mesh: Computed two-mesh differences $F_{N,M}$ and uniform differences $F_{N,M}$ with their corresponding computed orders of convergence $Q_{N,M}$ for the test problem (28) with $\theta = 100$.

<table>
<thead>
<tr>
<th>$N=M=32$</th>
<th>$N=M=64$</th>
<th>$N=M=128$</th>
<th>$N=M=256$</th>
<th>$N=M=512$</th>
<th>$N=M=1024$</th>
<th>$N=M=4096$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon = 2^{-1}$</td>
<td>$0.812E-01$</td>
<td>$0.688E-01$</td>
<td>$0.581E-01$</td>
<td>$0.450E-01$</td>
<td>$0.311E-01$</td>
<td>$0.193E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-2}$</td>
<td>$0.238$</td>
<td>$0.243$</td>
<td>$0.369$</td>
<td>$0.535$</td>
<td>$0.691$</td>
<td>$0.815$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-3}$</td>
<td>$0.111E+00$</td>
<td>$0.866E-01$</td>
<td>$0.682E-01$</td>
<td>$0.506E-01$</td>
<td>$0.337E-01$</td>
<td>$0.195E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-4}$</td>
<td>$0.139E+00$</td>
<td>$0.101E+00$</td>
<td>$0.746E-01$</td>
<td>$0.531E-01$</td>
<td>$0.347E-01$</td>
<td>$0.202E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-5}$</td>
<td>$0.140E+00$</td>
<td>$0.119E+00$</td>
<td>$0.848E-01$</td>
<td>$0.575E-01$</td>
<td>$0.365E-01$</td>
<td>$0.214E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-6}$</td>
<td>$0.139E+00$</td>
<td>$0.112E+00$</td>
<td>$0.849E-01$</td>
<td>$0.599E-01$</td>
<td>$0.389E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-7}$</td>
<td>$0.138E+00$</td>
<td>$0.111E+00$</td>
<td>$0.847E-01$</td>
<td>$0.598E-01$</td>
<td>$0.384E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-8}$</td>
<td>$0.138E+00$</td>
<td>$0.111E+00$</td>
<td>$0.846E-01$</td>
<td>$0.597E-01$</td>
<td>$0.384E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-9}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.845E-01$</td>
<td>$0.597E-01$</td>
<td>$0.384E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-10}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.844E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-11}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.844E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-12}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-13}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-14}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-15}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-16}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-17}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
<tr>
<td>$\varepsilon = 2^{-18}$</td>
<td>$0.137E+00$</td>
<td>$0.111E+00$</td>
<td>$0.843E-01$</td>
<td>$0.596E-01$</td>
<td>$0.383E-01$</td>
<td>$0.224E-01$</td>
</tr>
</tbody>
</table>
Table 4: Finite difference scheme (19) on the Shishkin mesh: Computed two-mesh differences $F_{N,M}^{ε}$ and their corresponding computed orders of convergence $Q_{N,M}^{ε}$ for the test problem (28) with $ε = 2^{−16}$.

<table>
<thead>
<tr>
<th>$θ$</th>
<th>$N=M=64$</th>
<th>$N=M=128$</th>
<th>$N=M=256$</th>
<th>$N=M=512$</th>
<th>$N=M=1024$</th>
<th>$N=M=2048$</th>
<th>$N=M=4096$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{−16}$</td>
<td>$0.251E+00$</td>
<td>$0.165E+00$</td>
<td>$0.925E-01$</td>
<td>$0.335E-01$</td>
<td>$0.172E-01$</td>
<td>$0.087$</td>
<td>$0.949E-02$</td>
</tr>
<tr>
<td>$2^{−18}$</td>
<td>$0.607$</td>
<td>$0.789$</td>
<td>$0.829$</td>
<td>$0.807$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{−20}$</td>
<td>$0.949E-02$</td>
<td>$0.829$</td>
<td>$0.829$</td>
<td>$0.856$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{−22}$</td>
<td>$0.301E-01$</td>
<td>$0.172E-01$</td>
<td>$0.949E-02$</td>
<td>$0.856$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{−24}$</td>
<td>$0.172E-01$</td>
<td>$0.949E-02$</td>
<td>$0.856$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{−26}$</td>
<td>$0.949E-02$</td>
<td>$0.856$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2^{−28}$</td>
<td>$0.856$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td>$0.860$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ε = 2^{−16}\]