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Evaluacion de un Sistema Multimodal
de Reconocimiento de Emociones

Resumen

En el presente Trabajo Fin de Master se ha llevado a cabo la implementacion y eva-
luacién de un algoritmo de fusién multimodal para deteccién de emociones propuesto

anteriormente. Ello ha implicado la realizacion de las siguientes tareas:

La mejora del médulo de deteccion facial previo, permitiendo la deteccion de expre-
siones faciales de forma automatica y posibilitando el procesado de largas secuencias

de video.

El desarrollo de un médulo de deteccidn de emociones en texto, basado en el diccio-

nario de Whissell, capaz de proporcionar una salida emocional en el espacio continuo.

El desarrollo de una aplicacién, en forma de mensajeria instantdnea, que permite
a dos usuario interactuar emocionalmente por medio de expresiones faciales (video),
texto y emoticonos y que recoge todos los datos necesarios para el posterior calculo de

las salidas emocionales de cada uno de los modulos estudiados.

La implementacion del algoritmo de fusion y la prueba de su funcionamiento gracias

a los modulos faciales, de texto y a los emoticonos.

El disefio de un método de evaluacion para sistemas de deteccion de emociones
continuas y el desarrollo de todas las herramientas necesarias para su aplicacion. Dicho
método ha sido empleado para estudiar el efecto de la fusiéon multimodal en las tasas de

acierto.

El anélisis de los resultados obtenidos, identificando las virtudes y los defectos tanto

del algoritmo de fusién como del médulo de deteccion facial.
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CAPITULO 1

Introduccion

La computacion afectiva busca mejorar la tradicional forma de interaccion persona-
ordenador permitiendo conocer el estado emocional del usuario. Esto abre posibilidades
como ofrecer diferentes respuestas acordes al estado de &nimo del usuario o conocer las

reacciones del usuario ante ciertos estimulos o situaciones.

La comunicacién de emociones entre personas se realiza de forma natural a través
de diversos canales (tono de voz, expresiones faciales, etc). En este sentido, los es-
fuerzos actuales por mejorar la fiabilidad de los sistemas de deteccion de emociones
se encaminan hacia la multimodalidad, es decir; emplear simultineamente informacion
procedente de diversas fuentes para obtener una mejor comprensién del estado emocio-

nal del usuario.

Actualmente la deteccién multimodal es un campo abierto de investigacion que pre-
senta varios retos siendo el mds apreciable la fusiéon de informacion procedente de me-
dios muy diversos, como sefiales fisiolégicas (conductividad de la piel, ritmo cardiaco,
etc) con imagenes de video (gestos faciales, movimientos de cabeza y expresiones cor-
porales), audio, texto escrito, etc. Otros problemas son la carencia de bases de datos

multimodales anotadas y la complejidad de evaluar los resultados obtenidos.

1.1. Contexto

Siguiendo la linea de investigacion abierta por Hupont [1] se pretende obtener un
sistema fiable de deteccidon de emociones, mejorando las tasas de acierto de sistemas
anteriores. Para ello se desarrollard y evaluard un sistema multimodal cuyo esquema se

muestra en la figura 1.1.

El sistema parte de la informacién recogida a través de varios canales (o modali-
dades), esta informacion se procesa mediante una serie de médulos emocionales, que

pueden haber sido desarrollados de forma independiente. En el caso concreto de este
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Figura 1.1: Esquema del proceso de fusién multimodal

Trabajo Fin de Master se trabajard con un médulo facial, uno de texto y un médulo de
emoticonos, si bien seria posible integrar cualquier numero de médulos. Como se vera,
los resultados de estos médulos, que inicialmente pueden ser muy heterogéneos, se re-
presentan en un espacio continuo 2D, se fusionan y, por dltimo, se filtran obteniendo la

salida definitiva del sistema.
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1.2. Objetivos

El objetivo principal del Trabajo Fin de Master consiste en validar el comporta-
miento del algoritmo de fusién en condiciones reales y valorar las posibles mejoras en
las tasa de deteccion emocional gracias a la fusiéon multimodal.. Para alcanzar dicho

objetivo se realizardn los siguientes pasos:

Se mejorard un «mddulo facial», desarrollado previamente, de forma que permita
procesar un fichero de video detectando autométicamente los puntos caracteristicos de
la cara y proporcione una salida emocional en base a ellos (Seccién 3.2.1). Este médulo
serd entrenado y evaluado individualmente empleando herramientas desarrolladas para
tal fin de forma que posteriormente pueda ser comparado con la evaluacion global del

algoritmo de fusion.

Se desarrollard un «mdédulo de texto» que proporcione una salida emocional para
cada frase de un texto (Seccién 3.2.2) y un moédulo de emoticonos (Seccion 3.2.3) de

forma que el usuario pueda reportar directamente su estado emocional si asi lo desea.

Se implementaré el algoritmo de fusion descrito en el Capitulo 3 que sera capaz de
aceptar las entradas de los médulos faciales, de texto y de emoticonos, pero también las

de cualquier otro futuro médulo que se desee agregar posteriormente.

A fin de recoger los datos necesarios para la evaluacién se desarrollard una apli-
cacion de mensajeria instantdnea (Seccién 4.1) que registre la comunicacién entre dos

usuarios mediante video, texto y emoticonos.

Se propondrd un método de evaluacion del algoritmo de fusién (Capitulo 5) y se

desarrollardn las herramientas necesarias para llevarlo a cabo (Seccion 4.2).

Finalmente, se analizardn los resultados obtenidos (Capitulo 5) y se propondran

mejoras al sistema (Capitulo 6).



CAPITULO 2

Estado del Arte

Previamente a la descripcion del trabajo realizado es necesario tener en cuenta los
antecedentes existentes en el drea de la computacion afectiva. En la seccion 2.1 se pre-
senta la evolucidon de los sistemas de deteccion de emociones, de los discretos a los
continuos. En 2.2 se muestra cémo se combinan distintos sistemas a fin de mejorar los
resultados obtenidos. Por dltimo, en 2.3, se presentan los métodos existentes de evalua-

cion de los métodos de deteccion de emociones.

2.1. Deteccion de Emociones

Tradicionalmente los métodos de detecciéon empleados se han limitado a clasificar
las emociones seglin categorias; es especialmente popular la clasificaciéon de Ekman
[2] y sus 6 emociones bdsicas (asco, alegria, ira, miedo, sorpresa y tristeza), por ejem-
plo Hammal [3] y Littlewort [4], aunque también existen otros que amplian el nimero
de clases con emociones secundarias [5] o estados mentales tales como «concentrado»,
«interesado» y «pensativo» [6, 7]. Otros sin embargo, reducen la deteccién simplemente
a la deteccion de dos emociones contrapuestas [8]. No obstante, todas estas aproxima-
ciones suponen una representacion discreta, sin ninguna relacion entre ellas y que no
son capaces de reflejar el amplio rango de emociones complejas que un ser humano es

capaz de expresar.

Para superar este problema, investigadores como Whissell [9] y Plutchik [10] pre-
fieren ver los estados afectivos no de forma individual sino relacionados entre si. Estos
autores consideran las emociones como un espacio continuo bidimensional, cuyos ejes
representan la evaluacién y la activacion de cada emocién. El eje de evaluacion repre-
senta como de positiva 0 negativa es una emocion, mientras que el eje de activacion
representa lo probable o improbable de que una persona lleve a cabo una accion influi-
da por ese estado de dnimo, desde activa hasta pasiva. En la figura 2.1 se muestra el

espacio Whissell asi como la localizacién de varias etiquetas emocionales.
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Figura 2.1: Espacio emocional de Whissell

La representacion dimensional proporciona una manera de describir un amplio ran-
go de estados emocionales y asi como una medida de la intensidad de la emocién. Es
capaz de representar variaciones continuas de las emociones no solamente en el espacio,
sino a lo largo del tiempo [11]; esto resulta especialmente relevante cuando se estudia
un periodo de tiempo en el que se expresa mas de una emocion, siendo posible represen-
tar la evolucién de las mismas. Precisamente, puesto que como se vera en el Capitulo 5
se trabajard con periodos de tiempo relativamente largos y emocionalmente complejos,
serd este el tipo de salidas emocionales que se manejen en este trabajo: continuas en el

espacio y en el tiempo.

2.2. Fusion Multimodal

La fusién multimodal para el reconocimiento de emociones es un campo de estudio
muy activo en el que constantemente aparecen nuevos trabajos [12]; sin embargo, de-
bido a los problemas que presenta [13] existen multiples aproximaciones al problema
y todavia no resulta claro qué método resulta mas ventajoso. Las tres principales estra-
tegias seguidas en la actualidad son: fusién a nivel de caracteristicas, fusion a nivel de

decision y fusion hibrida.

La fusién de caracteristicas combina los datos procedentes de los distintos cana-
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les previamente a la clasificacion. Varios trabajos han mostrado buenos resultados em-
pleando esta técnica [6, 14, 15] pero presenta el problema de complicarse conforme
se incrementa el nimero de canales, especialmente cuando estos son de diferente na-
turaleza. Incluir una nueva modalidad representa un gran esfuerzo puesto que requiere

re-entrenar el sistema completo de clasificacion.

Para superar estas dificultades gran parte de los investigadores trabajan con fusién
a nivel de decisién en la que la informacion procedente de cada uno de los canales
es clasificada individualmente y posteriormente estos resultados son combinados em-
pleando distintas técnicas (reglas expertas, mayoria, suma ponderada, etc). Multiples
estudios han demostrado las ventajas de la fusion a nivel de decisién gracias a los erro-
res no correlacionados procedentes de diferentes clasificadores [16] y el hecho de que

las dependencias temporales y entre caracteristicas desaparecen.

Los métodos de fusién hibridos [17, 18] realizan ambos tipos de fusion; a nivel de
caracteristica y a nivel de decisiéon. Mantienen clasificadores separados para cada canal,
pero dado que emplean informacién de todos los canales en cada clasificador presentan

los mismos problemas de complejidad que los métodos a nivel de caracteristica.

Kim [19] estudia las diferencias entre las distintas estrategias de fusion aplicadas a
la fusion de dos modalidades; audio y sefiales fisiologicas, obteniendo mejores tasas de
acierto mediante la fusion de caracteristicas, si bien las diferencias resultan inicamente
del 3 %.

Si bien existen en la actualidad diversos sistemas de fusién [20, 21, 22], principal-
mente bimodales, no hay por el momento modelos 6ptimos de fusién genéricos y que
permitan mayor flexibilidad. En este sentido aqui se opta por un modelo de fusion a ni-
vel de decision [23] en busca de resolver el problema de la escalabilidad, simplificando

el proceso de adicién de nuevos mdédulos.

2.3. Meétodos de Anotacion y Evaluacion

El proceso de evaluacion de cualquier sistema de detecciéon de emociones comienza
por la anotacién de los datos. La anotacidn consiste en definir el resultado que serd
considerado correcto para un conjunto de datos concreto. Puede ser realizada por uno
o varios anotadores, dependiendo de la complejidad de los datos o del tipo de sistema

a evaluar. Por otro lado, la evaluacioén de los resultados ofrecidos por el sistema de



2.3. Métodos de Anotacion y Evaluacion 7

deteccion consiste en determinar si el resultado se corresponde con la anotacion previa

0O Nno.

Cuando se pretende evaluar un sistema discreto (basado en categorias) un s6lo ano-
tador puede ser suficiente, ya sea un anotador experto o el sujeto que expresa la emo-
cidn, puesto que solo es preciso determinar la categoria a la que pertenece una emocion.
No obstante es comun emplear varios anotadores y seleccionar la categoria definitiva
mediante mayoria de votos. Esto permite aportar mayor informacién como la tasa de

acuerdo entre anotadores y la exactitud de la anotacion.

Aunque también se han empleado sistemas de anotacidn por categorias para ana-
lizar sistemas continuos [24, 25] y datos que contienen varias emociones, aparece el
problema de determinar el nimero de etiquetas suficiente para discretizar el espacio
emocional. Adicionalmente, dado que este nimero 6ptimo depende de los datos estu-
diados anade una etapa mas a la evaluacién del sistema y dificulta la comparacién de

resultados entre datos de distinta naturaleza.

Asi, la anotacion continua es més adecuada cuando la muestra estudiada incluye maés
de una emocion o se encuentran emociones mezcladas y para ello se han desarrollado
herramientas como Feeltrace [26]. El problema de este planteamiento es que no resulta
practico debido a la gran cantidad de tiempo necesario para la anotacion y la falta de

correlacion entre anotadores [27].

Un método intermedio, que combina la rapidez de anotacién con una evaluacién
adecuada para sistemas continuos, consiste en centrar la anotacion a ciertos momentos
clave de la misma forma que en [25], habitualmente el inicio (onset), maximo (apex) y
final (offset) de cada emocion pero etiquetarlos en el espacio bidimensional del mismo
modo que [26]. Estos momentos clave pueden ser definidos por el propio sujeto o por
un anotador experto. Posteriormente, el resto de anotadores los etiquetardn en el espacio
bidimensional, obteniendo un conjunto mas reducido de puntos pero que siguen siendo
representativos de la evolucion de las emociones estudiadas. Este método se plantea
en [28] para un médulo de deteccién facial pero es facilmente escalable a un sistema

multimodal y serd el método empleado en este trabajo.



CAPITULO 3

Sistema de Fusion Multimodal

El sistema que se presenta en este capitulo se ha implementado en base al algoritmo
de fusién planteado por Hupont [1]. Este algoritmo pretende ser flexible, permitiendo
el empleo de multiples médulos emocionales de distinta naturaleza, proporcionando un
resultado coherente y cuya tasa de acierto sea superior a cada uno de los médulos por

separado.

La ventaja de este método de fusion es que permite la fusiéon de modulos tan distin-
tos como los que emplean sefiales fisiol6gicas con los que procesan texto introducido
por el usuario y que hayan sido desarrollados de forma independiente, sin estar disefia-
dos para trabajar junto con otros médulos. Esto es posible gracias a emplear la fusion
a nivel de decision, es decir, cada médulo procesa la informacién de los canales que
emplea y proporciona una salida emocional; posteriormente las distintas salidas son

fusionadas en el espacio continuo proporcionando un tnico resultado.

3.1. Descripcion del Sistema

A continuacién se describen las tres partes de las que consta el sistema de fusion
multimodal que se pretende evaluar: mapeo emocional, fusién temporal y «cinética

emocional».

3.1.1. Mapeo Emocional a un Espacio 2D Continuo

El primer paso en el algoritmo de fusién consiste en tener los resultados de cada uno
de los médulos expresados en los mismos términos, en este caso, en el espacio Whissell
[9]. En el caso de que un médulo proporcione como salida una tnica categoria discreta,
su paso al espacio continuo es directo, al estar todas las categorias representadas como
puntos en el espacio Whissell 2D (ver figura 2.1). Otra posibilidad, como por ejemplo

la mostrada en la figura 3.1 y que corresponde con el médulo facial desarrollado por
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Hupont et al [29], es que el mdédulo proporcione no una unica categoria, sino una mezcla
de ellas, con un peso asociado a cada una. En este caso, conociendo las posiciones
2D de las categorias y los pesos, se puede calcular la suma ponderada de todas las
categorias, obteniendo un unico punto en el espacio. Por dltimo, en caso de que el
modulo proporcione una salida bidimensional, como es el caso concreto del médulo de

texto, desarrollado en este trabajo, no es necesario realizar ninguna conversion.
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Figura 3.1: Mapeo de la salida del médulo facial al espacio Whissell

3.1.2. Fusion Temporal de Diferentes M6dulos

Las emociones humanas se presentan inherentemente siguiendo un patrén tempo-
ral continuo [11]. Partiendo de esta base y gracias al empleo del espacio bidimensio-
nal evaluacidn-activacidn, el progreso emocional de un usuario puede ser representado
como un punto (correspondiente a la posicion de un estado afectivo concreto en el
momento t) moviéndose por este espacio a lo largo del tiempo. El segundo paso de

la metodologia de fusién busca calcular el recorrido emocional mediante la fusién de
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diferentes puntos p;(t;) obtenidos por los distintos médulos a lo largo del tiempo.

La dificultad principal para conseguir la fusiéon multimodal se da por el hecho de que
el momento exacto en el que se obtendrd una nueva entrada temporal (Zy;) para cada
modulo puede ser conocido o no y el tiempo entre entradas puede ser muy diferente
para cada médulo. Para solucionar este problema se propone la siguiente ecuacidén que
calcula el estado afectivo global p(t) = [z(t); y(¢)] en un momento de tiempo arbitrario
t:

Z ;i (t)pi(to:)
p(t) == (3.1

Z ()

donde N es el nimero de modalidades fusionadas, ¢,; el momento en el que se produce

el dltimo estimulo detectado por el médulo ¢ y «;(t) es la confianza entre 0 y 1 asignados

a cada modalidad 7 en cada momento ¢.

De esta forma, la respuesta afectiva completa es la suma de la contribucion de cada
una de las modalidades p;(to;) ponderada por el coeficiente «;(t) a lo largo del tiem-
po. La definicion de «o;(t) es especialmente importante dado que gobierna la respuesta
temporal de la fusion. Tal y como propone Picard [30], la respuesta afectiva humana es
andloga a los sistemas con respuesta aditiva que decaen con el tiempo, y en ausencia de
una entrada, la respuesta regresa a un estado neutro. Siguiendo esta analogia, el valor

de «;(t) se define como:

ai(t) = (3.2)

biCi<t0i)6_di(t_t0) Zf t>c¢
0 elsewhere

donde:

= ), es la confianza global que posee cada médulo ¢, habitualmente la tasa de acierto

del mismo.

= ¢;(to;) es la confianza temporal de cada médulo 7 para un instante concreto debido
a factores externos (no debidos a la propia clasificacién). Esto permite tener en

cuenta, por ejemplo, un error temporal en el sensor en caso de sefiales fisioldgicas
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o una pérdida de las caracteristicas faciales en caso de un médulo de expresiones

faciales (debido a oclusiones, mala iluminacion, etc).

» d; es la tasa de decaimiento (en s~!) e indica cémo de ripido desaparece un

estimulo con el tiempo para el médulo i.

= ¢ es el umbral por debajo del cual se desprecia la contribucién de un médulo. Esto
es necesario dado que las funciones exponenciales tienden a cero en el infinito
pero sin llegar a anularse completamente; cualquier «;(t) por debajo de € serd

despreciado.

Estableciendo los parametros antes mencionados para cada moédulo ¢ y aplicando
las ecuaciones (3.1) y (3.2) se puede calcular el recorrido emocional que caracteriza el
progreso afectivo del usuario p(t) a lo largo del tiempo. En otras palabras, el recorri-
do emocional se construye afiadiendo progresivamente muestras a la trayectoria p(ty),

siendo t;, = kAt (con k entero) y At el intervalo temporal entre muestras.

3.1.3. Cinética Emocional

En el célculo de la trayectoria emocional aparecen dos grandes problemas:

1. Si la contribucidén de cada modulo fusionado es nula en un instante determinado,
es decir, todos los «;(t) son nulos, el denominador de (3.1) es cero y la trayectoria
no puede ser calculada. Ejemplos de situaciones en las que la contribucién de un
modulo es nula son un fallo de un sensor en el caso de médulos fisioldgicos, oclu-
siones en el caso de sistemas por vision o, sencillamente, cuando no se produce

ninguna entrada durante un tiempo y «;(t) decae por completo.

2. Si aparecen conflictos entre distintos médulos, o en caso de que un médulo pro-
duzca gran cantidad de ruido, pueden producirse grandes «saltos emocionales»

en el espacio de Whissell.

Ambos problemas pueden ser resueltos aplicando un filtrado de Kalman a la tra-
yectoria emocional resultante de la fusién. Por definicion, el filtro de Kalman estima el
estado de un sistema combinando una prediccién inexacta con una observacion inexacta

de ese estado, de forma que el término con menor incertidumbre recibe el mayor peso
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en cada instante ¢. De esta forma, por un lado, el filtro de Kalman alisa la trayecto-
ria emocional previniendo los «saltos emocionales» que erroneamente pueden aparecer
debido al ruido que presentan ciertos médulos. Por otro lado, se evitan situaciones en
las que la suma de todos los «;(t) resulte nula, empleando la prediccién del Kalman en

lugar del cdlculo de la ecuacién (3.1) para esas muestras.

De forma andloga a la mecdnica clésica, en la «cinética emocional» se tiene un
punto 2D moviéndose por el espacio de Whissell: la posicién y velocidad son mode-
lados como el estado del sistema X, en el filtro de Kalman. Asi X, = [z, y, v, v,]1
representa la posicion y velocidad XY en el instante t;. Las sucesivas muestras p(ty)
de la trayectoria emocional son consideradas observaciones del estado del sistema. Las
dos ecuaciones implicadas en el filtrado de Kalman son la Ecuacién de Proceso y la
Ecuacién de Medida.

3.1.3.1. Ecuacion de Proceso

Xir1 = Frgr0:Xp + wy

T 1 010 T

Yy 10101 Y

v, “loo1o|]|w | "W
L 0 0 01 vy 1,

donde Fj 1 es la matriz de transferencia lleva el estado X, del instante k& al instante
k + 1 (de una muestra de la trayectoria emocional a la siguiente). Se asume que el ruido
de proceso wy, es aditivo, blanco y gausiano con media cero. Tal y como se sugiere en

la literatura [31] su matriz de covarianza (), se define como:

Qk202

O wim O wix
= O wik O
O = O
— O O

donde o2 es la intensidad del ruido blanco gausiano que modela la aceleracién del punto

2D, ya que ésta no ha sido tenida en cuenta en la ecuacion de estado del sistema.
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3.1.3.2. Ecuacion de Medida

Yk:Hka+Zk
x
Tm 11000 Y +2
ym |, LO 10 0], | v g
vy |,

donde Y}, es la medida en el instante k£ y Hj, es la matriz de medida. El ruido de medida
2, se asume aditivo, blanco, gausiano, con media nula y no correlacionado con el ruido

del proceso wy. Su matriz de covarianza Ry, es la matriz identidad:

A0
melo3]

esto es asumiendo que las medidas en = e y contienen errores independientes con va-

rianza \ unidades?.

Una vez que las ecuaciones de proceso y medida estan definidas es posible aplicar la
estimacion iterativa de Kalman a la trayectoria emocional, de forma que cada iteracion

corresponda a una nueva muestra.

3.2. Caso de Estudio

A fin de demostrar la eficacia del algoritmo de fusién planteado este serd probado
gracias a tres médulos: un médulo facial, un médulo de texto y un médulo de emotico-
nos. Los datos que analizardn dichos médulos se obtendran mediante una herramienta
de mensajeria instantdnea desarrollada para tal efecto y que serd explicada en la Seccién
4.1. Los usuarios que empleen esta herramienta podrdn comunicarse mediante video,
texto escrito y emoticonos; asi pues la herramienta es capaz de proporcionar una entra-
da de video para el médulo facial y entradas de texto y emoticonos para sus respectivos

modulos.

Los tres médulos presentan salidas muy diferentes: mientras que el facial propor-

cionard una respuesta para cada frame de video y a intervalos de tiempo conocidos a
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priori, el médulo de texto unicamente proporcionard una respuesta por cada frase con
contenido emocional que el usuario escriba y el médulo de emoticonos proporcionara
un menor ndmero de respuestas pero con una gran confianza en las mismas. Fusionando
tres canales tan diferentes se pretende demostrar la flexibilidad del algoritmo de fusion.
Si bien los resultados proporcionados por el médulo de texto y emoticonos seran relati-
vamente esporddicos, se pretende que estos ayuden a resolver situaciones en las que el
modulo facial falla debido a una baja tasa de deteccion de ciertas emociones (como la

distincion entre triste y neutro) o a fallos en la deteccién de los puntos caracteristicos.

3.2.1. Modulo Facial

El médulo facial de deteccion de emociones consta de dos partes; deteccion de
distancias faciales y clasificacion de las mismas. Este mddulo se basa en el algoritmo
desarrollado por Hupont [32], con la diferencia de que en este trabajo fin de mdster
se realiza la deteccion de distancias faciales de forma automadtica en lugar de manual.
Para ello se ha empleado la libreria faceAPI [33] que proporciona los puntos faciales
mostrados en la Figura 3.2. Esto permite el procesamiento de videos de larga duracion,

no limitando las entradas a imagenes estaticas o secuencias cortas.

Ad

A

» - »
D4 ~ N\ D3 ~/

(@ (b) (c)

Figura 3.2: Puntos faciales representativos (a), distancias faciales calcuadas por el método manual (b) y
distancias faciales calculadas por el método automatico (c)

Mediante la posicion de estos puntos, se calcula una serie de distancias y dngulos
relativos entre puntos y se normalizan con respecto a la cara neutra. Sin embargo, a lo
largo del desarrollo del Trabajo Fin de Master, se observé que los puntos faciales co-

rrespondientes a los ojos proporcionados por faceAPI (marcados en azul en la imagen
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3.2a) estdn erréneamente posicionados (face API tinicamente ubica estos puntos en ba-
se al resto), lo cual imposibilita el uso de los mismos durante la fases posteriores del

algoritmo.

A fin de mitigar en lo posible los efectos negativos de la pérdida de la informacion
de estas caracteristicas faciales, se seleccionaron una serie de distancias faciales alter-
nativas, aprovechando las caracteristicas disponibles. A pesar de esto, como se comenta
en la seccion 5.5, la tasa de deteccion del moédulo facial ha disminuido notablemente

con respecto a la selecciéon manual de caracteristicas.

Una vez obtenidas las distancias relativas a la cara neutra estas se clasifican em-
pleando la coleccion de algoritmos de machine learning Weka [34]. En concreto se una
combinacion de los clasificadores RIPPER, Multilayer Perceptron, SVM, Naive Bayes
y C4.5. El resultado de la combinacion de los clasificadores anteriores reduce el riesgo
global de fallo, si bien cada clasificador puede tener un mejor funcionamiento para una
clase individual [29].

A fin de entrenar los clasificadores mencionados en el parrafo anterior han sido em-
pleadas dos bases de datos de expresiones faciales, la «MMI Facial Expression Databa-
se» [35] y la «MUG Facial Expression Database» [36]. Estas bases de datos permiten
conseguir una muestra de imdgenes anotadas lo suficientemente extensa y universal. De
esta forma se facilita que el reconocimiento de expresiones faciales funcione bien en
personas de ambos sexos y diferentes rasgos faciales. Un ejemplo de imédgenes proce-

dentes de estas bases de datos puede observarse en la Imagen 3.3.

Astonished

\ Panicky Disagreeable Confused Wor.ried Discouraged
Figura 3.3: Ejemplos de imdgenes procedentes de las bases de datos
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Con las distancias faciales obtenidas a partir de estas imdgenes se entrena el modelo
empleado para clasificar las distancias faciales de cada uno de los frames de un video.
El médulo facial proporciona como salida para cada frame, el peso asociado a cada una
de las emociones de Ekman mas el estado neutro (Imagen 3.4). Esta salida constituye la
entrada proporcionada al algoritmo de fusidn, junto con una estimacién de la precision
de deteccién de los puntos faciales que serd empleada como valor ¢;(%y;) en el algoritmo

de fusion.

Associated affective weights

0,9
0,8
0,7
0,6
0,5
0,4
0,3
0,2

0,1 |

Disgust Joy Anger Fear Sadness Neutral Surprise

Figura 3.4: Ejemplo de salida emocional proporcionada por el médulo facial

3.2.2. Modulo de Texto

El médulo de texto analiza el texto tecleado por el usuario y sido desarrollado in-
tegramente en este trabajo fin de master. El médulo proporciona como resultado un
punto en el espacio bidimensional por cada frase con carga emocional. En funcién de
la conversacion entre los usuarios el nimero de este tipo de frases puede ser muy alto
o relativamente bajo, pero puede ser de gran ayuda en la detecciéon de emociones que
mediante el mddulo facial resultan complicadas de distinguir.

@

Figura 3.5: Esquema de funcionamiento del médulo de texto
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El proceso de célculo del estado emocional a partir de texto se observa en la figura

3.5 y consta de cinco fases:

1. La frase es descompuesta y convertida a su forma mds simple; los sustantivos
pasan a singular masculino, los verbos a infinitivo, etc. Para esta tarea se emplea

la libreria de andlisis de texto FreeLing [37] capaz de trabajar en varios idiomas.

2. Se eliminan las llamadas «stop-words» que no aportan informacion a la frase a

fin de simplificarla (por ejemplo «algo», «desde», «esa», «esto», etc).

3. Se detecta la presencia de negadores, que modificardn el valor de las palabras a

las que precedan.

4. Se buscan las palabras restantes en el diccionario Whissell, de forma que se les

asigne un valor emocional.

5. Se pondera el valor emocional de todas las palabras de la misma frase, proporcio-

nando el resultado final.

El valor emocional de cada frase f(k) queda definido segtin la ecuacién 3.3, donde
p(7) es la posicion en el espacio Whissell de cada palabra y 7(i) tomard el valor de —1
en caso de existir un negador o 1 en caso contrario y siendo N el nimero de palabras

con valor emocional.

flk) = =—— (3.3)

3.2.3. Modulo de Emoticonos

Por ultimo, el médulo de emoticonos permite que el usuario reporte directamente
su estado emocional durante una conversacion. La frecuencia que puede esperarse de
este médulo es pequeiia, pero de gran importancia por tres motivos; la tasa de acierto
de este mddulo es del 100 % (a no ser por error o engafio por parte del usuario), permite
la entrada de estados emocionales en el algoritmo de fusién que el moédulo facial no es
capaz de detectar, como el aburrimiento, la calma o la satisfaccién y el usuario suele

emplearlo en momentos clave de mayor intensidad emocional.
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Los emoticonos mostrados en la Figura 3.6 han sido disefiados para ser facilmente
reconocibles para el usuario, resultando representativos de cada una de las emociones y

abarcando la mayor parte posible del espacio Whissell.

® 0% P ® e 6

Aburrido Alegre  Anonadado Asustado Cabreado Complacido Confuso  Contento

O © D O @

Enfadado  Extatico Miserable Satisfecho Sorprendido Temeroso Tranquilo Triste
Figura 3.6: Emoticonos disefiados y su etiqueta emocional



CAPITULO 4

Herramientas Desarrolladas

Todas las herramientas presentadas en este capitulo han sido desarrolladas expresa-
mente para permitir la evaluacion del algoritmo de fusién y de los médulos presentados

en el Capitulo 3, posibilitando la captura de datos y su posterior andlisis y anotacion.

Se han realizado empleando el entorno de desarrollo QtCreator y las librerias Qt
4.7, que posibilitan el empleo de las herramientas en la mayoria de sistemas operativos
(Windows, Linux, Mac OS).

4.1. Herramienta de Mensajeria Instantanea

La aplicacién de mensajeria instantdnea se encarga de registrar el video, texto y
emoticonos de la conversacion llevada a cabo por dos usuarios para proporcionar las
entradas emocionales que se estudiardn mediante los médulos y el algoritmo de fusion

explicados en el Capitulo 3.

Affective Instant Messaging

Chat settings Help Devices

P .
f\,{\ | Holat |
-\ 4

[/ ha \
\\ Hola, qué tal? ‘

@@.@@@@@@@@@@@@@

Figura 4.1: Vista del programa de chat

La libreria GStreamer es empleada para capturar el video mediante una webcam
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convencional, posibilitando el uso de la aplicacién en cualquier computador. La imagen
es entonces mostrada en la pantalla local, comprimida, retransmitida hasta el equipo re-
moto y grabada en disco para su posterior uso. Simultdneamente se registra la escritura
en el chat y 1a pulsacién de emoticonos a fin de poder sincronizar los datos provenientes

de los tres canales en el algoritmo de fusion.

4.2. Herramienta de Seleccion de Puntos Clave

Esta herramienta ha sido desarrollada para visualizar los videos obtenidos mediante
la herramienta de mensajeria instantdnea y facilitar la seleccion de puntos clave de cara
a la evaluacion. Como puede observarse en la figura 4.2 en la zona izquierda se muestra
la imagen de video mientras que en la derecha se representan los puntos emocionales
de ese instante, obtenidos mediante el algoritmo facial y el de fusidn, en el espacio
Whissell.

©® Emotion Explorer

Javi ‘

19:28:31

3

& Facial Fusion & Kalman save Graph.

# frames = 4559 Actual =2899 start. stop | | Export Selection. Show Selection

| open... Grab | [<| (> 03

Figura 4.2: Vista del programa de seleccion de key-frames. Vista de video capturado

Ademas permite analizar los resultados, visualizando las trayectorias emocionales
tanto del modulo facial como del algoritmo de fusion y su evolucidn. Para ello es posible
seleccionar un periodo de tiempo (figura 4.3) y visualizar tanto en su representacion en
el espacio Whissell como con respecto al tiempo de forma que se visualice de forma

sencilla el paso por cada emocion.

De esta forma la herramienta permite a un usuario experto seleccionar los instantes
de tiempo de mayor relevancia emocional para que posteriormente un mayor nimero
de usuarios anoten los datos. La herramienta extrae las imdgenes y los resultados selec-

cionados que serdn entregados junto con la herramienta de anotacion a los anotadores.
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Figura 4.3: Vista del programa de seleccion de key-frames. Evolucion temporal de la emocidn.

4.3. Herramienta de Anotacion de Puntos Clave

La herramienta de anotacion de puntos clave ha sido disefiada para permitir la ano-
tacion por parte de usuarios inexpertos de los datos proporcionados por la herramienta
de seleccion. Si bien existen programas similares empleados por otros investigadores
como Feeltrace [26] o Anvil [38] estos no resultan lo suficientemente sencillos como
para poder ser empleados por anotadores no expertos desde casa, lo que limita los po-
sibles voluntarios. Anvil ademds no permite una anotacién en el espacio bidimensional
de forma precisa y rdpida, ambos programas requieren de videos como datos de entrada

con unos codecs muy especificos y no admiten imdgenes estdticas.

La aplicacion desarrollada muestra a los anotadores la imagen clave seleccionada
del video y las dos tltimas frases ocurridas en el chat a fin de proporcionar el contexto
necesario. En la zona de la derecha (como se muestra en la figura 4.4) se muestra el
espacio Whissell junto con una serie de etiquetas que faciliten la decision del punto

emocional adecuado.

X3.00Y:097 Imagen2 de 96

[11sa 1Holar | —
iguiente
|tsergio] sabes? desde que te vime he comprado un coche nuevol | - |

Nombre: oK

Figura 4.4: Vista del programa de anotacién
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Tras realizar la evaluacion completa de los datos la aplicacién permite introducir un
comentario o sugerencia para ser tenida en cuenta en posteriores estudios y los registros
son enviados automdticamente a un servidor FTP para su andlisis. De esta forma la apli-
cacion puede ser descargada por los anotadores desde un servidor web y ser empleada

en sus propias casas.



CAPITULO 5

Evaluacion del Sistema Multimodal

Una vez implementados los tres mdédulos emocionales, el algoritmo de fusién y
todas las herramientas necesarias para el tratamiento de los datos se ha realizado la
evaluacidn del sistema multimodal y su comparacién con respecto a la respuesta pro-
porcionada por el médulo facial en solitario. La metodologia de evaluacion se compone
de cuatro pasos; recogida de datos, seleccion de puntos clave, anotacion de puntos clave

y andlisis de los datos anotados.

5.1. Sesiones de Recogida de Datos

Para la recogida de datos se ha empleado la herramienta de mensajeria instantdnea
mostrada en la Seccidn 4.1, realizandose sesiones por parejas de usuarios. Las condicio-
nes de recogida de los datos son las que cualquier usuario pueda tener en su hogar, no
se ha empleado ningtin fondo ni iluminacién especial durante los videos y el programa

de mensajeria instantdnea puede ser instalado en cualquier equipo actual.

De esta forma se graban los videos, el texto y los emoticonos empleados durante la
comunicacion. De las multiples sesiones realizadas para la evaluacién final se emplea-
ron 4 conversaciones, es decir 8 videos, de entre 2 y 3 minutos de duracion y en los
que se intercambiaron 84 frases. La seleccion de los videos corresponde a los que se
aprecia un mayor nimero de emociones en un periodo de tiempo menor de forma que

la anotacion posterior resulte menos pesada para los anotadores y més eficiente.

5.2. Seleccion de Puntos Clave

Para aligerar la carga de los 16 anotadores que participaron en los test, se extraje-
ron 96 puntos clave de los 8 videos, que representan los puntos emocionalmente mas

representativos de los videos, es decir, los puntos de comienzo, maximo y descenso de
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las emociones presentadas en ellos. En la imagen 5.1 puede observarse una trayectoria
emocional y un ejemplo de puntos clave seleccionados sobre la misma. De estos instan-
tes clave se extraen las imagenes que serdn mostradas a los anotadores (empleando la
herramienta descrita en la Seccion 4.2) junto con las dos ultimas frases intercambiadas
antes de cada instante de tiempo de forma que los anotadores tengan mayor conoci-

miento del contexto.
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Figura 5.1: Trayectoria emocional y puntos clave seleccionados

5.3. Anotacion de Puntos Clave

Los puntos clave fueron anotados en el espacio Whissell gracias a la participacion
de 18 voluntarios. Los anotadores disponen para cada instante a anotar de la imagen
capturada por la cdmara, las dos tltimas frases escritas por los usuarios del chat asi
como los emoticonos que puedan estar incluidos dentro de estas frases (Imagen 5.2). De
esta forma los anotadores disponen de la mayor informacién disponible para determinar

el estado emocional del sujeto.

5.4. Analisis de los Datos Anotados

Los datos de las evaluaciones recogidas han sido empleados para definir una regién
en el espacio 2D donde el resultado emocional se considera correctamente localizado.
El algoritmo que calcula la forma de la region estd basado en el Minimum Volume

Ellipsoid (MVE) empleando el método descrito por Kumar y Yildrim [39]. El algorimo
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Figura 5.2: Herramienta de anotacién e informacién mostrada al anotador

MVE busca el elipsoide de menor volumen capaz de incluir todo el conjunto de puntos,

excluyendo espurios en caso de existir.
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Figura 5.3: Método del Elipsoide de Minimo Volumen sobre el espacio Whissell

En la imagen 5.3 se observa la representacion del Método del Elipsoide del Mini-
mo Volumen sobre el espacio Whissell. Las marcas representadas mediante «+» son los
puntos seleccionados por los anotadores, «+» marca del elipsoide del mismo y el sim-
bolo «*» representa la salida emocional del médulo evaluado o del algoritmo de fusién

seglin sea el caso.

Los MVEs calculados son empleados para evaluar los resultados a cuatro niveles

diferentes:

1. Criterio de la elipse. Si el punto detectado por el sistema se encuentra dentro de
la elipse es considerado acierto (Imagen 5.3a), en caso contrario fracaso (Imagen
5.3b).



5.4. Andlisis de los Datos Anotados 26

2. Criterio del cuadrante. La salida del sistema es considerada correcta en caso de
que se encuentre dentro del mismo cuadrante del espacio Whissell que el centro
de la elipse calculada. En la Imagen 5.3a el criterio seria fracaso, mientras que en

5.3b seria acierto.

3. Criterio del eje de evaluacion. La salida del sistema se considera correcta si esta
situada en el mismo semi-eje (positivo o negativo) del eje de evaluacién que el
centro de la elipse. Esta informacidn es especialmente ttil para determinar si una

emocion es positiva o negativa. En ambos casos de la imagen 5.3 seria acierto.

4. Criterio del eje de activacion. Es el criterio anterior aplicado al eje de activacion.
Esta informacién es relevante para conocer si un usuario estd mas dispuesto a
realizar alguna accion bajo el estado emocional.En la Imagen 5.3a el criterio seria

fracaso, mientras que en 5.3b seria acierto.

Uno de los problemas que surgen a la hora de comparar tasas de acierto entre méto-
dos desarrollados por distintos autores resulta del hecho de que los datos empleados por
unos pueden consistir en sujetos que expresan una emocion de forma actuada [35] (con
mayor o menor grado de exageracion), otros pueden consistir en emociones provocadas
deliberadamente mediante un estimulo externo [40] y en un tercer grupo las emociones

aparecen de forma natural [5], resultando mucho mas dificiles de detectar.

Una posible solucién a este problema es el uso del método de las elipses tal como
se ha planteado aqui. La ventaja de emplear el método de las elipses consiste en que la
distancia mixima permitida para que un punto sea considerado acierto varia en cada ca-
so. Si una expresion resulta muy exagerada los puntos seleccionados por los anotadores
se concentran en una region pequefia del espacio, resultando més estricta la aceptacion
del resultado del sistema como valido. Un ejemplo de esta situacion puede observarse

en la imagen 5.4.

Sin embargo, en el caso de expresiones no actuadas, o expresiones poco claras y
que admiten més de una interpretacién nos encontramos con que el drea marcada por
el conjunto de anotadores resulta mucho mas extensa, siendo maés flexible a la hora de
aceptar un resultado del sistema de deteccion estudiado (imagen 5.5). De esta forma se

obtiene un resultado dependiente del grado de consenso entre anotadores.
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Figura 5.5: Expresién poco clara en la que hay gran dispersién entre anotadores

5.5. Resultados de la Evaluacion

Los resultados obtenidos mediante las diferentes estrategias de evaluacién se mues-
tran en la Tabla 5.1. Se presentan los resultados de los algoritmos faciales, del de texto y
del médulo de fusién multimodal. En este dltimo caso, como puede observarse, la tasa
de acierto es del 68,75 % en el caso mas restrictivo (el criterio de la elipse) y se sitia
en 94,79 % cuando se considera el criterio de activacién. Es importante destacar que,
de acuerdo a Bassili [41], un observador entrenado puede clasificar correctamente una

media del 87 % de las expresiones faciales.

Tal y como se ha comentado en el apartado anterior, debido a la gran diversidad
de métodos de clasificacion (discretos y continuos) y de evaluacién empleados por los
distintos autores, resulta complicado comparar objetivamente los resultados obtenidos
por distintos autores. A modo de ejemplo, Busso et al [42] muestra un sistema bimodal

(facial + audio), con emociones actuadas y reconocimiento facial basado en marcadores
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Elipse | Cuadrante | Evaluacion | Activacion

Facial (manual [1]) | 73,73% | 87.45% 94,12 % 92,94 %

Facial (automatico) | 59.38% | 75,00 % 82,29 % 94,79 %

Texto 69,56 % | 73,91 % 79,16 % 78,26 %

Fusion 68,75% | 77,08 % 83,33 % 94,79 %

Cuadro 5.1: Tasas de acierto de los algoritmos facial y de fusién

colocados sobre la piel del sujeto a estudiar. La clasificacion se realiza tinicamente en
base a cuatro categorias (enfado, tristeza, alegria y neutra). La tasa de acierto del médulo
de audio es del 70,9 %, la tasa del mdodulo de facial es del 85 % resultando una tasa
de acierto combinada del 89,1 %. Por otro lado Kim [19] evalda un sistema de fusién
bimodal (audio + sefiales fisioldgicas), los resultados son proporcionados en el espacio
continuo, sin embargo su criterio de evaluacion se limita a observar el cuadrante en el
que se encuentra el resultado. Se obtienen tasas de acierto de un 51 % para el médulo
fisiologico, un 54 % para el modulo de audio y un 55 % para el sistema combinado. No
obstante sus resultados parecen muy dependientes del sujeto estudiado, llegando en un

caso a obtener una tasa del 92 %.

5.6. Analisis de Resultados

A continuacion se presenta el andlisis de los resultados obtenidos gracias a las eva-
luaciones realizadas y a la observacion de las trayectorias emocionales del médulo facial

y el algoritmo de fusién multimodal.

5.6.1. Resultados del Nuevo Método Facial

Como puede observarse en la tabla 5.1, el médulo facial ha sufrido un descenso

importante en la tasa de acierto, esto es debido a dos factores fundamentales:

1. La precision de deteccion de caracteristicas faciales obtenidas mediante face API
es mucho menor que las obtenidas mediante una selecciéon manual. No obstante,
una caracteristica favorable de face API es que proporciona una medida de la pre-

cisién, mediante un factor entre 0 y 1, que puede ser empleado como valor ¢;(to;)
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en la ecuacion 3.2. Gracias a ello, este efecto puede quedar mitigado siempre y

cuando se disponga de entradas emocionales procedentes de otros médulos.

2. FaceAPI no detecta las caracteristicas correspondientes al contorno de los ojos
lo que provoca que ciertas distancias faciales no puedan ser calculadas. Esto re-
sulta especialmente importante dado que muchas expresiones faciales, como la
sorpresa o la ira, modifican el contorno de los ojos y esta informacion deja de

estar disponible para los algoritmos de clasificacion.

5.6.2. Resultados del Algoritmo de Fusion

Gracias al empleo de la multimodalidad se aprecian tres grandes mejoras: incre-
mento en la tasa de acierto, ampliacion del drea emocional detectada y mejora de la

trayectoria emocional.

5.6.2.1. Mejora de las Tasas de Acierto

En el caso estudiado se observa un incremento de la tasa de deteccién emocional
del algoritmo de fusién con respecto al médulo facial automatico, pasando de 59,38 %
a 68,75 %. Este incremento resulta especialmente significativo teniendo en cuenta que
las entradas emocionales producidas por los médulos de texto y emoticonos resultan
mucho mas dispersas que las del médulo facial. Conviene aclarar que, a pesar de que
las tasas de acierto de los médulos de texto y emoticonos sean superiores a la tasa global
del algoritmo facial, no seria posible construir la trayectoria emocional sin el empleo del
modulo facial, puesto que se producirian grandes discontinuidades temporales debido a
la falta de datos.

5.6.2.2. Ampliacién del Area de Deteccién Emocional

Uno de los problemas intrinsecos del médulo facial que se solventa mediante la fu-
sion multimodal es la limitacion del drea de deteccion del mismo. Dado que el resultado
proporcionado por el médulo facial es una media ponderada de los puntos definidos por
las emociones de Ekman, cualquier emocion que se encuentre fuera del poligono defi-

nido por ellas resulta inalcanzable.

En la imagen 5.6 observamos sombreada el drea en la que trabaja el médulo facial
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Figura 5.6: Ejemplo de resultado fuera del rango delm
a la fusién.

o
6dulo facial, que sin embargo es alcanzable gracias

y cédmo emociones tales como decepcion, irritacion o desesperacién quedan fuera de
esta zona. Situaciones como la mostrada siempre resultardn en fallo para el médulo
facial puesto que todos los anotadores coinciden en sefialar una zona emocional que no
intersecta con la alcanzable por el médulo facial. Sin embargo, gracias al empleo de
modulos complementarios o con drea mds extensa es posible alcanzar estas zonas. Esto
abre el camino al desarrollo de médulos especificos que mejoren la tasa de aciertos en

zonas en las que otros moédulos tienen una tasa de aciertos menor.

5.6.2.3. Mejora de la Trayectoria Emocional

El filtrado de Kalman aplicado en la fusién multimodal ha resultado muy eficiente
a la hora de suavizar oscilaciones provocadas por el funcionamiento deficitario de la
deteccion facial (figura 5.7), ademds de permitir obtener una salida emocional coherente

incluso en periodos de oclusion facial y ausencia de otras entradas emocionales.

La figura 5.7 muestra la evolucion temporal de la respuesta del algoritmo de fusién
multimodal sin filtrar (Evaluacién vs Tiempo en 5.7a y Activacién vs Tiempo en 5.7b)
en la que se observa una gran cantidad de ruido, con picos debidos a una deteccién
deficiente de caracteristicas faciales por parte del médulo facial y que no constituyen
una variacién emocional real. Estas variaciones desaparecen en la respuesta filtrada

mediante Kalman (Evaluacion vs Tiempo en 5.7c y Activacion vs Tiempo en 5.7d).



5.6.

Andlisis de Resultados 31

Evaluation

Evaluation

Activation Axis - Video

Evaluation Axis - video

Occluded period
Occluded period

L L
200 250

. . . .
150 200 250 0 50 100 150
time [frames] time [frames]

@) (b)

Activation Axis — Kalman

Evaluation Axis — Kalman

Activation

3 L L L L L L L L L 3 L L L W L L L L L
0 20 40 60 80 100 120 140 160 180 0 20 40 60 80 100 120 140 160 180
time [t] time [t]

(@ (d)

Figura 5.7: Efecto del filtrado de Kalman ante una oclusién

Asimismo se observa que, durante el periodo de oclusion facial dado que no existian

otras entradas emocionales procedentes de otros mddulos en ese instante, el algoritmo

sin filtrar no es capaz de proporcionar una respuesta, mientras que gracias al filtrado de

Kalman la respuesta emocional mantiene una trayectoria coherente hasta que se dispone

de una nueva entrada emocional.



CAPITULO 6

Conclusiones y Trabajo Futuro

En este trabajo fin de master se ha llevado a cabo la implementacién y evaluacion
de un método de fusion multimodal planteado previamente. Ello ha implicado la reali-

zacion de las siguientes tareas:

= Se ha mejorado el médulo de deteccion facial, permitiendo la deteccién de ex-
presiones faciales de forma automadtica y posibilitando el procesado de largas
secuencias de video. Si bien se ha producido un descenso en la tasa de deteccion
del médulo no ha constituido un problema para el desarrollo del trabajo y la tasa

sigue siendo aceptable.

m Se ha desarrollado un médulo de deteccion de emociones en texto, basado en el

diccionario de Whissell, capaz de proporcionar una salida emocional continua.

= Se ha desarrollado una aplicacién, en forma de mensajeria instantdnea, que per-
mite a dos usuario interactuar emocionalmente por medio de expresiones faciales
(video), texto y emoticonos y que recoge todos los datos necesarios para el pos-

terior calculo de las salidas emocionales de cada uno de los mddulos estudiados.

= Se ha implementado el algoritmo de fusién y probado su funcionamiento gracias
a los modulos faciales, de texto y emoticonos. Dicha implementacién se ha reali-
zado de forma flexible, posibilitando el empleo de futuros médulos sin necesidad

de modificar el cédigo de la aplicacion.

= Se ha propuesto un método de evaluacion para sistemas de deteccion de emo-
ciones continuas y se han desarrollado todas las herramientas necesarias para su
aplicacion. Dicho método ha sido empleado para estudiar el efecto de la fusion
multimodal y el empleo de informacién procedente de distintos canales en la tasa

de acierto.
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m Se ha realizado un analisis de los resultados obtenidos, identificando las virtu-
des y los defectos tanto del algoritmo de fusién como del nuevo modelo facial

implementado.

En cuanto a las posibles mejoras que pueden llevarse a cabo en futuros trabajos,
ha quedado patente durante las pruebas realizadas la existencia de grandes deficiencias
en la libreria de deteccion facial face API, resultando en una gran caida de la tasa de
acierto individual del médulo facial con respecto a la seleccion manual de puntos y
por consiguiente afectando negativamente al resultado global del algoritmo de fusion.
Resultaria por tanto conveniente disponer de un médulo de deteccion de caracteristicas
faciales alternativo, si bien ninguno de los evaluados hasta la fecha ha proporcionado

resultados satisfactorios.

Con respecto al mddulo de texto, una posible mejora seria realizar una correccion
ortografica de la frase introducida por el usuario previamente a su reduccion a la forma
morfolégica por FreeLing. Otra mejora pasaria por tener en cuenta los signos de pun-
tuacion, especialmente las exclamaciones como «potenciadores del eje de activacion»,
por ejemplo, multiplicando por un factor el valor emocional de activacioén en una fra-
se. En caso de ser necesario el mddulo de texto podria ser empleado en lengua inglesa

puesto que se dispone del diccionario Whissell en su lengua original.

En cuanto al sistema multimodal, en el futuro se espera poder evaluarlo empleando
modulos de sefiales fisioldgicas (ritmo cardiaco, conductividad de la piel, etc) y médu-
los de anadlisis de la voz. Incluso, seria posible combinar un software de dictado a fin de

emplear el médulo de texto para deteccidon de conversaciones habladas.
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