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Abstract

Channel estimation is the approximation of the discrete impulse response of an unknown channel
by using the minimum mean square error criterion (MSE). In a classic approach, this approxi-
mation can be obtained by adaptively adjusting the weights of a finite impulse response (FIR)
transversal filter, also known as ’training’.

This study is a theoretical approach to characterize the viability of the Laguerre filters in a
UWB communication system.

Channel estimation in ultra wide band (UWB) channels has to deal with long impulse re-
sponses due to the high sampling rate and usually the energy is concentrated in a small fraction
of time intervals. With a classical approach with a FIR transversal filter, a large order filter is
needed for correctly approximating the long impulse response and most of the filter coefficients
gather little or no energy because of the concentration of the energy in small fractions of time
intervals.

To understand the source of this problem it has to be explained that an approximation is made
by representing a function as a weighted sum of a complete orthonormal set (basis functions),
and then truncating these sum to a fixed number of terms (filter order). In the classical FIR
approach, these complete orthonormal set is the Kronecker delta (6(k — 7)), also known as
canonical basis. The problems with UWB channels arise because of the extremely short time
spread of the FIR basis functions.

In the present study, the approximation by means of another complete orthonormal set, the
Laguerre sequences, which are a compromise between FIR and infinite impulse response (IIR)
systems and can be seen as a generalization of the FIR filters. These sequences are used to esti-
mate the channel response of some UWB-test channels and realizations of the UWB stochastic
model given by the IEEE 802.15.4a standard, showing that they offer a better performance, in
terms of MSE, as a generalization of FIR filters, however this improvement is not very significant
when the channel presents abrupt changes, due to the low-pass behavior of Laguerre filters, as
occurs in UWB channels.

Adaptive methods, such as the recursive least squares (RLS), are also covered in the study.
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Resumen

Por estimacién de canales entendemos la aproximacién de un canal desconocido usando el criterio
de minimo error cuadratico medio (MSE). En un enfoque cldsico, esta aproximacién es obtenida
ajustando de manera adaptativa los coeficientes de un filtro FIR transversal, también conocido
como ’entrenamiento’.

La estimacién de canales en canales de banda ultra ancha (UWB) tiene que hacer frente a
respuestas impulsionales largas debido a la alta frecuencia de muestreo y usualmente la energia
estd concentrada en una pequena fraccion de los intervalos de tiempo. En un enfoque clésico,
usando un filtro transversal FIR, se requiere un orden elevado para poder estimar de manera
correcta la larga respuesta impulsional y la mayoria de los coeficientes del filtro relinen poca o
ninguna energia debido a la concentracion de la energia en pequenas fracciones de intervalos de
tiempo.

La fuente de este problema viene del hecho de que una aproximacién consiste en representar
una funcién como una suma ponderada de una base ortonormal completa (también llamadas
funciones base), y luego truncar esta suma a un nimero fijo de términos (equivalente al orden
del filtro). En el enfoque clésico del filtro FIR transversal, las funciones base se corresponden
con la delta de Kronecker (6(k — j)), también conocida como la base canénica. El problema con
los canales UWB surgen debido a extremadamente corta extensién temporal de las funciones
base de los filtros FIR.

En este estudio, la aproximacion es llevada a cabo por medio de otra base ortonormal, las
secuencias de Laguerre, las cuales forman un compromiso entre los sistemas FIR y los IIR; y
ademads pueden ser consideradas como una generalizaciéon de los filtros FIR. Estas secuencias
son utilizadas para la estimacion del canal para varios canales de prueba en el &mbito UWB y
para realizaciones del modelo estocastico de canales UWB proporcionado por el estdndar IEEE
802.15.4a, mostrando que ofrecen mejor rendimiento, en términos del error cuadratico medoi
(MSE), como generalizacién de los filtros FIR, sin embargo esta mejora no es muy significante
cuando el canal presenta cambios abruptos, debido al comportamiento paso bajo de los filtros
de Laguerre, como ocurre en el caso de canales UWB.

Métodos adaptativos, como el algoritmo RLS; y el problema relativo a la ecualizacién de
canales también estdn cubiertos en el estudio.

Este estudio es una aproximacién tedrica para caracterizar la viabilidad de los filtros de
Laguerre en un sistema de comunicacién UWB.
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1. Introduction

1.1. Motivation

1.1.1. Presentation of the idea

The radio channels in wireless communications suffer from multipath propagation and fading.
Multipath is caused by the propagation phenomenon that makes the radio signals to reach the
receiving device by two or more paths, causing a constructive or destructive interference which
causes a fading effect and intersymbol interference (ISI). Fading can be caused by multipath
or shadowing from obstacles. To remove ISI from the received signal, many kinds of equalizers
can be used, however most of them require knowledge of the channel impulse response (CIR).
To estimate the CIR usually a channel estimator based on a known input sequence is used.
A criterion is needed to evaluate the estimation, which in this case it will be the minimum
mean square error (m.m.s.e.). In particular, in this study ultra wide band (UWB) channels are
estimated, which are characterized by long impulse responses, due to the high sampling rates
and usually the energy is concentrated in a small fraction of time intervals or samples. As an
example, in Figure 1.1 an UWB channel realization of the IEEE 802.15.4a model typical for Non
Line-Of-Sight(NLOS) residential area environments is represented.

Example of UWB channel

0.25

o
=
al

o
[EnY

Modulus [h(K)|

0.05

Ll
0 500 1000 1500 2000 2500 3000 3500 4000
Samples (k)

Figure 1.1.: Impulse response of an UWB channel given by the realization of a stochastic model
according to [8].



CHAPTER 1. INTRODUCTION

1.1.2. Description of the problem

Classically (see [11], [3]) the channel estimation (also known as system identification or channel
approximation) is made by adaptively adjusting the weights of a transversal filter. This process
is known as ’training’ (see []). A finite impulse response (FIR) transversal filter is shown in
Figure 1.2. If we consider z(k) as the input of the system, and wy; as the i-th filter weight of
a filter of order M, the estimated output of the system is given by

M
ar (k) = waria(k — i) (1.1)
1=0

and the resulting estimated impulse response (assuming the stationary solution of the filter
weights) is the output of the system when fed with an impulse input (Kronecker’s delta §(k —1)),
say

M
har(k) = warid(k — i) (1.2)
i=0
Taking a look at the resulting estimated impulse response, it can be seen that it corresponds
x(k-1) x(k-2) x(k —3) x(k—-M)
x(k)
= 2! ! ce— Z1

Wiro Wara
N L A

"2 X Wars TaYs

Py (k)

Figure 1.2.: Classic transversal filter

to a finite impulse response (FIR) filter and each filter weight corresponds to a coefficient for
one delta function. This causes that when a long impulse response is needed, a large number of
filter weights are needed. As an example, let’s consider the idealized UWB test channel impulse
response of Figure 1.3 which satisfies the two main characteristics of the UWB channels, say,
long impulse response and energy concentrated in a small fraction of time intervals. With a
classical FIR filter approach as described before, we would need at least some 400 taps for
correctly gathering the energy of the CIR. Here come to light two of the main problems of this
kind of approach, one is that a large order filter is needed for correctly gathering the energy
and the second one is that most of these filter taps contain no energy because the energy is not
homogeneously distributed.

The source of this problem is the extremely short time spread of the Kronecker’s delta func-
tions, which are the FIR basis functions if the channel impulse response is modeled as an element
of the Hilbert space of square integrable functions, £?(Ng), and the Kronecker’s delta function
as the basis functions that span the space, i.e., every function of the space can be expressed as
a weighted sum of this set, say

+oo
h(k) = cid(k —1). (1.3)
=0

An approximation is made by truncating this sum to a fixed number of terms

) M
hM(k) = E Cié(k—i)
1=0

Final Project - Javier Jalle Ibarra 2



CHAPTER 1. INTRODUCTION

Example of a simple FIR UWB-like channel response
035 T T T T

0.3r .

0.25¢ .

0.2 i

0.15¢ .

Amplitude h(k)

0.1r i

0.05¢ ' ‘ .

0 100 200 300 400 500
Samples (k)

Figure 1.3.: Example of a FIR response that represents in a simple way the featured channel
response

which corresponds to the output of an FIR transversal filter of order M.

1.1.3. Proposed solution

Following with the idea of the basis functions, it has been said that the problem of the estimation
of UWB channels with a classic FIR filter is that a large order filter is needed due to the extremely
short time spread of the FIR basis functions, the Kronecker’s delta. There are many orthonormal
sets each of them is appropriate for a specific kind of functions. Examples of commonly used
basis functions are

0(k —1) Kronecker’s delta (Canonical basis)
eJwki Complex exponentials (Fourier series)

The canonical basis is appropriate for functions with short time spread, functions localized in
time, and the Fourier series is appropriate for functions with small frequency spread, localized in
frequency. It is clear that these two sets of basis functions represent the two extreme cases, the
delta functions have extremely short time spread and infinite frequency spread and the complex
exponentials have infinite time spread and extremely short frequency spread. The idea that
emerges, is that another set of basis functions in between these two cases can be used with
longer time spread in order to reduce the filter order.

The first solution seems to be infinite impulse response (IIR) filters, that can be used to
approximate/estimate these impulse responses. However IIR filters have their own problems,
the most important are multimodal error surfaces and instability (see [5]). Multimodal error
surfaces means that there are local minima which are not global minima, and the problem with
instability makes it necessary to develop methods for watching the stability of the system and
recovering it when the system is instable.

Final Project - Javier Jalle Ibarra 3



CHAPTER 1. INTRODUCTION

Laguerre filters are a compromise between FIR and IIR filters. The main reason for that
argument is that they have (as it will be seen later on Chapter 2) only one adjustable multiple
pole, which allows to keep the stability by keeping this pole inside the unit circle (a generalization
of Laguerre filters can be made by adjusting each pole separately instead of one unique pole
which leads to a multivariate problem). Another reason is that there are highly efficient RLS
Laguerre lattice algorithms available (see [6], [7]). In general, standard RLS algorithms have a
complexity O(M?) per iteration and lattice algorithms only O(M) (M order of the filter), which
makes Laguerre filters a feasible option in comparison to standard FIR filters.

1.2. Aim of the Work

The aim of this study is to approximate the impulse response of an UWB-like channel, with a
Laguerre filter. The quality of the approximation is evaluated using the minimum mean square
error (m.m.s.e.) criterion. Ideally we want to achieve an acceptable MSE (mean square error)
with a lower order filter as it would be needed with a FIR approach, in order to reduce the
computational cost.

1.3. Brief Chapters Overview

In Chapter 2, orthonormal sets are introduced, in particular the Laguerre sequences. In chapter
3, the concept of a Laguerre spectrum is presented to analyze how the energy distributes through
the Laguerre sequences for a given CIR. Chapter 4 talks about the used filters and how the
channel estimation is carried out.

Chapters 5 and 6 present the channel estimation for two idealized channels. Chapter 7 presents
the channel estimation with the UWB IEEE 802.15.4a channel model.

Chapter 8 deals with the Laguerre adaptive methods.
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2. Discrete orthonormal sequences

2.1. Introduction

The representation of functions in terms of a sum of orthonormal functions has been shown to
be quite useful in many areas. The most widely used example is Fourier analysis, using or-
thonormalized exponential functions for the terms in the series. The function z(t) (a continuous
function of time), is expanded in terms of the complex exponentials in a least-squares sense

+o00 ]
z(t) = Z cne™.
1=—00

with
1 [T

= — t)e I dt.
Cn =5 . z(t)e

and

j=v-1
One of the advantages of the Fourier analysis is that there are efficient algorithms to implement
it, like the FFT (Fast Fourier Transform).

In practice, the infinite sum is truncated to a finite sum of terms by accepting some error
in the representation. This error is evaluated in some sense with a criterion, and the resulting
Mt-truncated weighted sum is an approximation z(t) of the function x(t). The approximation
is considered to be representative of x(¢) and is used in further analysis. The main advantage of
this kind of representation is that (if everything has been done efficiently and the basis functions
fit to the function) the number of coefficients is small but still closely representative.

2.2. Orthonormal sequences

This section presents common system theory concepts found in [12], [9] or [13]. All signals
in real systems are finite energy transients, aperiodic and zero for all values lower than an
arbitrary starting time denoted as t = 0. With the boom of digital systems, due to their low
cost and large scale integration, most of these signals are sampled in order to produce a digital
signal. The samples of a signal are defined as those values of the continuous signal attained

at the discrete times ¢t = 0, T, 27, ---. That is to say z(t = 0), z(t = T), z(t = 2T), --- =
z(0), z(1), (2), --- . The discrete signal consist of an ordered set of these samples and the set of
preceding zeros which can be written as either - -- , 0, 0, z(0), z(1), z(2), --- or more compactly

as a set {z(k)} = x(k) where k ranges from —oo to 400, and is referred as the discrete time
variable. This kind of set is called a sequence, which is defined in mathematics as an ordered
list of elements.

This sequence can be represented in terms of a set of discrete orthonormal sequences {¢;(k)}
where the index ¢ =0, 1, 2,--- denotes the index of the function set. The expansion is given by



CHAPTER 2. DISCRETE ORTHONORMAL SEQUENCES

+0oo
z(k) =Y cidi(k) (2.1)
i=0
and
¢i = (¢i(k), z(k)) (2.2)

where (-, ) is defined as the dot product or scalar product of two sequences that gives as result
a scalar value, given by

“+oo
(f(k),g(k) = > fk)g" (k). (2.3)

k=—00

An approximation is made by truncating this sum to a fixed number of terms
M
Ea(k) =Y cigi(k). (2.4)
i=0

2.2.1. Requirements for orthogonality

A set of sequences {¢;(k)}, i =0, 1, 2, --- is orthonormal if the scalar product of any sequence
of the set with another one has a value of zero and the scalar product of any sequence of the set
with itself has a value of unity. Expressed mathematically we have

+oo
(@ik), 05 (k) = Y di(k)s(k) = 65 (2.5)

k=—o00

with d;; is called the Kronecker’s delta and is defined by

P 1 :i=j

Y10 iy
in a geometric interpretation the principle of orthogonality means that every function of the set
adds a new orthogonal dimension to the space spanned by the set of functions.

2.3. Sequences in z-Domain

The z-Domain is a complex frequency-domain representation. The z-transform converts a dis-
crete sequence into a complex frequency-domain representation, which is given by

+oo
X(2)=Z{z(k)} = > a(k)z* (2.6)
k=—0oc0
where z is, in general, a complex number
2= Ae¥

where A is the magnitude of z, j is the imaginary unit, and ¢ is the phase in radians. Note that
when evaluated on the unit circle, i.e., for z = e/ the discrete-time Fourier transform (DTFT)
can be found, which makes the z-transform a generalization of the DTFT.
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2.3.1. Zeros and Poles

The representation of a linear system (based on a autoregressive moving average equation) is
given by

Q
y(k) => a(k—q)B— Y _y(k — p)ay. (2.7)

q=0 p=1

MA(Q) AR(P)

taking the z-transform of the above equation yields

P Q
Y(2) Z 2 Pay, = X(2) Z 2718, (2.8)
p=0 q=0

and rearranging the terms, the transfer function of the system is given as

Y (2) . Z?:o 2710, . Bo + 2_161 + 2—252 4t z_Qﬁq
X(z) Z;I::O zPa, ltzlar+z22a+ 42 P

(2.9)

The transfer function H(z) can be represented as a function of the numerator and denominator
roots. Applying the fundamental theorem of algebra, the numerator has @ roots (called zeros
of H(z)) and the denominator has P roots (called poles of H(z)).

=gz Y1 =gz (1—age™) _ 12,01 — i)

MO = e = pr D =pre ) 1= pir )

(2.10)
where ¢; is the i*" zero and p; is the i*" pole.

2.3.2. Stability and causality

To compute the inverse z-transform, a region of convergence (ROC) must be given in addition
to the z-transform itself. Each ROC corresponds to a different signal. The real systems must
be causal and stable systems, that makes the ROC to extend outward from the outermost pole
and the stability requires that this ROC contains the unit circle. This conditions leads to the
condition that all poles of the system must be inside the unit circle, that is to say

pi| < 1,Vi (2.11)

2.4. Laguerre sequences

2.4.1. Introduction

The Laguerre sequences are the discrete version of the Laguerre functions, called Laguerre
because they are closely related to the Laguerre polynomials as it will be seen later. They consist
of a polynomial multiplied by an exponential function, and look like the functions represented
in Figure 2.1. They have one only multiple adjustable pole (denoted by ’p’ for the continuous
functions and by ’a’ for the discrete case), what makes them to be considered as a compromise
between IIR and FIR systems.
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Laguerre sequences for a = 0.2, 0.5, 0.8 and different orders

— L)
Ly

L
—

LK)

J"N _
‘*“‘4‘ a=02

L L L L L
0 100 200 300 400 500 600
Samples (k)

Figure 2.1.: Example of Laguerre sequences, for different orders and pole positions.

2.4.2. Laguerre polynomials

The Laguerre polynomials are solutions Ly (z) to the Laguerre differential equation.
zy”" + (1 —2)y + Ay =0, AER (2.12)

which are defined by the Rodrigues formula

e’ d"
—x, .n
The first few Laguerre polynomials are

Lo(z) =1
Li(x)=—x+1

1
Ly(z) = 3 (2? — 4z +2)

1
Ly(z) = & (=2 + 92 — 182 + 6)

They are illustrated in Figure 2.2 for x € [-1, 5] and n =1,2,...,5.

2.4.3. Laguerre functions

Laguerre functions are closely related to the Laguerre polynomials. They are obtained by or-
thonormalizing (as seen in [1]) the function t'e ', i € Ny, p > 0, with p denoting the unique
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Laguerre Polynomials

Figure 2.2.: Laguerre Polynomials

multiple pole (according to Equation 2.17). They are given by the formula,

Vi

. i\ (—2pt)!
Li(t,p) = /2pe ™) <3> . (2.14)
§=0
They can be obtained by substituting = by 2pt in the Laguerre polynomials and multiplying by
V2pe Pt

LO(tap) =V 2peipt
Li(t,p) = \/2pe " (—2pt + 1)

J2p2e Pt
La(t,p) = % (4p>t> — 8pt +2)
J2p2e Pt
Ls(t,p) = % (—8p™t® + 36p>> — 36pt + 6)

and form a complete orthonormal set on ¢?(R*), the Hilbert space of square integrable func-
tions. That is to say that every square integrable function, h(t), can be expressed as a weighted
sum of these basis functions as

A(t) = _ cilp)li(t. p) (2.15)

=0

with ¢;(p) defined as the inner product between the function and the basis functions, say

ei(p) = (h(t). it p)) = /0 S Rt p) dt (2.16)
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Despite of the complicated description of Laguerre functions in time domain, they have very
simple Laplace transforms given by

Lis) = Vo S (217)

s+ p)itt

This simple Laplace transform is one of the attractive characteristics of the Laguerre functions
because it can be decomposed into a low-pass filter, followed by a series of all-pass filters by

defining Lo(s,p) = (ﬂ) and La(s,p) = %-
V2p] [s—»p] i
(5.p) = — Lo(s.p)[La(s. 2.1
Li(s.p) [Hp P Lol Lats.p) (2.18)
_—————

low—pass all—pass

This kind of decomposition allows to easily generate Laguerre functions using the structure
in Figure 2.3 excited by a unit pulse. The output of the first low-pass section gives the zeroth

[o(t’p) ll(t’p) Iz(rap) ]3(rap) IM(Tap)
5() J2p s=p 5—p S—P | .. | S—P
5+p S+p S+p S+p S+p

Figure 2.3.: Generation of Laguerre functions

order Laguerre function, then the output of the first all-pass section gives the first order Laguerre
function, the second all-pass gives the second order Laguerre functions and so on. If a weighted
sum of the different filter outputs is formed, the structure is known in the context of signal
processing as Laguerre transversal filter.

In Figure 2.4, the first six Laguerre functions are represented, for different values of the pole
position (p), noting that the pole position scales the decay of the Laguerre functions i.e., their
time spread.
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Laguerre Functions (p=0.2) Laguerre Functions (p=0.8)
T T T 1.4 T T T T

— L0 L — L0
— L0 - — L0
— Ll 1 —l
L0 ol L0
—L0 al — L0

= L(t = i L(t

e 0] 2 oefl| ol

[} [}

° ° \

2 - E]

= =

< <

6 4
Time (t) Time (t)
(a) p=0.2 (b) p=0.8

Laguerre Functions (p=1)
15 , i

—L0
L0
1 —L 2(t) i

Amplitude Li(t)

Time (t)
(c) p=1

Figure 2.4.: Laguerre Functions with different value of the pole position p.

2.4.4. Laguerre Sequences

Laguerre sequences are the discrete version of the Laguerre functions and given by the following
expression (note: now the pole position is denoted as a)

li(k,a) = mz Z+J<><k+z >ak+z‘+2j

1

= /1= (I2 Z Z+] k —+ I — .])' : ak+i+2j (219)

— )k = j)!

The pole position is varied on the real axis within the unity circle, i.e., from —1 to 1 in order
to keep the stability as seen in Figure 2.5, emphasizing the range of real valued pole positions
that lead to stable behavior. The first Laguerre sequences are derived from this formula
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Variation of the
Laguerre pole

JImla)

Figure 2.5.: Variation of the pole position

Region of allowed
poles for stable
Laguerre sequences

1 Re(a)

\/1—&2—(1 =1 - a2d*

0!k!
k+1)! k! _ _
_ _2_( k+1 k—1Y) _ — o(_ k-+1 k—1
li(k,a) =vV1—-a ( o % +71!(k—1)!a )\/1 a ( (k+1)a""" +ka )
k+2)! (k+ 1)! k! _
la(k,a) = V1-a ( ok ¢ T k" Tag 2
k2 k+2 k2 —k
=1+/1—-a? (+?2’+ak+2 — (K* + k)a" + (Q)ak2>

From this mathematical representation in discrete time, it can be concluded that a is the decay
parameter of the exponential sequence, and the order of the sequence indicates the number of
exponential sequences that are superimposed.

Their z-transform is

Lira) = 1@ G —0 _Vi-a [ e “} — Lo(sa)La(za)]  (2.20)

(1—az")y* 1—az7l|[1-az!

low—pass all—pass

by defining Lo(s,p) = VI-a® and L A(s,p) = Zil_,“l. This simple z-transform description,

1—az—1 1-az
allows to generate Laguerre sequences with the structure shown in Figure 2.6, as the impulse

response of a low-pass filter followed by a cascade of all-pass filters.

I, (k.a) l(k,a) 1, (k,a) L(k.q) 1, (k.a)

2 -1 -1 -1 -1
o(k) f1— z —a z —-a zZ —-a z —a
—> > —>

)
l-az

Figure 2.6.: Generation of Laguerre sequences

In Figure 2.7 different Laguerre sequences from order 0 to 200 are represented. Note the
dependence of the time spread of each sequence due to the two main parameters, the pole
position a, which defines the decay of the Laguerre sequence; and the order of the sequence.
The closer to the unit circle the pole is ( |al is close to 1), the slower the sequence converges and
the longer the time spread of the sequence. In the opposite case: the closer to zero the pole is
the faster converges the sequence and the shorter the time spread of the sequence. It can also
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be seen, how the time spread of the sequences increases with the order of the sequence. With
a negative pole an oscillatory behavior can be observed due to the (—1)* factor that a negative

pole introduces.

Laguerre sequences
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Figure 2.7.: Laguerre sequences with different ’a’ value
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2.4.5. Length covered by the Laguerre sequences

Length of the Laguerre sequence

——Lag. Seq. (M=50, a=0.5)
O Length

M

Amplitude | (k,a)

50 100 150 200
Samples (k)

Figure 2.8.: Length of a Laguerre sequence

An interesting aspect of the Laguerre sequences is the length that they cover in samples,
because intuitively for estimating a long impulse response with a fixed order, a reasonable choice
for the pole position is the one that makes the Laguerre sequences to cover approximately the
same length of the impulse response. For that reason if we can model the length covered by the
Laguerre sequences, we can make an estimate of a good pole position by using this model with
fixed length and filter order.

The length of a Laguerre sequence is defined by locating the sample when the last exponential
decay is below a threshold as seen in the example in Figure 2.8. The resulting length as a
function of the pole position and the sequence order is shown in Figure 2.9. From a heuristic
point of view, it can be expected that the length follows a ﬁ law, and is linear with the filter
order M.

If we model the true length of a Laguerre sequence as a variable [(M,a), the approximated

length is defined by
~ k1M + ko M 1
I(M,a) = =k ko———
B e R T
we can determine the coefficients k; and ke by solving an easy least squares problem. If we
calculate the length of the Laguerre sequences [(M;,a;) for some pairs of values {Mj,a;} we

have the problem

(2.21)

My 1

(M, a1) - T=Jar]
(M, a - T—]az]
| 2 2) | _ | Tl Tl [kl}:Hk (2.22)
: : 1 k2
Z(MNaa'N) My .

1—|an| 1—]an]

then the minimum square error solution for k is given by (see [11] for more details about the
solution of the least squares problem)

(2.23)

ko = 20,0563
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which has been calculated using real Laguerre length values from sequences with orders from 1
to 200 and pole positions from 0 to 0.95.
The resulting approximation law for the length of a Laguerre sequence is given by

A kiM + ko
Z(M,a) = W

, with k1 = 1,8402 and ko = 20, 0563. (2.24)
and a comparison between the true length and its estimate is shown in Figure 2.10.

The idea behind this approximation model of the Laguerre length is to estimate an optimal
pole position when the typical channel length, [ is known and the filter order, M is fixed by
solving a from Equation 2.24 as

_ k1M + ko

A (2.25)

afor =

which is the pole position that makes the Laguerre sequences to cover a length approximately
equal to the channel length.
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Laguerre sequences length

3500 :
“ —Order 1
I ——Order 10 |
@ 3000 | ——Order 20 a
= | ——Order 30
= I —— Order 40
2 2500 ——Order 50 7
= | —— Order 60
4 \ ——Order 70
& 20001 \\‘:\ ——Order 80 7
4 1| Order 90 |
o \ — |
S 15000 || Order 100 -
=) ‘ /
=3 ‘
(O]
‘n \
© 1000¢ | Bigger M Bigger M I A
s
(@]
IS
- 500r 8
0
-1 1
Pole position (a)
(a) Pole position
Length of Laguerre sequences
4500 ‘
—a=0
4000H
[%)]
Q
Q. H
g 3500
a
[2)
.£ 3000r
<
2
& 25001
(O]
=
@ 2000F
>
o
()
9 1500F
o
g
= 1000+
IS
-
> ‘ 
0 T Il Il
0 50 10 150 200

Sequence order (M)

(b) Sequence order

Figure 2.9.: Length of the Laguerre sequences as function of sequence order or pole position.
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Length of Laguerre sequences
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Figure 2.10.: Length (real and approximated) of the Laguerre sequences.
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3. Laguerre spectrum

3.1. Introduction

To better understand the approximation using Laguerre sequence it is interesting to analyze
how energy distributes on the Laguerre coefficients. For this purpose, the concept of Laguerre
spectrum is developed. The idea behind it is the same concept as magnitude and power spectrum
in Fourier analysis. The power spectrum describes how the energy (or variance) is distributed
with frequency. A sequence h(k) can be described as a weighted sum of Laguerre sequences,
because they form a complete set, given by the Laguerre expansion

h(k) = ci(a)li(k,a), (3.1)
i=0
and an approximation is made by truncating this sum to a fixed number of terms,
R M
har(k,a) = ci(a)l;(k,a), (3.2)
i=0

the energy of this approximation is obtained as follows

M M *
P, (a) = <iLM(k,a),fL”j4(k,a)>—<Zci(a)li(k,a), (Zci(a)li(k,a))>

=0 j=0 =0 j=0
M

= ) Jeia)? (3.3)
1=0

It can be observed that the energy that each Laguerre sequence [;(k,a) gathers corresponds
to |ci(a)|?, because of the fact that Laguerre sequences form an orthonormal set, which makes
that each sequence contributes with a new orthogonal dimension and unit energy. The Laguerre
spectrum can be defined as

®;, (i,a) = lci(a)]? (3.4)

This representation of the energy density or energy spectrum allows to observe how the energy
is distributed with the coefficients. If energy is distributed in some structured manner, only
some Laguerre sequences (possibly not in sequential order) could be used.

3.2. Discussion

To analyze how the energy is distributed along the Laguerre sequences a test case is used,
consisting of a delayed exponential power delay profile as the one shown in Figure 3.1. The
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expression for this test case is given by
h(k) = 0.6FTulk — 7],
This test case has a delay value (7) that varies and the Laguerre spectrum is calculated for

Delayed exponential decays
2.5 ‘

2.4r

N
w
T

n
N
T

delay 1 | |

A\

Amplitude h(k)
N
) =

=
<]
T

=
oo
T

1.7¢ ‘\

1.6 ‘ ‘ \\ :

0 50 100 150
Samples (k)

Figure 3.1.: Delayed power delay profile utilized to compute the Laguerre spectrum.

each delay value.

In Figure 3.2, the Laguerre spectrum for various delay values are represented for Laguerre
sequences with @ = 0.6 (the time constant of the system). It can be seen that for the trivial
case of 7 = 0, which corresponds to an exponential decay, only one Laguerre sequence is needed
(remember that Laguerre sequences consist of exponential functions). For the rest of the cases, it
can be seen that there is some threshold order in which Laguerre sequences begin to gather energy
(in most of the cases this value is small), at this point most of the energy is gathered however the
energy is almost homogeneously distributed in the following sequences until it reaches an order
value in which all the energy is gathered and the order increase collects no further energy. There
are two main conclusions for this test case. One is that there is no exploitable distribution of
the energy through Laguerre sequences; the second one is that with Laguerre sequences, energy
can be gathered more uniformly than with FIR systems.

To see these effects, the approximation with Laguerre sequences of a delayed exponential
power delay profile with 7 = 80 for different orders is shown in Figure 3.3. Here it can be seen

that the main problem of the approximation quality lies in the abrupt change of the function
(discontinuities).
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LAGUERRE SPECTRUM

Laguerre Spectrum
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Figure 3.2.: Laguerre spectrum of a delayed exponential power delay profile with pole position
equal to the time constant of the system.
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Figure 3.3.: Laguerre approximation of a delayed exponential power delay profile with pole po-
sition equal to the time constant of the system and different approximation orders.
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To see what is the influence of the pole position on the Laguerre spectrum, the same delayed
exponential power delay profile with 7 = 80 is used to generate the Laguerre spectrum for various
pole positions, as shown in Figure 3.5. Here it can be seen that the pole positions plays a role
as a compression factor. For values close to zero, the spectrum is more narrow but for values
closer to one we have a wider spectrum, however some energy can be gathered with sequences
of lower order. If we take a look at the spectrum for a = 0 in Figure 3.5, it can be seen that is
the most narrower spectrum but until the sequence order reaches 80, no energy can be gathered.
However with a pole position of large magnitude the spectrum is wider but some energy can be
gathered with lower order sequences.

A compression effect of the Laguerre sequences has proven to be useful in some applications
such as spectral estimation (see [5]), which can be derived from the fact that a Laguerre transform
can be expressed by means of the Fourier transform doing a variable change, assuming z(k) =

>ico ci(a)li(k, a) .
X(ejw) \/1_ ‘0’2 Z 6_jw—a ! (3 5)
1 — ge v 1 —ge v '
with the variable change _ _
) . er —aQa . eJe _|_ a

€ 1 — ae¥ 1+ ael® ( )

/1 — 2 J0 > o
|CL| X € —i—a ZC,L _191 (37)
=0

then it results

1+ qeif 1 + aeﬂ

which shows that the Laguerre coefficients ¢;(a) are equivalent to the Fourier coefficients of
a frequency compressed version of the Fourier transform with a frequency compression that
depends on the parameter a as represented in Figure 3.4.

Frequency compression

pi ‘ ‘ ‘ ]
pil2 .
@ or i
—-pil2 |
—pir ]

i “pir2 0 oir2 o

Figure 3.4.: Frequency compression produced by the parameter a.
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4. Transversal Filter

4.1. Introduction

x(k=1) x(k=2) x(k-3) x(k = M)

x(k)

Wiro Wara
U U L

Figure 4.1.: Classic transversal filter

The transversal filter is the most commonly used filter for modeling linear systems, especially
if adaptive methods are used. The source of this popularity is their simplicity, stability and the
existence of fast and efficient adaptive algorithms. There are also some related structures, such
as the lattice filter, which are very popular. Some applications for this kind of filters are found
on system identification, linear prediction, channel equalization and echo cancellation. A classic
transversal filter is shown in Figure 4.1.

4.2. FIR transversal filter

The FIR transversal filter is the well-known transversal filter of Figure 4.1, whose output is
given by

M
Z)M(k) = ZUJMJ‘CC(]{Z - Z) = WMXM(k) (4.1)
1=0

with wjy, the weights vector of length M + 1 and xjs(k) defined as the input data vector of
length M + 1, which in this case corresponds to the different delayed inputs, given by.

wy = | wyo wumi o wumwm |, (4.2)
xo(’;) 3}«;(’6)
T xz(k—1
(k) = 1:( P : ) (4.3)
(k) x(k — M)

The reason of denoting the output of the system by gas(k) is that the filter is intended to
approximate a system response. So the filter output is an approximation gys(k) of order M
of the desired output y(k). The approximated impulse response of the system is given by the
output of the system to an impulse input, i.e.,

M
har(k) = Z w0 (k — i) (4.4)
i=0
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CHAPTER 4. TRANSVERSAL FILTER

As it can be seen, this impulse response is a FIR system, whose representation in time domain
leads directly to the implementation of the transversal filter. Treating this impulse response as
an approximation in Hilbert space, it is clear that FIR basis functions are the Kronecker delta
(8(k—1)), also known as the canonical basis in £2. The finite duration of the impulse response of
the transversal filter allows most of the advantages like stability and simplicity but also causes
that when a long impulse response is required, the number of delays of the filter required can
be quite high.

For this reason, IR filters can be a possible solution to this problem, however they have their
own problems, specially if adaptive methods are used. There are two main possible problems
multimodal surfaces and instability (see [5]). The first of them means that the error surface can
have local minimum that do not correspond to a global minima. The second one, instability,
related to the adaptation of the poles of this kind of filters which makes it necessary to develop
methods to keep the stability, i.e., to check if the stability is maintained and recover the stability
when the system is instable (poles stay within the unit circle during adaptation).

4.3. Laguerre transversal filter

x,(k,a) x,(k,a) x,(k,a) x,(k,a) x,, (k,a)
k(k) 1 2 -1 _ -1 _ -1 _
yl—|a z—a z ' —a z'-a o
1—az ! l-az l-az™ 1-az™
Wy ol@) Wy (@) War2 (@) w,, (@) War (@)
VAR Sk
Ny > \\% I, (0

Figure 4.2.: Laguerre transversal filter

As it has been seen, FIR transversal filter requires large order filters when the impulse response
has to be long, and IIR filter have their own problems. The idea is to find some filters between
these two extreme cases. As seen in Chapter 2, Laguerre sequences have only one multiple
adjustable pole, which allows to guarantee the stability of the system. Laguerre filters are
considered as a compromise between IIR filters and FIR filter, actually they are a generalization
of the FIR filters. Laguerre sequences can be represented in z-domain as

E— z_l—ai vi—a 21 —a ' i
Fiza)=vi- “ (1(_ a,zl))i—Irl - 1 E a221 {1 — azl] = Loz a)llatz, a)]l (5)
——

low—pass all—pass

with Lo(z,a) a low-pass filter, and L 4(z,a) an all-pass section. This representation leads natu-
rally to the Laguerre transversal filter shown in Figure 4.2 consisting of a low-pass filter followed
by a cascade of all-pass sections, with output and impulse response given by

M
gm (k) = ZwMJ(a)a:i(k,a) =wy(a)xp(k,a) (4.6)
A 'LJ‘—/[O
hu(k) = ZWM,i(a)li(kva) (4.7)
i=0

where x)/(k, a) is the vector with the output signals of Laguerre filters of different orders from 0
to M. The pole position, denoted by a, is taken as a parameter and not a variable, i.e., the pole
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position is chosen a priori. The variation of this pole position is only allowed on the real axis
within the unit circle, that is to say, from —1 to 1, as seen in Figure 4.3. This allows to keep
this pole position inside the unit circle, keeping the stability of the system. This is one of the
reasons why Laguerre filters are considered a compromise between IIR and FIR filters, because
they have only one multiple adjustable pole. It is also important that when the pole position is
equal to zero (a = 0), the Laguerre transversal filter degenerates to the FIR transversal filter,
i.e., Laguerre filters can be considered as a generalization of the transversal filter. The variation
of this pole position allows to control the rate of decay of its impulse response, which is useful
to approximate systems with long impulse responses.

Variation of the
Laguerre pole

Im(a)

Figure 4.3.: Variation of the pole position

Region of allowed
poles for stable
Laguerre sequences

1 Re(a)

4.4. Linear estimation theory

4.4.1. Estimation model

x(k_))

H(z) —yq()

Figure 4.4.: Simple channel model

The channel model for this study is the simple model shown in Figure 4.4, defining x(k) as
the input signal, the channel as H(z) with impulse response h(k) and the output as y(k). The
reason not to include noise in this model in order to be more realistic is that this is a theoretical
study and noise will only add some limitations to the quality of the approximation. In fact, if
additive white Gaussian noise (AWGN) is added to the system, it would cause that the MSE
will have an asymptotic value limited by the effective SNR of the system.

The aim is to approximate (identify, estimate) the a priori unknown channel impulse response.
For this purpose the model seen in Figure 4.5 is proposed. New signals are introduced, the
approximated system of order M, H M (2), the approximation of order M of the output y(k),
i.e. yp(k), and the error signal ey (k) which is the difference between the desired signal y(k)
and its approximation gs(k). The output of the approximated system, g/ (k), is supposed to
be a linear combination of M + 1 observations or data x;(k). This data is considered to be
some linear transformation of the input data x(k), which is a generalized view of all kinds of
filters in order to keep the notation compact (in our case only the FIR transversal filter and
Laguerre transversal filter will be used, which perfectly match this representation, in the case
of the FIR transversal filter the observations are the different delayed samples of the input and
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in the Laguerre transversal filters the observations are the outputs of the different transversal
filter sections). The output is given by

- (k k
x(k) H(z) W %O e_i(})
A

\

Y

«{}j[(k)

> ,,(2)

Figure 4.5.: Channel estimation model

M
g (k) = ZwM,ixi(k) = wyxp (k) (4.8)
i=0
and the error signal
enm(k) = y(k) = gn (k) (4.9)

It can be noticed that the error signal is defined in terms of y(k) and not h(k), which is the
global objective, however when the resulting error is normalized by the energy of y(k), 05, the
resulting normalized error corresponds to the error of the system approximation.

4.4.2. Minimum mean square error criterion

Once the error signal is defined, a criterion is needed in order to compare different approximations
and differentiate it. The chosen criterion is the minimum mean square error (m.m.s.e) criterion,
which establishes as cost function (J) the mean square error (MSE)

J(wir) = E ey (ke (k)] = E [len (k)] (4.10)
MSE

and the m.m.s.e minimizes this cost function by correctly choosing the filter weights w,

wyr = argmin(J(way))
Wnm
The minimization of the cost function can be achieved through two main approaches, the first
is solving the equations with perfect knowledge of the second order statistics of the signals and
the second one by means of a recursive solution, i.e., an adaptive method. Later in Chapter
8, adaptive methods will be developed and studied, however now the normal equations will be
solved by perfectly knowing the signal statistics.
The minimum of the cost function is obtained by differentiating J(wjy;) with respect to wy,
and setting the derivatives to zero. First of all, the cost function is rewritten as a function of
the filter weights wy,

Jwar) = Elenr(k)ess (k)] = E[(y(k) — gar (k) (k) — dar(k))°]
— Ely(k)y (k)] + E [5as ()33, (6)] — E [ar (k)y* (k)] — E [y(k) g (k)]
= Ely(k)y” (k)] + warE [xar(r)xf ()] whi — wasE [xa (k)y

*
—~
-
=
|
m
=
—~
-
SN—
>
S
—~
NA
=
g
S
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introducing the following definitions

o5 = Ely(k)y (k)
R, £ E [xr(k)xfy(k)
P = E[y(k)x (k)]
the resulting cost function is given by
J(war) = o) + WyRa WY — Wb, — Prawiy (4.11)
now differentiating with respect to Wﬁ
Vi J(War) = WyRe — Pye (4.12)

setting the gradient equal to zero gives the so called normal equations

(119

They are called normal equations because the optimal weights wj; correspond to an approxi-
mation s that fulfills an important orthogonality condition, which is more clearly seen, if the
terms are rearranged in the following manner

wiuRe =pye = warE [xar(k)x{ (k)] = E [y(k)xf; (k)]
= E[(warxar(k) —y(k)) xjj (k)] = 0

which gives the equivalent representation of the normal equations

E [ens(k)x}; (k)] =0 (4.14)

These equations have the important geometric interpretation: It states an orthogonality condi-
tion that means that the estimation error, ey (k) is orthogonal to the data, xp,/(k), in fact, to
any linear transformation of the data. This means that no further linear transformation of the
data can extract additional information about the desired signal or reduce the estimation error
on average.

eym L xas

Yar = WyXy

Figure 4.6.: Geometric interpretation of the orthogonality condition
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4.4.3. Correlation coefficients

In order to calculate the coefficients wys; of the filter, the normal equations (see Eq. 4.13) must
be solved. To solve the problem, two quantities are needed, the autocorrelation matrix of the
outputs of the transversal filter sections R, and the cross correlation vector between the desired
signal and the outputs of the transversal filter sections, py, given by

R, = E[xy(k,a)xi(k,a)] (4.15)
Py = Ely(k)xii(k,a) (4.16)

Each correlation coefficients of the Laguerre transversal filter are given by

rij = Elzi(k,a)z}(k, a)] (4.17)
pi = E[y(k)zi(k,a)] (4.18)

These coefficients can be calculated numerically in time domain by taking an arithmetic mean
based on a finite number of available data points NV

L Nl
rij o N ri(k, a)z;(k, a)
k=0
L Nl
pi = 5 ) y(k)zi(k,a)

e
Il
o

However, as it has been said in Chapter 2, Laguerre sequences have a very simple frequency
domain representation, which intuitively can provide a better way to calculate these coefficients.
Remembering Parseval’s theorem, which allows to go from a time domain to a frequency domain
representation

* 1 +7r jw *( _jw
E[f(k)g" (k)] = (f(k),g(k)) = 27T/ F(")G" (") dw (4.19)
applying it to the correlation coefficients
* 1 o jw *( jw
rij = Elzi(k,a)z}(k,a)] = 7 Xi(e",a) X7 (e, a) dw (4.20)

the frequency representation of the i*" output of the Laguerre transversal filter, z;(k, a) is given
by

X;(e™,a) = X()Li(e*,a) = X(e)Lo(e/, a)[La(e”, a)]’ (4.21)

: j 1
noting that L% (e, a) = S CCIO]

X;-‘(ejw,a) = X*(ejw)La(ej‘”,a)[L*A(ejw,a)]j:X*(ej“’)L[;(ej“’,a)[LA(ej“,a)]_j (4.22)

now the coefficients can be expressed as

1 +m . .
rij = 5o Xi(e,a) X7 (e, a) dw
—7
1 +m ) ) . . o
= 3 X(er)X*(ewﬂLo(er,a)|2[LA(er,a)]Z_]dw (4.23)
-7
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and defining the power spectral density of x(k) as ¢ (e)) = X (e)¥) X* (&),

1 +m . . ) o
rij = oo b ()| Lo(e”, a)|?[La(e", a)] ™ dw (4.24)
™ —T
the dependence on 7 — j only leads to a Toeplitz structure of the autocorrelation matrix R, and
thereby to the possibility to apply the Levinson-Durbin algorithm to solve the normal equations
more efficiently (as seen in next section) by a recursion that order-updates the solution.
Proceeding in the same way for the cross correlation coefficients

1 +m ) ) 1 +r ) . . . )
o= o [ V)X o= = [ V()X )L, )L, @) d

™ J_x T™J—x
1 +m ) . ) . . )

= 5 H()X (e, a) X" (e, a)L5(e™,a)[La(e,a)] " dw
m —T
1 + ; : ; : .

= o Gz (€)H () Ly(e,a)[La(e”,a)] ™" dw (4.25)

substituting the transfer functions for Laguerre filters Lo(¢/*) and L (¢)*) by their expression

47 Bpa(e)(1-a?) [ ew—q )77

Tij = i f_;: \ﬁaij(wpa ) <1eiae;i) dw (4.26)
T H Jjw (I’xa': Jjw — a2 jw _ i

p, = % fj;r (e)v) l_ézjw)\/l a (lel_aejti)) dw (427)

4.4.4. Solution method for the Normal equations

First of all, the correlation coefficients are calculated for a given pole position a and a filter
order M. It has been seen that Laguerre filters provide a Toeplitz matrix, which implies that
for correctly characterizing the autocorrelation matrix R,, only a vector r is needed. They are
calculated in frequency domain using the following formulas ([12])

1 +7r(I) jw 1— 2 jw i

ro= — zz(e )( a*) (e a dw, i=0,1,---M (4.28)
2r J_» |1 — aelv|? 1 — ael
1 [ H(e) Py ()T —a2 (e —a \'

p o= — () P () T dqw, i=0,1,---M  (4.29)
2 J_, 1 —ae¥ 1 —ae¥

Once the two correlation vectors are calculated, r, first row of R, and py,, the normal
equations given by

are solved. In order to solve the equations, the direct approach is to use matrix inversion.
However this approach is not efficient, because the inverse matrix has to be calculated for each
order separately with the problems related with inverting a matrix. The method used is by
means of a modified version of the Levinson Durbin algorithm, which allows to solve the normal
equations in a recursive manner. This means that for the solution of the problem for an order
of M, the solution of the problem of order M — 1 is used which increases the efficiency of
the method and avoids the matrix inversion. The method is described in the appendix. The
Levinson Durbin algorithm is executed until it reaches the desired filter order M and gives as
result the coefficients ¢; of the orthonormal expansion of §ys(k) assuming some orthonormal
sequences ¢;(k) (in fact these orthonormal sequences ¢;(k) are the backward prediction error
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sequences e’(k) as defined and explained in the appendix)

M
gn(k) = cidi(k) (4.31)
i=0
with
G = <y7 ¢z>

note that the coefficients ¢; do not depend on the filter order because they are the coefficients
of the orthonormal expansion of y(k). The MSE for each order M is calculated as follows

MSE = Jumin = Elem|* = (ear, enr) = ((y — Gimr), enr)

remembering that the error signal (because of the normal equations) is orthogonal to all linear
combinations of the data (i.e., gar)

M M
MSE = Juin = (y,enmr) = 03 — (y,9m) = 05 — > cily, é) = 05 — Y |eal?
=0 1=0

This calculated MSE is related to the signal y(k) but we want to calculate the MSE for the
system approximation, that is h(k). Normalizing this result with respect to the power of y(k)
to obtain the normalized MSE (NMSE) which is the NMSE of the system approximation

M |C“2
NMSE =1 — E 12
o
i=0 Y
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5. IR System

5.1. Introduction

Now that the method to calculate the MSE is known, in order to validate the MATLAB code and
as an introduction to Laguerre filtering, an IIR system is estimated with a Laguerre transversal
filter, in particular the example of the study of Tomas Oliveira e Silva in [12]. It is clear that
this scenario only serves to validate our MATLAB code and is favorable for Laguerre filters at
the expense of FIR filters because the impulse response is a smooth rational function, so this
section is only for illustrating purposes.

5.2. System Description

An elliptic third order low-pass IIR filter is used, taken from [12], with the following transfer

function,
0.01624(1 4+ 27 1)(1 — 1.7313271 + 272
H(z) = S [ o re) (5.1)
(1 —0.8957271)(1 — 1.84452~1 4+ 0.9282272)
The frequency response is shown in 5.2, allowing to appreciate its low pass behavior. To see the
impulse response of this filter, a Kronecker delta is fed into the input of the system, giving the

impulse response of the system as output. This impulse response is shown in Figure 5.1.

Impulse response of the IIR system
0.1 ‘ ‘ ‘

0.08

0.06

0.04

0.02

Amplitude h(k)

-0.02

-0.04 ‘ : :
0 50 100 150 200

Samples (k)

Figure 5.1.: Impulse response of the IIR system.
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Frequency response of the IIR system
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Figure 5.2.: Frequency response of the 3'¥ order elliptic filter.

5.3. Mean Square Error

The interpretation of the MSE is the energy of an unknown system that is not captured by
an approximation with a system of order M. The process to calculate the Mean Square Error
(MSE) is described in Chapter 4. The input training signal of the system is white Gaussian noise
of unit variance which is used to produce an approximation with a Laguerre transversal filter of
orders 0 to 10. This approximation is made by perfectly knowing the second order statistics of
the system, i.e., the autocorrelation matrix R, and the cross-correlation vector py,. The MSE
is normalized with respect to the output signal power, to obtain the Normalized MSE (NMSE),
which varies from 0 dB to —oo dB. A 0 dB NMSE means that the normalized error is 1, i.e.,
there is no approximation at all; a —oo dB NMSE means that the normalized error is 0, i.e., the
approximation is perfect, so the less NMSE the better is the approximation/estimation.

The resulting MSE of the approximation for the IIR channel is shown in Figure 5.3 and is a
reproduction of Fig. 7 in [12]. This figure represents the normalized MSE of the Laguerre filter
for orders 0 (top) up to 10 (bottom) as a function of the pole position (denoted by a). This pole
position varies on the real axis within the unit circle, from —1 to +1 as represented in Figure
4.3. When a = 0, as it has been said, the Laguerre filter degenerates into a FIR transversal
filter, which allows to see the Laguerre filter as a generalization of the FIR transversal filter.
What can be seen in this Figure is that the filter performs much better with a pole position
close to 0.7 than a FIR filter, i.e., for the pole position ¢ = 0. It also shows that for this kind
of impulse response, the pole position is not very critical, it only has to be close to the optimal
pole position.

Values of the MSE for the Laguerre filter of order 10 can be seen in table 5.1. As seen in the
table, a better behavior of the filter can be obtained with a Laguerre filter by adjusting the pole
position close to 0.7.

By reorganizing the information in Figure 5.3, the NMSE can be represented as a function of
the filter order for some fixed pole positions, as shown in figure 5.4. Here the performance of the
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Normalized MSE(in dB) of the Laguerre transversal filter
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Figure 5.3.: Normalized MSE of IIR channel estimate as a function of the pole position for

different filter orders (note: a =0 2 FIR filter )

Table 5.1.: NMSE for Laguerre filter of order 10 with different pole positions

filter pole position (a) NMSE (in dB)
FIR transversal filter 0

Laguerre filter 0.5

Laguerre filter 0.7

Laguerre filter 0.73 (optimal pole position)

Laguerre filter can be seen more accurately. The line corresponding to the optimal pole position,
corresponds to a filter with the best (optimal) pole position for each order. This optimal pole

position is given in figure 5.5.

To see how Laguerre filters approximate the impulse response, Figure 5.6 represents the result
of the approximation for a filter of order 10 for some pole positions. Here it can be clearly seen
the problem with FIR filters because only the first samples of the channel response can be
approximated which for long impulse responses leads to a bad approximation, while Laguerre
sequences due to their longer time spread can approximate a longer section of the impulse

response.
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MSE (in dB)

NMSE dependence on filter order
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Figure 5.4.: Normalized MSE of IIR channel estimate as a function of filter order for different
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pole positions (note: a =0 = FIR filter ).
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Approximation of the IIR test system
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Figure 5.6.: Approximation of the IIR channel impulse response for FIR and Laguerre filters of
order 10.
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6. Approximation of an idealized UWB FIR
channel

6.1. Introduction

Now we want to study the approximation of impulse responses that are closer to the UWB
channels. UWB channels are modeled by the standard IEEE 802.15.4a (see [8]), and this model
is based on a clustered behavior of the different echo arrival times and an exponential power
delay profile of the clusters. These channels represent a long impulse response and for NLOS
environments it can happen that there is no clearly dominant echo. The most simple channel
impulse response regarding to this description is a FIR channel consisting of two delayed expo-
nential power delay profiles. The reason for not using the UWB stochastic model yet is that
this analysis is intended to provide illustrative results of how good Laguerre filters behave by
approximating UWB channels and a stochastic model is not yet appropriate because it makes
the interpretation of the results more difficult and will therefore be used only afterwards.

Impulse response of the FIR system
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Figure 6.1.: Impulse response of the FIR channel
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6.2. Channel Description

As it has been said, a FIR channel consisting of two delayed exponential power delay profiles is
used as an UWB-like test channel. This impulse response is given by,

h(k) = 0.8%u(k)+ 0.8 (k — 150), k=0, 1, --- 200 (6.1)
+oo
H(z) = [ (O.S)kz_k] 142190 (6.2)

sin-function

denoting by u(k) the step function

1 :k>0
k) = -
u(k) { 0 k<0
the impulse response is represented on Figure 6.1 and its frequency response on figure 6.2.

Frequency response of the IIR system
45 ‘ ‘ ‘

0.5f; i

o I
—pi —-pil2 0 pi/2 pi
frequency

Figure 6.2.: Frequency response of the FIR channel

6.3. Mean Square Error

In Figure 6.3 can be seen the normalized MSE for the FIR channel presented before. As seen
before, a normalized MSE of 0 dB corresponds to an error of unity, i.e., there is no approximation
and a normalized MSE of —oco dB correspond to an error of zero, i.e., perfect approximation.
The pole position varies from -1 to 1, noting that a pole position of 0 corresponds to the FIR
filter case.
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Normalized MSE(in dB) of the Laguerre transversal filter
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Figure 6.3.: Normalized MSE of FIR channel estimate as a function of the pole position for
different filter orders (note: a =0 2 FIR filter ).

Table 6.1.: NMSE for Laguerre filter of order 60 with different pole positions

filter pole position (a) NMSE (in dB)
FIR transversal filter 0 -3 dB
Laguerre filter 0.5 —7.2dB
Laguerre filter 0.7 —8.1dB
Laguerre filter 0.64 (optimal pole position) —8.2 dB

There are many interesting things in this Figure. The first of them is that for the FIR case
(a = 0) the NMSE is stuck in —3 dB until the order reaches 150, which is rather easy to
understand intuitively because taking a look at Figure 6.1, with a FIR filter of order lower than
150 only the first power delay profile can be gathered, which corresponds to the half of the
channel energy, i.e., 3 dB. Another interesting thing is that the optimal pole position begins in
the channel time constant, in this case 0.8, (see Equation 6.2) and then moves closer to unity and
slowly decreases until it reaches the zero pole position when the order of the filter is comparable
to the channel length, which follows from the fact that for small filter orders, longer sequences
are needed in order to correctly approximating the long impulse response and therefore large
pole positions are best suited and in the opposite case for filter orders close to the channel
length, small pole positions are better because they offer a finer temporal resolution which
results in better approximation. To see more clearly this results, the information is reorganized
to produce Figure 6.4, which instead of a function of pole position the NMSE is represented as
a function of filter order for different pole positions. Also the optimal pole position is extracted
and represented in Figure 6.5.
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NMSE dependence on filter order
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Figure 6.4.: Normalized MSE of FIR channel estimate as a function of the filter order for different
pole positions (note: a =0 2 FIR filter ).

Optimal pole position dependence on filter order
1 T T

Optimal pole position
0.9 i

0.8

MR
1

o
(2]
T
i

Pole position
o
(6]
|

o
SN
T
I

o
w
T
i

o
N
T
i

0 50 100 150 200
Filter order (M)

Figure 6.5.: Variation of the optimal pole position on the real axis of the Laguerre filter as a
function of filter order.

Regarding to Figure 6.4, it can be seen that there is an interval in which the Laguerre filter
performs better than the FIR filter, this interval is delimited by the filter order which is compa-
rable to the channel length ( 150 in this case). Taking a look the optimal pole position in Figure
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6.5, can be seen how it varies from a value close to the unity when the filter order is small (with
a small order filter, longer sequences are needed to approximate a long channel response which
correspond with pole position close to the unity, intuitively speaking) to a zero value when the
order is equal or comparable with the impulse response length.

Approximation of the FIR test channel
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Figure 6.6.: Approximation of the FIR channel impulse response for FIR and Laguerre filter of
order 60.

In Figure 6.6, it can be seen how the Laguerre and the FIR filter approximate the channel
response with a filter order of 60. The FIR channel can only gather the first power delay
profile, but the Laguerre filters can reach the second power delay profile, because they have a
longer time spread. It also can be appreciated one problem with Laguerre filter regarding to
the abrupt changes (jumps or discontinuities) in the channel response, generating some previous
and posterior oscillations that should not be there. The source of this problem is the low-pass
behavior of the Laguerre filters (remembering that they are constructed as a low-pass filter,
followed by a cascade of all-pass filters), and the fact that an abrupt change contains intrinsically
high frequencies. This fact can be seen in the figure because the Laguerre approximation has
big oscillations near the abrupt change of the channel deteriorating the resulting MSE. This
phenomenon it similar to the Gibbs phenomenon in Fourier analysis.

If we try with the same test channel but with the amplitude ( or energy) of the second cluster
reduced by a factor of a (or o for the energy), given by

h(k) = 0.8 u(k) + 0.8 10y (k — 150), k=0, 1, ---200 (6.3)

then the NMSE suffers from a displacement as seen in Figure 6.7.

The UWB channels generated using the standard model are complex channels due to a random
phase term applied to each multipath component of the channel, as it will be seen in the next
Chapter. This makes the real and imaginary part of the channel to have an oscillatory behavior.
A test channel closer to the UWB channels is the one shown in Figure 6.8, which consist of the
same channel used in this Chapter but with a random sign which gives the channel an oscillatory
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Impulse response of the FIR test channel
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Figure 6.7.: Normalized MSE of FIR channel estimate as a function of the filter order for different
.. A
pole positions (note: a =0 = FIR filter ).

behavior.
The resulting MSE is shown in Figures 6.9 and 6.10, which shows that the negative poles are
best suited for this kind of oscillatory channels.
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Impulse response of the FIR system
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Figure 6.10.: Normalized MSE of FIR channel estimate as a function of the filter order for
different pole positions (note: a =0 2 FIR filter ).

What can be derived from all these results is that there is a filter order interval in which
Laguerre filters provide a lower MSE than FIR filters just choosing the correct position of the
pole of the system. This interval is delimited by the filter order which is comparable with the
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Normalized MSE(in dB) of the Laguerre transversal filter
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Figure 6.9.: Normalized MSE of FIR channel estimate as a function of the pole position for
different filter orders (note: a =0 2 FIR filter ).

length of the channel. The pole position changes with the filter order, going from a value close
to the unity for low orders (in order to have longer sequences allowing to approximate longer
impulse responses) to a value close to zero for orders comparable with the channel length (in
which the best filter is the FIR filter because it provides the finest time resolution).
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7. UWB Channels

7.1. Introduction

Now that we made a theoretical approach with the analysis of the idealized UWB FIR test
channel of Chapter 6, we will present the UWB channels and analyze the behavior of the
Laguerre filters. Ultrawideband (UWB) communications use wide transmission bandwidths and
very high sampling rates, which results in some desirable capabilities, like accurate position
location and ranging, high multiple access capability, covert communications, .... They are in
constant development in the recent years for both the business and the research community.

Because of their power restrictions on transmission they are best suited for sensor networks
and personal area networks (PANs), that is, short-range communications. On February 21,
2007, the Commission of the European Communities published its ” Commission Decision” on
the implementation of an UWB radio regulatory framework for the European Union (see [4]) and
so did the American Federal Communications Commission (FCC) for the US in February 2001
(see [2]), allowing the transmission of UWB signals if certain transmission power restrictions are
fulfilled.

The IEEE established a standardization group, IEEE 802.15.4, which specifies the physical
layer and media access control for low-rate wireless personal area networks (LR-WPANs). IEEE
802.15.4a is an amendment to IEEE 802.15.4 which specifies two additional physical layers added
to the original. One of these two additional physical layers is the one corresponding to the UWB
channel.

There are many channel models available in the literature for wireless communications. These
models are based on a signal that has propagated through a wireless channel consisting of mul-
tiple echoes (replicas) of the originally transmitted signal, also known as multipath propagation.
Each multipath component has its own delay and attenuation value. The main focus of the
channel modeling is the correct description and modeling of the parameters that characterize
the multipath component. As an example, for narrowband wireless systems the most widely
used channel model is the flat Rayleigh-fading channel.

In UWB systems the signals cover a bandwidth of almost 10 GHz, which causes new effects.
One can be that only few multipath components overlap because of the better resolution of the
system (resolvable run length is 3 cm), what makes that the statistics are no longer Rayleigh,
and there can be some sampling intervals that are ”"empty” (contain no receive energy).

7.2. UWB IEEE 802.15.4a Standard model

This channel model (given by the document [8]) provides a model for UWB channels covering the
frequency range from 2 to 10 GHz and for indoor residential, indoor office, industrial, outdoor,
and open outdoor environments ( with distinction between line of sight (LOS) and non line of
sight (NLOS) in most cases). The document also provides a MATLAB® implementation of the
model.

There are some primary characteristics of the channel that the model has to match. These
characteristics are

e Delay spread
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e Power delay profile
e Number of multipath components

The model finally adopted is based on a Saleh-Valenzuela model (see [10]). In particular, the
multipath arrivals were modeled in clusters rather than in a continuum, as is common for
narrowband channels. This is a result of the short sampling interval. In addition, the multipath
arrivals were grouped into two different categories: a cluster arrival and a ray arrival within a
cluster. Also the power delay profile is modeled as an exponential decay within the clusters and
for the clusters themselves.

7.3. Channel estimation

In this study the environments for residential NLOS and office NLOS are used for the channel
estimation. These two environments match with the desired channel behavior consisting of
clustered echoes and without a dominant peak that motivated the FIR UWB-like test channel
of chapter 6. The channel estimation is carried out with the method used in Chapters 5 and
6, described in Chapter 4. One remarkable thing to add is that the model provides complex
channels with a random phase, so the represented channels are represented in modulus most of
the cases.

7.3.1. Residential NLOS

The channel model for the environment of residential NLOS is based on measurements that
cover a range from 7-20m, up to 10 GHz. Several realizations of the stochastic model can be
viewed in 7.1

Residential NLOS UWB model realizations
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Figure 7.1.: Channel realizations for the Residential NLOS environment of the UWB channel
model
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We focus first on one realization of the model, like the one shown in Figure 7.2, we can
calculate the MSE with Laguerre filters with different orders or pole position. Looking at Figure
7.2, it can be seen that the effective length of the channel impulse response is about 1000 samples
(which will allow to estimate a good choice for the pole position a, as seen on Chapter 2). A
filter of order 200 or 300 should be enough to correctly approximate this impulse response.

Residential NLOS UWB channel realization
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Figure 7.2.: Channel realizations for the Residential NLOS environment of the UWB channel
model

In Figure 7.3 the NMSE for this channel model realization for filters with several orders from
50 to 300 are represented as a function of the pole position a. It can be seen how Laguerre filters
with an appropriate pole position can perform better than the FIR filter for this realization of
the channel model. It also can be seen that the optimal pole positions are negative, this occurs
due to the fact that the stochastic model gives a complex channel with a random complex phase
term for each multipath component which makes the real and imaginary parts of the channel to
have an oscillatory behavior and for that reason a negative pole is best suited for this channel
because the negative pole introduces a (—1)* term that generates an oscillatory behavior as seen
on Figure 7.4.
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Normalized MSE (in dB) for the Laguerre transversal filter
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Figure 7.3.: Normalized mean MSE of UWB channels estimate as a function of the pole position
for different filter orders (note: a =0 2 FIR filter ).
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Real part of the UWB channel
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Figure 7.4.: Effect of the sign of the pole position for a complex channel estimation with a
Laguerre filter of order 100.

Back in Figure 7.3, it also can be seen that the optimal pole positions and the estimated
ones (using the criterion described before in Chapter 2, which takes advantage of the previous
knowledge of the channel length and makes the Laguerre sequences to cover that length), which
reveals that the estimation for the optimal pole is not perfect but gives an adequately close
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value which results in a small deterioration of the resulting MSE. An equivalent representation
of Figure 7.3 as function of the filter order is shown in Figure 7.5, which allows to see these
results more clearly. Here an improvement of almost 5 dB in the MSE can be observed and it
also can be appreciated how good is the estimation of the pole position because the MSE which
results from the choice of the estimated optimal pole position for each filter order is close to the
optimal pole position MSE curve.

NMSE dependence on filter order
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Figure 7.5.: Normalized MSE of UWB realization estimate as a function of the filter order for
different pole positions.(note: a =0 2 FIR filter )

Some numerical values are shown in Table 7.1, which contains the NMSE values for the filters
of orders 100, 200 and 300 with different pole positions (remember that FIR filter is a Laguerre
filter with pole position a = 0). If we calculate the MSE gain by the different Laguerre filters
in comparison with the FIR filter as Aygg = MSEFIR — MSEX | the results can be found in
Table 7.2, which shows that for the estimated pole position, a MSE gain of about 5 dB can be
obtained with Laguerre filters.

Table 7.1.: NMSE achieved by approximating an UWB channel realization with filters of different

orders.
filter pole position (a) Order 100 Order 200 Order 300
FIR transversal filter 0 -2.4 dB -6.3 dB -8.4 dB
Laguerre filter -0.5 -5.9 dB -11.1dB  -14.9dB
Laguerre filter —0.7 -7.0 dB -10.2 dB -12.6 dB
Laguerre filter Estimated -6.7 dB -11.4 -14.9 dB
Laguerre filter Optimal -7.1dB -11.5 -15.0 dB
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Table 7.2.: Aygg or MSE gain achieved by approximating an UWB channel realization with
filters of different orders and pole positions.
pole position (a) Order 100 Order 200 Order 300

—-0.5 3.5 dB 4.8 dB 6.5 dB
-0.7 4.6 dB 3.9 dB 4.2 dB
Estimated 4.3 dB 5.1 dB 6.5 dB
Optimal 4.7 dB 5.2 dB 6.6 dB

The optimal pole position for each filter order is shown in Figure 7.6 in addition to the
estimated pole position.

Optimal pole position dependence on filter order

¢ Real optimal pole position
o _estimated pole position (Channel length ~ 1000)||

-0.3f
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Figure 7.6.: Variation of the optimal (and estimated) pole position for the Laguerre filter as a
function of the filter order.
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Now that the individual case of a channel model realization is known, a more general case
can be obtained by analyzing many realizations of the model as a stochastic experiment. The
estimation is accomplished by a Laguerre transversal filter of order up to 300 for 500 realizations
of the UWB stochastic channel model.

First of all, the mean NMSE for the 500 realizations of the channel model is represented as
a function of the pole position for different orders in Figure 7.7 and as a function of the filter
order for different pole positions in Figure 7.8. Here an MSE decrement of about 4-5 dB for the
Laguerre filters can be appreciated. Once again the optimal pole positions are negative for the
same reasons explained before and the estimated pole position seems to be a good choice because
the optimum pole position is close to the estimated one and results in a small deterioration of
the MSE. If we take a look at Figure 7.8, the MSE curve for the estimated pole position is close
to the MSE curve for the optimal pole position. The optimal pole position and the estimated
are shown in Figure 7.9.

Normalized MSE (in dB) for the Laguerre transversal filter
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Pole position of the Laguerre filter (a)

Figure 7.7.: Normalized mean MSE of UWB channels estimate as a function of the pole position
for different filter orders (note: a =0 2 FIR filter ).
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NMSE (in dB) dependence on filter order
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Figure 7.8.: Normalized mean MSE of UWB channels estimate as a function of the filter order

for different pole positions.(note: a = 0 2 FIR filter )
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Figure 7.9.: Variation of the optimal (and estimated) pole position for the Laguerre filter as a
function of the filter order.
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The experimental probability density function (pdf) for the MSE is obtained for filters of
orders 100, 200 and 300 and pole positions a =0, -0.5, -0.7 and the estimated and optimal for
each order (note that a = 0 corresponds to the FIR transversal filter). The reason to choose
-0.7 and -0.5 as pole positions is that seeing the mean MSE behavior in Figure 7.7 a pole
of -0.7 or -0.5 seems to be a wise election, and another important thing to note is that the
filter corresponding to @ = —0.5 involves an efficient computational implementation because a
multiplication/division by a power of 2, is quite simple in digital systems (it’s only adding zero
bits or dropping bits). This results are summarized in Table 7.3, and represented in Figures
7.10, 7.11 and 7.12 for filter of orders 100, 200 and 300 respectively. The figures show that
Laguerre filters in the general case indeed perform better than FIR filter by offering a smaller
MSE value for a given filter order, giving a mean improvement of 3.2 dB, 4.7 dB and 5 dB for
filters of order 100, 200 and 300 respectively with an optimal pole position as seen in Table 7.4
in comparison with FIR filters.

Table 7.3.: NMSE (in dB) achieved by approximating UWB channels with filters of different
orders for several pole positions.

Order 100 Order 200 Order 300
filter pole position (a) Mean Std Mean Std Mean Std
FIR 0 -1.5dB | 1.7 dB -3.7dB | 2.5 dB -6.6 dB | 3.0 dB
Laguerre -0.5 -4.0dB | 2.0 dB -8.3dB | 2.4 dB -11.6 dB | 2.5 dB
Laguerre -0.7 -4.7dB | 1.7 dB -77dB | 1.9dB -9.6dB | 2.0 dB
Laguerre Estimated -4.5dB | 1.5 dB -8.4 2.1 dB -11.5dB | 2.7 dB
Laguerre Optimal -4.7dB | 1.7 dB -8.4 2.2 dB -11.6 dB | 2.5 dB

Table 7.4.: Mean Apigg or MSE gain achieved by approximating UWB channels with filters of
different orders and pole positions.
pole position (a) Order 100 Order 200 Order 300

-0.5 2.5 dB 4.6 dB 5 dB
-0.7 3.2 dB 4.0 dB 3 dB
Estimated 3.0dB 4.7 dB 4.9 dB
Optimal 3.2 dB 4.7 dB 5 dB
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Probability Density Function for the MSE with different Laguerre filters
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Figure 7.10.: Normalized MSE probability density function for a Laguerre filter of order 100 for
different pole positions.
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Figure 7.11.: Normalized MSE probability density function for a Laguerre filter of order 200 for
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Probability Density Function for the MSE with different Laguerre filters
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Figure 7.12.: Normalized MSE probability density function for a Laguerre filter of order 300 for
different pole positions.
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Table 7.5.: Mean filter order needed for Laguerre filters in order to achieve a specific NMSE.
-3dB NMSE -6dB NMSE -10dB NMSE

filter pole position (a) Mean Std Mean Std Mean  Std
FIR transversal filter 0 197 106 296 118 425 124
Laguerre filter -0.3 118 62 187 73 285 83
Laguerre filter —0.5 88 44 150 58 260 89
Laguerre filter -0.7 69 33 148 66 327 116

If the order needed to reach some specific MSE is calculated for a given pole position, the
following results are obtained (see Figure 7.13 and table 7.5).

Probability Density Function for the filter order needed to achieve a -3 dB MSE. Probability Density Function for the filter order needed to achieve a -6 dB MSE.
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Figure 7.13.: Order needed of the different filters for achieving a specific NMSE (-3dB, -6dB and
-10 dB).
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7.3.2. Office NLOS

This channel model is based on measurements that cover a distance from 3-28m, and a frequency
range of 2-8 GHz. Several realizations of the stochastic model can be viewed in 7.14. This
environment presents a less sparse channel with more chaotic behavior which can produce a
worse performance of the Laguerre filter due to its low pass behavior.

Office NLOS UWB model realizations
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Figure 7.14.: Channel realizations for the Office NLOS environment of the UWB channel model

We focus first on one realization of the model, like the one shown in Figure 7.15, we can
calculate the MSE with Laguerre filters with different orders or pole position. Looking at Figure
7.15, it can be seen that the effective length of the channel impulse response is about 500 samples.
A filter of order 100 or 200 should be enough to correctly approximate this impulse response.

In Figure 7.16 the NMSE for this channel model realization for filters with several orders from
25 to 200 are represented as a function of the pole position a. Once again negative poles are best
suited for this channel, for the same reasons explained before. This time, the Laguerre filters
perform better than FIR filters, as a generalization of FIR filters, but the MSE improvement is
about 2 dB, and it can be seen how the optimal pole position goes quickly to zero, i.e. the FIR
filter. This fact is caused by the shorter length of the channel and the chaotic behavior which
requires a finer resolution, remembering that the FIR filter provides the finest resolution. The
estimated pole position seems to be a good estimate here too. An equivalent representation as
a function of the filter order is shown in Figure 7.17.
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Office NLOS UWB channel realization
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Figure 7.15.: Channel realizations for the Office NLOS environment of the UWB channel model

NMSE dependence on filter order
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Figure 7.17.: Normalized MSE of UWB realization estimate as a function of the filter order for
different pole positions.(note: a =0 2 FIR filter )

Some values are shown in Table 7.6, which contains the NMSE values for the filters of orders
50, 100 and 200 with different pole positions (remember that FIR filter is a Laguerre filter with
pole position a = 0), and the MSE gain is represented in Table 7.7, showing a small decrement
of the MSE for the Laguerre filters in comparison to the FIR filters. The optimal pole position
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Normalized MSE (in dB) for the Laguerre transversal filter

_1 -
_2 -
_3 -
— _4 ]
m
©
g ]
B -6 der 25
—6r —— order M
= Order 50 —— order 50
-7 ——order 75 H
Order 100 = order 100
-8t ——order 125 i
order 150
ol Order 200 ——order 175 1
= order 200
o optimal pole position
-10r o estimated pole position

-1 -0.5 0 0.5 1
Pole position of the Laguerre filter (a)

Figure 7.16.: Normalized mean MSE of UWB channels estimate as a function of the pole position
for different filter orders (note: a =0 2 FIR filter )

and the estimated one for each filter order is shown in Figure 7.18.

Table 7.6.: NMSE achieved by approximating an UWB channel realization with filters of different

orders.
filter pole position (a) Order 50 Order 100 Order 200
FIR transversal filter 0 -1.9dB -1.9 dB -7.4 dB
Laguerre filter —0.3 -1.9dB -3.7 dB -7.9 dB
Laguerre filter -0.5 -1.9dB -4.3 dB -7.0 dB
Laguerre filter Estimated -2.2.dB -4.1 dB -8.9 dB
Laguerre filter Optimal -2.4 dB -4.3 dB -10.3 dB

Table 7.7.: Apmsg or MSE gain achieved by approximating an UWB channel realization with
filters of different orders and pole positions.
pole position (a) Order 50 Order 100 Order 200

-0.3 0.0 dB 1.8 dB 0.5 dB
-0.5 0.0 dB 2.4 dB -0.4 dB
Estimated 0.1 dB 2.2 dB 1.5 dB
Optimal 0.5 dB 2.4 dB 2.9 dB
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Optimal pole position dependence on filter order
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Figure 7.18.: Variation of the optimal (and estimated) pole position for the Laguerre filter as a
function of the filter order.
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Now that the individual case of a channel realization is known, a more general case can be
obtained by analyzing many realizations of the model as a stochastic experiment. The estimation
is accomplished by a Laguerre transversal filter of order up to 200 for 500 realizations of the
UWRB stochastic channel model.

In Figure 7.19 the mean NMSE is represented as a function of the pole position for different
filter orders and as a function of the filter order for various pole positions in Figure 7.20. Both
figures show that Laguerre filters can achieve a MSE improvement of about 1 dB in the channel
estimation and that the estimated pole position provides a pole position close to the optimal
one which results in MSE value close to the optimal. Another remarkable feature is the quick
decrease of the optimal pole position towards zero due to the shorter effective length of the
channels which is about 500 samples. In Figure 7.21, the optimal and estimated pole position

Order 50 |
Order 100 |
Order 200 |

MSE (in dB)

order 25 H
= order 50

order 75

=== Order 100

order 125

order 150

order 175

order 200

O optimal pole position

-1 -0.5 0 0.5 1
Pole position of the Laguerre filter (a)

Figure 7.19.: Normalized mean MSE of UWB channels estimate as a function of the pole position
for different filter orders (note: a =0 2 FIR filter )

are represented. Laguerre filters perform better than FIR filters for these channels but they
give a small MSE improvement (about 1 dB) which can be explained due to the poor fit of
the Laguerre sequences to this type of channels due to its smaller length and chaotic behavior
(irregular and non-sparse CIR).
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NMSE dependence on filter order
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Figure 7.20.: Normalized mean MSE of UWB channels estimate as a function of the filter order
for different pole positions.(note: a = 0 2 FIR filter ).
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Figure 7.21.: Variation of the optimal (and estimated) pole position for the Laguerre filter as a
function of the filter order.

The experimental probability density function (pdf) for the MSE is obtained for filters of
orders 50, 100 and 200 and pole positions a =0, -0.3, -0.5 and the optimal and estimated for
each order (note that a = 0 corresponds to the FIR transversal filter). The reason to choose -0.3
and -0.5 as pole positions is that seeing the mean MSE behavior in Figure 7.19 a pole of -0.3
or -0.5 seems to be a wise election. This results are summarized in Table 7.8, and represented
in Figures 7.22, 7.23 and 7.24 for filter of orders 50, 100 and 200 respectively. The mean MSE
gain obtained with each filter in comparison to the FIR filter is shown in Table 7.9
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Table 7.8.: NMSE (in dB) achieved by approximating UWB channels with filters of different
orders for several pole positions.

Order 50 Order 100 Order 200
filter pole position (a)  Mean Std Mean Std Mean Std
FIR 0 -1.3dB | 0.8 dB -3dB | 1.4dB -7.1dB | 2.0dB
Laguerre -0.3 -1.7dB | 0.9 dB -3.8dB | 1.2 dB -7.9dB | 1.5 dB
Laguerre -0.5 -2.0dB | 0.8 dB -3.9dB | 1.0 dB -6.7dB | 1.3dB
Laguerre Estimated -1.9dB | 0.5 dB -3.8dB | 0.9 dB -8.0dB | 1.8 dB
Laguerre Optimal -2.1dB | 0.6 dB -3.9dB | 1.0dB -8.0dB | 1.7dB

Table 7.9.: Mean Apgg or MSE gain achieved by approximating UWB channels with filters of
different orders and pole positions.

pole position (a) Order 50 Order 100 Order 200

—-0.3 0.4 dB 0.8 dB 0.8 dB
—0.5 0.7 dB 0.9 dB -0.4 dB
FEstimated 0.6 dB 0.8 dB 0.9 dB
Optimal 0.8 dB 0.9 dB 0.9 dB

Probability Density Function for the MSE with different Laguerre filters
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Figure 7.22.: Normalized MSE probability density function for a Laguerre filter of order 50 for
different pole positions.
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Probability Density Function for the MSE with different Laguerre filters
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Figure 7.23.: Normalized MSE probability density function for a Laguerre filter of order 100 for
different pole positions.
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Figure 7.24.: Normalized MSE probability density function for a Laguerre filter of order 200 for
different pole positions.

If the order needed to reach some specific MSE is calculated for a given pole position, the
following results are obtained (see Figure 7.25 and table 7.10).
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Table 7.10.: Mean filter order needed for Laguerre filters in order to achieve a specific NMSE.
-3dB NMSE -6dB NMSE -10dB NMSE

filter pole position (a) Mean Std Mean  Std Mean  Std
FIR transversal filter 0 109 31 182 39 270 41
Laguerre filter —0.3 86 23 159 31 266 42
Laguerre filter —0.5 81 21 179 40 355 69
Probability Density Function for the filter order needed to achieve a -3 dB MSE. Probability Density Function for the filter order needed to achieve a -3 dB MSE.
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Figure 7.25.: Order needed of the different filters for achieving a specific NMSE (-3dB, -6dB and
-10 dB).

What can be derived from all these results, is that for this kind of more chaotic channels,
Laguerre filers perform better than FIR filters, as a generalization of the FIR filters, but the
benefits obtained are small because a fine time resolution is needed to correctly gather the energy
of the channel due to the chaotic behavior, this makes that with Laguerre filters a high order is
needed to achieve this better time resolution, which derives from the intrinsic low-pass behavior
of the Laguerre filters.
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8. Laguerre adaptive methods

8.1. Introduction

In the last chapters, the estimation problem was solved by perfectly knowing the second order
statistics of the signals involved in the system, which is of theoretical interest. In practice,
the problem of estimating a channel is solved by adaptively adjusting the weights of the filter
regarding to some iterative solution of the minimization of the mean square error criterion. The
filter that we are using is the one shown in Figure 8.1, which is a generalization of the transversal
filter which represents both, the FIR and Laguerre transversal filter (actually, this generalization
is not really needed for this study because we have seen before that the Laguerre transversal
filter is a generalization of the FIR transversal filter). Note that now the time index k is changed
to 7, because now the discrete time is interpreted as an iteration.

%o(7) x(7) X (1) x() 2, (7)

x(i
(l’ ? ? ? ? > ?

Wiro O] Wary @ Wi @ mwu.s @ M"u.uA(i )
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Figure 8.1.: Generalized Transversal Filter

M
I (8) =Y war (i) () = wr (§)xa(0) (8.1)
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Figure 8.2.: Model used for adaptation

The adaptation model used is shown in figure 8.2. Common concepts in adaptive methods
are convergence ( Ele, ()] ﬁ Jmin, With Jyin the theoretical/asymptotic MSE, which is the
1—r+00

MSE calculated in the previous chapters ) and convergence speed ( how quick it reaches this
theoretical /asymptotic value)

The method chosen for this section is the Recursive Least Squares (RLS) method, which is
one of the most used adaptive algorithms, exhibits fast convergence and there are many efficient
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(low computational complexity) algorithms, such as the RLS lattice algorithms (see [6], [7]).
The accurate description and derivation of the method can be found in any good adaptive filters
book, like [11] and [3].

8.2. RLS Method

The RLS algorithm can be viewed as a stochastic-gradient solution for the steepest descent
methods that employs a more sophisticated approximation for the autocorrelation matrix R,
given by a exponentially weighted average

A 1 i o
R”’“’_z‘+1jz_%A T3 () (7)

instead of an instantaneous approximation like the Least Mean Squares (LMS) algorithm.
However, the RLS algorithm is the exact solution of a well defined Least Squares (LS) problem,
given by

w

min | A (w — %) TL(w — W) + > Ay (j) —xar () w|® (8.2)
j=0

which the RLS algorithm solves in a recursively manner. The RLS recursion is given by

ev(i) = y(i) —xXpwi—1, (8.3)
1
i = ) 8.4
b l—i-%XMPZ‘_lXﬁIJ ( )
1
g = XPi—lxj\H/['Vi, (8.5)
w; = w;_1 +gienm(i), (8.6)
1 gig/’
P, = P, 5& .
A ' Vi 8.7)

To evaluate the performance of the RLS algorithm, the ensemble-average learning curve is
used. The learning curve for an algorithm is given by the value of the cost function (J) as a
function of the iteration (7)

J(0) = lear (i) (8.8)

This cost function is calculated for a number of iterations, 0 < ¢ < N, which is large enough
to observe convergence by computing the error sequence and the corresponding squared-error
curve. This cost function as result of the first experiment is denoted by

{J(l)(i)} (8.9)

with the superscript () used to indicate the first experiment. The experiment is repeated several
times with the same initial conditions obtaining L cost functions. The ensemble-average learning
curve over the interval 0 < ¢ < N is defined as the sample average over the L experiments:

L
A 1 .
J(i) £ 7 > JU(i), 0<i<N. (8.10)

i=1

For the following experiments, L = 100.
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8.2.1. Estimation of UWB channels

Residential NLOS UWB channel realization
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Figure 8.3.: Channel realizations for the Residential NLOS environment of the UWB channel
model

Now that all the theoretical results are known (see Chapter 7), is time to prove the theoretical
results by simulating the RLS adaptive problem without previous knowledge of the channel
impulse response (or its statistics), and watching other topics not discussed yet like convergence
and training sequence length.

The first channel to prove is the realization of the UWB stochastic model for the Residential
NLOS environment used before, shown in Figure 8.3.

As seen on Chapter 7 in Figure 7.3, for a filter order of 100, a pole position of -0.7 or -0.5 are
a good choice. The learning curves for a=-0.5 and a=-0.7 are shown in Figure 8.4, which reveals
a dependence of the convergence time in the pole position. This can be explained taking a look
at Figure 8.5, which shows that for a large magnitude pole position a longer part of the impulse
response can be gathered by the estimate which makes necessary a longer convergence time.
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Learning Curves for RLS algorithms
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Figure 8.4.: Learning curves of the RLS algorithm for Laguerre and FIR filters.

The resulting estimated system response in the steady state of the filters (when the conver-
gence/asymptotic behavior is achieved) is shown in Figure 8.5, which shows the main feature
of the channel estimation with Laguerre filters in comparison with FIR filter, by estimating a
longer part of the channel impulse response which the FIR filter can not gather.
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Estimation of an UWB channel by means of RLS algorithm.
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Figure 8.5.: Approximated impulse response obtained by Laguerre (a = —0.5 and -0.7) and FIR
filter of order 100 with a RLS algorithm.
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Office NLOS UWB channel realization
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Figure 8.6.: Channel realizations for the Office NLOS environment of the UWB channel model

The second channel is the realization of the UWB stochastic model for the Office NLOS
environment used before, shown in Figure 8.6.

Taking a look back to Chapter 7, in Figure 7.16, for a filter order of 100, a pole position of
-0.3 or -0.5 are a good choice. The learning curves for a=-0.3 and a=-0.5 are shown in Figure
8.7
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MSE (in dB)
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Figure 8.7.: Learning curves of the RLS algorithm for Laguerre and FIR filters.
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The estimated response of the steady state are shown in Figure 8.8
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Estimation of an UWB channel by means of RLS algorithm.
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Figure 8.8.: Approximated impulse response obtained by Laguerre (a = —0.3 and -0.5) and FIR
filter of order 100 with a RLS algorithm.
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9. Conclusions and future work

Laguerre filters as a generalization of the FIR filters perform better or equal than FIR filters,
in particular for UWB channels, we have seen that we can achieve a mean improvement of
about 5 dB in the MSE for the residential NLOS environment of the channel model and a
moderate 1 dB improvement for the Office NLOS environment. The conclusion is that Laguerre
sequences are not specially suited for this kind of channels, specially if they present chaotic
or non sparse behavior (like the Office NLOS environment channels generated by the channel
model), they fit best smooth channels like channels with a rational transfer function, however
they still represent a good choice when the channel length is large and the filter order must be
small. This unsuitability for this kind of channels can be explained due to the intrinsic low-pass
behavior of the Laguerre filters remembering that they consist of a low-pass section followed by
a cascade of all-pass sections.

Another interesting thing is the selection of the pole position of the Laguerre filter. We have
seen that the optimal pole position varies for different filter orders, starting from a large magni-
tude pole position for small orders in order to have longer sequences, and smaller ones for larger
filter orders what makes the sequences to have smaller temporal extension but finer temporal
resolution. The optimal pole position can be estimated with relative success by applying the
easy idea that the Laguerre sequences have to cover a temporal extension approximately equal
to the typical channel length. This idea in addition to the linear modeling of the Laguerre
sequences length has proved to be a quite good estimate of the optimal pole position for a given
typical channel length and a fixed filter order, what makes the selection of the Laguerre pole an
easy task for UWB channels.

For future work in this field, there are two generalizations that can be applied to the Laguerre
filter. The first one is to have a complex pole position (always inside the unit circle) instead of
restricting to a real pole (varying from —1 to 1, as in this study) with the structure shown in
Figure 9.1. Adding a complex phase to the pole does not affect the temporal extension of the
sequences.

xl(k7a> xz(kra) x3(k,a) x\[(k7a)
x(k) g g g
—> —
l-az™ 1-az™ 1-az™
Wy, (@) Wy (@) Wy 5(a@) Wy 00(@)
. By N
N, D N, P (B

Figure 9.1.: Laguerre transversal filter with complex pole position.

Another generalization is using different poles for the sections of filters instead of only one pole.
This new problem deals with the orthonormal structure shown in Figure 9.2, which results in a
multivariate optimization problem for choosing the optimal pole positions with its consequent
difficulty.
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Figure 9.2.: A transversal orthonormal structure with multiple pole positions.
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Appendix



A. Modified Levinson Durbin algorithm

When the autocorrelation matrix R, is an Hermitian Toeplitz matrix ( a Toeplitz matrix or
diagonal-constant matrix, named after Otto Toeplitz, is a matrix in which each descending
diagonal from left to right is constant), which will be the case of this study as it will be seen on
next chapter, the normal equations can be recursively solved in an efficient manner, exploiting
the data structure. This efficient way to solve the normal equations is the Levinson-Durbin
algorithm (based on the book [3] ).

If we consider the forward and backward error prediction filters, shown in Figure A.1. Here

x(k=1) x(k=2) x(k-3) x(k - M)

x(k

( ) Z,l 271 Z—l Pp—— Zfl
Dy 0 Ayra Ay s Ay s ;

NP, =D N e, (k)
(a) Forward error prediction filter
x(k-1) x(k-2) x(k-3) (k- M)

x(k)

b b

M.2

o
=
=
N\
N\
N\
S
S
S
N
L

M. »
U N €y (k)

(b) Backward error prediction filter

Figure A.1.: Forward and Backward error prediction filters

the forward and backward error predictor weigth vectors are defined as (the pole position a must
no be confused with the forward error prediction filter weights anz ;)

anro

a
ay=| " (A.1)

aM,M

baro

bar
by = : , (A.2)

byr,m

note that anrp = 1.0 and byrar = 1.0. The forward and backward prediction errors are e@(k)
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and €4, (k) respectively, defined by

M
et (k) =" anrjalk — ), (A.3)
j=0
M
ehr(k) =Y barjak — j). (A.4)
§=0

Assuming that we have stationary signals, the forward and backward predictions errors will have
the same variance, say a%/[. The normal equations for these filters, also known as the augmented
Wiener-Hopf equations are

52
Ryay = [0%]
O

Ryriby = |:02 ] (A.5)
M

where 0y is the M-by-1 null vector. Only for this section the autocorrelation matrix R, will
be denoted as Rjs11, with M + 1 the dimension of the matrix in order to notice that it is a
(M + 1)-by-(M + 1) matrix. The subscripts refer to their dimensions in Rjs41 and 0y, and to
the prediction order in aj; and 012\4,

Ry = E [xpm(k)x (k)]
"”*(0) r(1) r(M)
| :(1) 7’(:0) T’(M:— 1) (A.6)
r*(M) r*"(M—-1) --- r(0)

Now it can be seen that the corresponding backward prediction-error filter by, is obtained by (in
view of equations A.5 ) backward rearrangement of the elements of ay; and their complex con-
jugation. The combined effect of these two operations is denoted by aZ*, defining the operation

-B as the backward rearrangement of the elements of the vector, say
‘ﬁw,M
Ahr -1
by = " =aly (A7)
a*M,o

where the [-th tap weight of a forward prediction-error filter of order M is denoted by ans; ,
and likewise for aj; ;.

The Levinson Durbin algorithm solves the augmented Wiener Hopf equations, given in A.5
for prediction-error filters of order M using the solution of the same problem for filters of
order of M — 1 (i.e., one order higher, in a recursive manner). The main goal of the Levinson
Durbin algorithm is the computational efficiency, in terms of numbers of operations and storage
locations in comparison to the standard methods, such as the Gaussian elimination method
(matrix inversion).

The main idea behind the Levinson Durbin algorithm is to exploit the Toeplitz structure of
Rpr41 by relating the order-updated solution to the already available one. An intelligent a priori
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solution for the forward prediction filter is

S A L S 2 I - IS

where kj; is a constant. The scalar version of this order update is
api = apm—11+ KMy _1 -1, 1=0,1,..., M,

Note that apr—10 =1 and ap—1,m = 0.
If we substitute Equation A.8 in A.5, we have

o2 an/— 0
R N R =

now we can partition the autocorrelation matrix Rpsy1, in view of Equation A.6, by defining
the vector r as
r(1) r*(—1)
r*(=2)
ry = . = . (A.l())
r(M) r*(—M)
and the matrx Rjs41 can be partitioned as

Ry = [%Af; :(%)] — [7;(]3) Iﬂi] , (A.11)

now substituting in A.9, the equation looks like

2 B T

oyl |Rm ry | |am—1 r(0) 1y, 0

oul = ol [0 e [ R ] =

2 T _Bx

oyl  |[Rmapm—1 ryan g

ol = ] o (812

The set of normal equations for the forward prediction-error filter of order M — 1, regarding
to Eq. A.5, is

2
RMaM_1 = |:ng:| (Alg)
M—-1
% On—
Ryby-1 = Ryalf = [012\4 1}, (A.14)
M—-1

then the following scalar value is defined

M-1 M—1
AM—I = rﬁHaM_l = Z T*(M — l)aM,l,l = ’I”(l — M)aMfl,l (A.15)
=0 =0

and noting that
AM—I = r]]\3/[HaM_1 = (rMaM_l
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So the equation looks like

o2 Op—1 Al
[0%] = |{Opm-1| +£KMm | Op—1 (A.16)
Ap— ‘712\/[—1

Here two important relations can be obtained from the first and last entries of Equation A.16
ofr = of—1 + e Ai, (A.17)

and

0=Apn_1+ HMO']Q\/[,1 -

A
kar = — —t (A.18)
OM-1
and eliminating Aj;_1 from equations
o2 =0 (1= |km?). (A.19)

Sumarizing the results for the Levinson Durbin algorithm

M—1
Ay = rilay = r(l — M)ar—1,,
1=0
 Ana
KM = ——5 ,
OM—1
2 _ 2 2
oy = oy—1(1—[rml7),
*
apg = aM—-11+tKEMOp 1115 [=0,1,...,M.

Now the problem of forward/backward prediction-error is solved, however, this was not our
original goal. Initially we wanted to solve the normal equations, that is

wy Ry = Pyzx (AQO)
and to obtain the estimate

v = ZwM,ixi(k)- (A.21)

However, if one takes into account the generated backward prediction error signals, it can be
demonstrated through the normal equations for the backward prediction filter, that these signals
are orthogonal to each other, thus enabling to express the estimation as a weighted sum of the
backward prediction error signals.

M M
:l)M = Z dzef(k) = Z'U)M,imi(k) (A.22)
=0 i=0

Note that the set of coefficients d; does not depend on the filter order (M) because the signals

e?(k) are orthogonal. They are obtained by taking the scalar product between ¢y, and e?(k),

7
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and applying the orthogonality property, say

d; = (y, ¢} (k)) (A.23)

In order to make these signals ei-’ (k) orthonormal, they only have to be normalized through
their standard deviation, i.e., a new set of coefficients, ¢;, is defined for the orthonormal signals
et (k) = e?(k)/oi. The Coefﬁments ¢; can be defined as

M
Gy = Zcie;’o(k) (A.24)

(y. e} (k)

¢ = (y.e°(k)) = o (A.25)

from the definition of the error prediction filters, it can be written that

i i
Py =D bigas(k) =D iy (k) (A.26)
J=0 j=0
so the resulting coefficients can be written as

. 2 =0 Uiy @i (R)) > ljooafi—p(5) (A.27)

0; 0j

with p(j) denoting the j-th element of the cross correlation vector py,.
Now, the coefficients from an orthonormal expansion of ¢/ (k) which is the m.m.s.e. estimate
of y(k) are ¢;, and the resulting MSE is given by

MSE = Juin = Eler|* = (ear, enr) = ((y — 9m) enr)

remembering that the error signal (because of the normal equations) is orthogonal to all linear
combinations of the data (i.e., )

M
ely, ) =y = 3 leil

=0 =0

Mz

MSE = Jmln—<yaeM>_U _<yayM —U

Normalizing this result with respect to the power of y(k)

M ’C"Q
NMSE=1-) %
(o}
i=0 Y
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