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NUEVOS METODOS EN RADIOTERAPIA DE
INTENSIDAD MODULADA PARA LA REDUCCION DE
LOS TIEMPOS DE ADMINISTRACION DE LOS
TRATAMIENTOS

RESUMEN

El cancer es hoy en dia una de las principales causas de muerte en todo
el mundo con 7,6 millones de fallecidos en 2008", lo que equivale a un
13 % del total de muertes. Para combatir este grupo de enfermedades,
se han desarrollado mdltiples técnicas que pueden ser administradas
individualmente o de forma conjunta para incrementar su efectividad.
La radioterapia de intensidad modulada (abreviatura en inglés IMRT)
es una técnica que permite concentrar la dosis de radiacién en el volu-
men del tumor, a la vez que limita la radiacién que reciben los tejidos
sanos adyacentes. Sin embargo, la complejidad del tratamiento se in-
crementa frente a otras técnicas de radioterapia convencional como
3DCRT, provocando que el tiempo de administracién en cada sesién
sea mayor y que la validacién clinica resulte més dificil. La presente
tesis se centra en la modalidad step-and-shoot de IMRT, con el objetivo
de desarrollar nuevos métodos que permitan modelar de forma mds
precisa el problema tratado y reducir los tiempos de administracién.

En el modelado del problema, el mapa de intensidad de cada haz y
el volumen interior del paciente son discretizados en beamlets y vixels,
respectivamente, para poder ajustar la dosis a la forma tridimensional
del tumor. Las intensidades de los beamlets son generadas mediante
un proceso de optimizacién, que es guiado por los cambios que se
producen en la funcién objetivo obtenida a partir de la distribucién de
dosis conseguida en el interior del paciente. Por esta razén, el modelo
de radiacién tiene un papel crucial, ya que es el encargado de obtener
la dosis acumulada en cada uno de los véxels cada vez que las inten-
sidades son modificadas. En la presente tesis, proponemos un método
de proyeccién en el modelo de radiacién para el calculo de relacio-
nes entre beamlets y voxels, que cambia la relacién 1 a n asumida en
el método de proyeccién original por una relacién n a n mds realista,
donde un beamlet puede radiar de forma directa a més de un véxel, y
un voéxel puede ser radiado directamente por mas de un beamlet. Es-
to se consigue proyectando el véxel completo sobre los beamlets que
forman el haz de radiacién y buscando cuales han sido activados. Este
proceso se realiza utilizando la potencia de las actuales tarjetas gréficas
para realizar los célculos sin que el tiempo de ejecucién se incremente
excesivamente.

Una vez que los mapas de intensidad han sido optimizados, todavia
es preciso descomponerlos en una serie de aperturas con un tiempo de
exposicién asociado para que puedan ser administradas por un acele-
rador lineal equipado con un MLC. La descomposicién tiene multitud
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de soluciones posibles, pero se debe buscar la mds simple y eficiente
para no prolongar los tiempos de administracién y hacer més dificil la
validacién clinica. Con este objetivo, proponemos reducir los tiempos
de administracién por medio de tres métodos diferentes pertenecien-
tes a la tarea de descomposicién o segmentacién MLC. El primero de
ellos es un algoritmo de segmentacién unidireccional, que mediante la
sincronizacién de las ldminas obtiene segmentos con formas mds sua-
ves y, a la vez, tiende a evitar la aparicion de mas de una componente
conexa, es decir, procura generar una tnica apertura por segmento. El
segundo método consigue reducciones de hasta un 25 % en el niimero
de segmentos a partir del estudio de una representacion tridimensio-
nal de la descomposicién obtenida, buscando aquellos puntos clave en
la matriz de fluencia que dificultan la descomposicién y que con una li-
gera modificacién en su fluencia pueden ser eliminados. Por tltimo, se
presenta un método que permite post-procesar segmentaciones y redu-
cir el nimero de segmentos obtenidos a una cantidad prefijada por el
usuario. Esta reduccién se consigue utilizando la similitud entre aper-
turas adyacentes en segmentaciones unidireccionales para agruparlas
en tantos grupos como segmentos desee el usuario. Posteriormente,
una apertura y un peso equivalentes son creados para cada grupo te-
niendo en cuenta el mapa de fluencia original, a fin de preservar las
zonas de alta intensidad y con ello permanecer lo més cerca posible de
la fluencia originalmente planificada.



NEW METHODS IN INTENSITY-MODULATED
RADIATION THERAPY FOR TREATMENT TIME
REDUCTION

ABSTRACT

Cancer is a leading cause of death worldwide accounting for 7.6 mil-
lion deaths (around 13% of all deaths) in 2008>. In order to fight this
group of diseases, multiple techniques have been developed that can
be applied individually or together for increasing their effectiveness.
Intensity-modulated radiation therapy (IMRT) is a technique that al-
lows the radiation dose to conform precisely to the three-dimensional
shape of the tumour while sparing any critical structure. However, the
complexity of the treatment is increased, if it is compared with other
conventional radiotherapy techniques like 3DCRT. As a consequence,
treatment times are extended and the clinical validation becomes more
challenging. This thesis is focused on the development of new meth-
ods for the step-and-shoot mode of IMRT, aiming at improving the mod-
elling of the problems solved and reducing the treatment times.

For modelling the problem and conforming the radiation dose to the
shape of the tumour, the intensity map for each beam and the patient
volume are discretized into beamlets and voxels, respectively. Beam-
let intensities are obtained by optimization, and the objective function
that drives the optimization process is computed from the dose dis-
tribution achieved inside the patient. For this reason, the radiation
model has a crucial role, since it is used to obtain the accumulated
dose in every voxel after a change is performed in beamlet intensities.
In this thesis, we propose a projection method for the radiation model
to compute the relationship between beamlets and voxels, where the 1-
to-n relationship assumed by original projection method is exchanged
for a more realistic n-to-n relationship, so that one beamlet can di-
rectly radiate many voxels, and one voxel can be directly radiated by
many beamlets. The solution is found by projecting the whole voxel
on the beamlet grid and searching for the activated beamlets. The
method uses the computer graphic card inside a compute-by-drawing
approach that performs the calculations without increasing in excess
computation times.

Once the intensity maps have been optimized, it is still needed to de-
compose them in a set of segments with an associated beam-on-time,
for being delivered with a linear accelerator equipped with an MLC.
The decomposition has multiple solutions, but the most simple and
efficient has to be found in order to do not extend treatment times or
make the clinical validation more difficult. To this end, we propose re-
ducing delivery times with three methods for the MLC segmentation
step. The first method is a unidirectional segmentation method, which
synchronizes the leaves motion for obtaining segments with smoother
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contours and being prone to avoid more than one connected compo-
nent, i.e. it tends to generate segments with only one aperture. The sec-
ond method achieves reductions up to 25% in the number of segments.
The original segmentation is represented in a three-dimensional struc-
ture, where the algorithm can search for the key points of the fluence
map that make the decomposition more difficult and that can be erased
with a small change in its fluence. Finally, it is presented a method for
post-processing unidirectional segmentations and reducing the num-
ber of segments to a user-specified quantity. The method takes ad-
vantage of the similarity between adjacent segments in unidirectional
segmentations. This similarity allows the algorithm to cluster the orig-
inal segments into the same number of groups as the desired number
of segments. Then, an equivalent aperture and weight is computed for
each group, taking into account the original fluence map in order to
preserve the highest intensity zones and stay as close as possible to the
original planned fluence.

vi



ACKNOWLEDGEMENTS

I would like to thank Guillermo Tobias for his previous work on the
MLC segmentation field, which left tons of routines that helped me
and made the development of this thesis easier. I also thank my su-
pervisor Juan Manuel Artacho for always having time to discuss with
me, Monica Herndndez for her invaluable hints and advices, Técnicas
Radiofisicas S.L. for allowing the use of the PCRT 3D® software, and
the Physics and Radiological Protection Service staff at the Hospital
Clinico Universitario Lozano Blesa for its collaboration on the experi-
ments and its kindness; especially to Miguel Canellas and Esther Mil-
lan, whose positive attitude and willingness to work made the clinical
tests possible.

vil






CONTENTS

INTRODUCTION 1
1.1 Thesis scope 1

1.2 Intensity-modulated radiation therapy 2
1.3 Radiation model 5

1.4 Fluence map optimization 6

1.5 MLC segmentation 6

VOXEL PROJECTION 9
2.1 Abstract 9
2.2 Introduction 10

2.3 Method 11
2.3.1 Drawing with OpenGL 12
2.3.2  What and how to draw? 18
2.3.3 OpenGL extensions 20

2.3.4 Improvements 21

2.3.5 Data and experimental setup 21
2.4 Results 22
2.5 Discussion 24
2.6 Conclusions 26

UNIDIRECTIONAL SEGMENTATIONS WITH SHAPE CONTROL
3.1 Abstract 27

3.2 Introduction 28
3.3 Method 29
3.3.1 Definitions and notation 29

3.3.2 Segment computation (S) 31
3.3.3 Weight computation (xy) 34
3.3.4 Data and experimental setting 37

3.4 Results 38

3.5 Discussion 45

3.6 Conclusions 47

3.7 Segmentation algorithm pseudocode 49

REDUCING THE NS IN UNIDIRECTIONAL SEGMENTATIONS
4.1 Abstract 51
4.2 Introduction 52
4.3 The Rod Pushing technique 52
4.3.1  The Rod Pushing algorithm 52
4.3.2 Physical constraints 53
4.3.3 Mechanical constraints 54
4.4 Method 55
4.4.1 Segmentation insight 55
4.4.2  Fluence change considerations 57
4.4.3 The algorithm 57
4.4.4 Application example 59
4.4.5 Generalization of the algorithm 59
4.4.6 Data and experimental setup 59

27

51

ix



X

I CONTENTS

4.5 Results 61
4.6 Discussion 67
4.7 Conclusions 67

FIXED NS IN UNIDIRECTIONAL SEGMENTATIONS 71
5.1 Abstract 71
5.2 Introduction 72

5.3 Method and Materials 73
5.3.1 Clustering the original segments 73
5.3.2 Computing equivalent segments 74
5.3.3 Computing associated weights 76
5.3.4 Checking the equivalent segment overlapping
5.3.5 Data and experimental setup 78
5.4 Results 79
5.5 Discussion 84
5.6 Conclusions 86
5.7 Equivalent segment computation example 87

CONCLUSIONS 89

6.1 Contributions and conclusions 89
6.2 Perspectives and future work 9o
6.2.1 Radiation model 90

6.2.2 MLC segmentation 91
6.2.3 General 91

BIBLIOGRAPHY 99

77



LIST OF FIGURES

Figure 1

Figure 2

Figure 3

Figure 4

Figure 5

Figure 6
Figure 7

Figure 8

Figure 9

Pictures of a linear accelerator. 3

A 2D schematic diagram of an inverse planning.
The blue and red contours represent the OARs
and the CTV, respectively, and the orange contour
is the safety margin added to the CTV in order to
account for setup errors and involuntary move-
ment. 3

Schematic diagram of a generic collimator with
upper and lower jaws, and a tertiary MLC. (a)
Front (main) view. (b) Side view. (c) Oblique
projection. (d) Bird’s eye view (floor plan). 4

Example of a unidirectional fluence map decom-
position with 51 apertures. The example comes
from an oropharynx cancer case beam. The
denotes the beam-on time associated to an aper-
ture, where x is the aperture number or, alterna-
tively, the delivery order. 8

A schematic diagram of the mathematical voxel
projection. The point S is the radiation source, I
denotes de isocenter, C is the voxel center, which
is projected in the isocenter plane as P, and R is
the point where the ray intersect for the first time
with the patient skin. The radiological depth is
computed using the segment RC. 12

OpenGL view frustum. 13

A schematic diagram of the voxel drawing with
OpenGL. The isocenter plane is only showed for
illustrative purposes. K is point where the line
of sight intersects with the patient’s skin for the
first time. 14

OpenGL window coordinates, pixel and beam-
let numbering, and the translation from pixel to
beamlet numbering. 16

Translation table and pixel to beamlet correspon-
dence when the first and last leaves are two times
bigger than the rest of leaves. Note that in this
case 80 pixels are used for representing 64 beam-
lets, the indexing is accordingly updated from
the former figure 8b, and the correspondence be-
tween pixels and beamlets is not anymore a one
to one relationship. 17

Xi



xii | List of Figures

Figure 10

Figure 11

Figure 12

Figure 13

Figure 14

Figure 15

Figure 16

Figure 17

Figure 18

Figure 19

Figure 20

Figure 21

Figure 22

Figure 23

Figure 24

An anisotropic beamlet of 5 mm wide and 10 mm
height is split into two sub-beamlets. In addi-
tion, each sub-beamlet is composed of four pix-
els to increase the accuracy when drawing. As
a result, the original beamlet is represented with
eight pixels in a 2 x 4 configuration. 17

Example of voxel projection with four isotropic
beamlets where each beamlet corresponds to one
pixel. The activated beamlets are shaded in light
grey. 19

Example of voxel projection on four anisotropic
beamlets. The activated pixels are shaded in light
grey. 20

Beam’s eye view, data to project, and final results
for the 180° beam of the prostate case. 23

Values for 1y ; and 1y ; in a hypothetical segment.
In light grey left leaves and in dark grey right
leaves. 30

d variable on a hypothetical segment: (a) origi-
nal segment with d represented graphically as an
arrow, (b)) d <2and (¢)d < 1. 33

Segmentation of the 180° beam fluence matrix
using RP and Xia algorithms. 42

OTNMU and ONS segmentations not using seg-
ment shape control for the 180° beam fluence
matrix. 43

OTNMU and ONS results with segment shape con-
trol for the 180° beam fluence matrix. 44

OTNMU segmentation with 34 segments and 86
MU when the TNMU is relaxed to reduce d, ob-
taining r = 23 and d < 3. 45

Example of the TGC applied on the OTNMU and RP
algorithms, showing its influence on the segment
shape. 46

Fluence matrix representations. 53

One aperture per row example. The red shaded
position can not be generated with an MLC. The
left and right MLC leaves are drawn in light and
dark grey, respectively. 54

(a) The rod pushing rule applied to a single ex-
ample row. (b) The original fluence row decom-
posed in segments using the rod pushing rule.
The number on the left side of each segment rep-
resents the height and it is associated to its deliv-
ery order. 54

Interleaf collision example. The upper left leaf
and the lower right leaf can not block positions
with the same column number. 55



Figure 25

Figure 26

Figure 27

Figure 28

Figure 29

Figure 30

Figure 31

Figure 32

Figure 33

(a) and (c) 3D representation of the rods when
the RP rule and the ICC are applied, respectively,
to the same example matrix. (b) and (d) The de-
composition of the matrix in the top and base
matrices and the resulting segmentation. Colli-

sion elements are underlined. 56
Reduction of the NS modifying one unit figure 23
fluence row. 56

Axial section of dose distributions with differ-
ent reduction strategies. The original dose is not
showed, because it was very similar to the fig-
ure 27(a) dose distribution. 57

(b), (d) and (f) The fluence matrix and its seg-
mentation using the RP technique with the 1CC.
(a), (c) and (e) 3D representation of the results
for the initial matrix, the first and the second it-
erations of the algorithm, respectively. 60
DVHs for the rod pushing algorithm. Mod = mod-
ified matrix, Man = manually modified segmen-
tation. 68

Fluence matrix segmentation of one beam from
a prostate case with 25 segments, clustered into
6 groups. Final grouping is 4-3-5-3-5-5, whereas
initial grouping was 4-4-4-4-4-5. 75

Overlap checking example with two equivalent
segments. A is the original fluence matrix. The

right leaves $¢9°(1,2) and S€9'(2,2) (in blue) will
respectively cause the left leaves S;q/(l,ﬂ and

S;q , (2,1) (in yellow) to move forward in order to
avoid the delivery of 9 MU instead of the original
6 MU. 77

Prostate segmentation of figure 30 processed for
obtaining six segments. 79

DVHs for the rod pushing algorithm. NS = fixed
NS. 82

LIST OF TABLES

Table 1

Table 2

Table 3

Differences found in beamlet to voxel assigna-
tions between the original and the drawing meth-
ods in two graphic cards (only the voxel center
point was drawn). 25

Computation times for the original and the pro-
posed methods. 25

Local row peak examples. The underlined ele-
ments are the peaks. 31

xiit



Table 4
Table 5

Table 6

Table 7

Table 7

Table 8

Table 9

Table 10

Table 11

Table 12

Table 12

Table 13

Xiv

Average NS. 39
Average TNMU. 40

NS and TNMU obtained for each beam in a real
prostate cancer case. 41

NS and TNMU obtained for each beam in three
cancer cases. Or = original matrix, Md = modi-
fied matrix, % = reduction percentage. 63

NS and TNMU obtained for each beam in three
cancer cases. Or = original matrix, Md = modi-
fied matrix, % = reduction percentage. 64

Fluence change information for table 7 results.

"+" and "—" are maximum addition and subtrac-
tion, respectively, to a single element, C = ele-
ments modified, NE = non-zero elements. 65

Beam delivery time table (in mm:ss) for the rod
pushing technique. Beam order is the delivery
order. ‘Trans’ is the transition time spent from
the previous beam to the current one. ‘Rad’ is
the total beam delivery time (beam-on time plus
the time required for the leaves to move between
segments). 66

NS and TNMU results for the original and the fixed
NS plans (4 : 1 ratio). 8o

Beam delivery time table (in mm:ss) for the rod
pushing technique in the original and the fixed
NS plans (4 : 1 ratio). Beam order is the delivery
order. “Trans’ is the transition time spent from
the previous beam to the current one. ‘Rad’ is
the total beam delivery time (beam-on time plus
the time required for the leaves to move between
segments). 81

Dosimetric index comparison between the orig-
inal and the fixed NS plans (4 : 1 ratio) using
the EUD, Dg5 and Dyoo. Dx is defined as the per-
centage of volume receiving x% of the prescribed
dose. 83

Dosimetric index comparison between the orig-
inal and the fixed NS plans (4 : 1 ratio) using
the EUD, Dy5; and D;o0. Dy is defined as the per-
centage of volume receiving x% of the prescribed
dose. 84

Modulation index for each beam in the original
and the fixed NS plans (4 : 1 ratio). 85



ACRONYMS |

Table 14 Comparison of the EUD, Dys and Do, for the
main target volume in ten additional cancer cases
between the original and the fixed number of
segments approaches (4 : 1 ratio). 86

ACRONYMS

2D two-dimensional

3D three-dimensional

AMRT arc-modulated radiation therapy

BC branch-and-cut

CPU central processing unit

CT computed tomography

CTV clinical target volume

CTVgr clinical target volume gross disease region
CTVel clinical target volume elective nodal region
DAO direct aperture optimization

DMLC dynamic MLC

DMPO direct machine parameter optimization
DSs direct step-and-shot

DVH dose-volume histogram

EUD equivalent uniform dose

FBO frame buffer object

FMO fluence map optimization

GPU graphics processing unit

ICC interleaf collision constraint

IMRT intensity-modulated radiation therapy
MI modulation index

MLC multileaf collimator

MU monitor units

NS number of segments

OAR organ at risk

XV



xvi | ACRONYMS

ONS optimizing the number of segments

OTNMU optimizing the total number of monitor units
PTV planning target volume

ROI region of interest

RP rod pushing

SMLC static MLC

TGC tongue-and-groove constraint

TNMU total number of monitor units

V&R verification and recording



INTRODUCTION

Contents
1.1 Thesis scope 1
1.2 Intensity-modulated radiation therapy 2
1.3 Radiation model 5
1.4 Fluence map optimization 6
1.5 MLC segmentation 6

1.1 THESIS SCOPE

Radiation therapy (in North America), or radiotherapy (in the UK and
Australia) is the medical use of ionizing radiation for the treatment
of malignant tumours (cancers). Most common cancer types can be
treated with radiotherapy in some way and it can be used as the pri-
mary therapy or combined with surgery, chemotherapy, hormone ther-
apy or some mixture of them. The precise treatment intent (curative,
neoadjuvant or palliative) will depend on the tumour type, location,
and stage, as well as the general health of the patient.

This thesis is focused on an external radiotherapy technique called
intensity-modulated radiation therapy (IMRT), which is increasingly
used for cancer treatment in complicated body sites such as head and
neck, prostate, breast and lung. IMRT allows radiation doses to con-
form the three-dimensional (3D) shape of the tumour while minimiz-
ing the dose to surrounding critical structures and normal tissue. By
contrast, the treatment complexity is increased and it is crucial to gen-
erate treatment plans that can be delivered efficiently and accurately
while meeting the treatment goals. The aim of the research described
in this thesis was to develop, evaluate and clinically validate methods
that either improve the modelling of the problem solved in IMRT or
reduce the delivery times.

The content of this thesis is divided into six chapters. The fist chap-
ter is an introduction to the IMRT technique, describing the steps for
generating a treatment plan, together with the problems involved in
each step and the most common approaches to deal with them. Second
chapter is focused on the modelling of the relationship between beam-
lets and voxels used for computing the dose distribution achieved in-
side the patient while the intensity maps are optimized. The third,
forth and fifth chapters deal with the decomposition of the intensity
maps in order to increase the delivery efficiency. Finally, the sixth
chapter contains the conclusions and future work.

Neoadjuvant therapy
refers to radiation
therapy given to
people with cancer
prior to surgery. The
aim is to reduce the
size or extent of the
cancer before
receiving surgery,
thus making
procedures easier and
more likely to be
successful.



The linear accelerator
arm and the couch
can be rotated around
a given fixed point,
called the isocenter,
in such a way that
the radiation can be
delivered from any
direction to this
point.

The word voxel
comes from
volumetric pixel.
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1.2 INTENSITY-MODULATED RADIATION THERAPY

IMRT is an external radiotherapy technique which directs photon
(megavoltage X-ray) or electron beams to a target volume. The beam
collide with the different tissues, then electrons and free radicals are
detached and scattered from molecules, and eventually they collide
with the DNA molecules of the cells. These collisions lead to a chain
of physical and chemical events that eventually produce a biological
damage, since the DNA molecule is broken by ionizing or exciting its
atoms. This DNA damage is then passed on through cell division, ac-
cumulating damage to the cancer cell’s DNA, causing them to die or
reproduce more slowly. Cancer cells have a diminished ability to re-
pair sub-lethal damage compared to most healthy cells. Consequently,
the treatment is conveniently fractionated (spread out over time) for al-
lowing normal cells to recover and repopulate, while tumour cells that
are generally less efficient in repair between fractions will be more
affected by the radiation. For a extended introduction to the radiobio-
logical processes see [32].

A computer-controlled linear accelerator equipped with a multileaf
collimator (MLC) (figure 1) is used in IMRT to deliver the radiation and
achieve inside the patient a specific level of radiation dose, the so-
called prescribed dose. The dose is defined as the amount of radiation
absorbed by the tissue and it is measured in grays (Gy), where one
gray is the absorption of one joule of energy, in the form of ionizing
radiation, by one kilogram of matter. The linear accelerator output
is measured in monitor units (MU), which are calibrated for a specific
energy such that one MU gives an absorbed dose of one gray in a water
phantom at a specific depth of Diqx (the maximum dose along the
beam central axis) for a field size of 10x10 cm with a source-to-axis (or
alternatively source-to-surface) distance of 100 cm.

IMRT allows the dose to conform precisely to the 3D shape of the
tumour and to spare any critical structure, usually referred as organ
at risk (OAR), and normal tissue by modulating the intensity (fluence)
of the beams that radiate the target volume from several spatial posi-
tions, see figure 2, and controlling the dose achieved in multiple small
volumes inside the patient. A 3D computed tomography (CT) image
of the patient is used for defining several regions of interest (ROIs)
that are discretized into voxels. Then, the treatment planing system
uses computerized dose calculations to determine for each beam the
non-uniform intensity map or fluence map (which corresponds to the
beam field of view discretization into beamlets, sometimes called bix-
els). Beamlet intensities are obtained by optimization in such a way
that the intersection of the radiation beams at the isocenter will best
conform the radiation to the target volume voxels, while achieving the
prescribed dose. Finally, a linear accelerator can only provide uniform
radiation, so the planned intensity maps need to be decomposed with
a MLC segmentation method in a linear combination of uniform maps,
that consist of a shaped aperture (or segment) created by the MLC (fig-
ures 1(c) and 3(d)) and an associated weight accounting for a relative
beam-on time.

An MLC contains two opposite banks of metal leaves. For each row,
there is one leaf located to the left and another leaf located to the right.
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(b) Couch and arm rotated. (c) Collimator aperture.

Figure 1: Pictures of the Siemens ONCOR"" Impression Plus linear accelerator
used in some of the experiments of this thesis. Images courtesy of
Siemens.

Figure 2: A 2D schematic diagram of an inverse planning. The blue and red
contours represent the OARs and the CTV, respectively, and the or-
ange contour is the safety margin added to the CTV in order to ac-
count for setup errors and involuntary movement.



The step-and-shoot
technique has become
more popular than
the dynamic mode
since it is easier to
generate the MLC leaf
sequencing and
validate the results.
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a) Beam source X b) Beam source
—
X Upper jaws
Upper jaws PR
/ \
Lower jaws Lower jaws
MLC leaf MLC leaves
\
/
z z
Beam source
c) d)

Upper Jaw54> Lower jaws

Figure 3: Schematic diagram of a generic collimator with upper and lower
jaws, and a tertiary MLC. (a) Front (main) view. (b) Side view. (c)
Oblique projection. (d) Bird’s eye view (floor plan).

Those leaves may move inwards or outwards shaping the beam, as it
can be seen in figure 3. The MLC can be used either in static MLC (SMLC)
mode [25] or in dynamic MLC (DMLC) mode [58]. These two ways
of using the MLC lead to two families of IMRT planning techniques:
the SMLC (or step-and-shoot) mode consists of discrete steps, since the
beam is off while the leaves are moving, whereas in the DMLC mode,
the beam is on while the leaves are continuously moving with variable
speed, like a sliding window.

The purpose of this thesis is to develop new methods for the SMLC
mode of IMRT, where the two-dimensional (2D) beam field of view is
discretized into small beamlets and then the weight or intensity of
each beamlet is optimized such that the total contribution of all the
beamlets from all the beams produces the desired dose distribution.
This process is commonly named as fluence map optimization (FMO).
Every beamlet can be understood as a small radiation beam with an
associated pencil beam kernel that it is able to describe how the dose is
spread. If the relationship between the beamlets and the patient voxels
is established, then a optimization algorithm can modify the beamlet
intensities for obtaining the desired dose distribution in a inverse plan-
ning. Finally, it is important to mention that after the optimization, it
is obtained the ideal or planned intensity map. The MLC decomposition
and delivery tries to accurately reproduce the ideal map, but usually
the delivery phase introduces changes, and the eventual map is called
the actual or delivered intensity map.

In this thesis, it is supposed that the ROIs in a CT image of the patient
(or any other image modality) and that the number, spatial position,
and field of view of the beams are already defined or computed. The
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following sections will briefly introduce the last three steps for the
treatment planning: the computation of the dose matrix, the optimiza-
tion of the beamlets intensity and the final MLC decomposition for de-
livery. It is very important to remark that this thesis focuses on the first
and the last step, the optimization of the beamlet intensities is only ex-
plained because it is in between both tasks and helps to understand
the work done.

1.3 RADIATION MODEL

Radiation models are used in IMRT for computing the delivered dose
in each iteration during the optimization and at the end of the MLC
segmentation for obtaining the final dose distribution and validating
the treatment. Basically, it is performed a convolution between the en-
ergy released in each voxel and a dose spread kernel introducing some
approximations due to limitations in computer speed and incomplete
physics. However, these two situations need different approaches be-
cause their requirements are the opposite of each other. The beamlet
optimization often uses a finite-size pencil beam approach that sacrifices
accuracy in order to speed up the computations, since the number of
iterations may vary from 10% to 10 depending on the optimization
algorithm. In contrast, the final dose distribution is usually obtained
with a more accurate model such as the collapsed cone in order to ob-
tain the precise dose that the final set of apertures and beam-on times
generated will deliver to the patient. A very good introduction to this
topic can be found in [28, pp 892-895].

In this thesis, the research performed seeks to address the relation-
ship that must be established between beamlets and voxels for using
the pencil beam model during the optimization phase. For each beam-
let, the voxels directly affected by its beam are computed, and then the
pencil beam kernel is used to compute which is contribution of the sur-
rounding beamlets to the delivered dose. With this information a dose
matrix is created that describes the amount of radiation deposited by
one unit of intensity from a particular beamlet into a particular voxel
in the treatment region. There has been a lot of discussion about the
radiation spread modelling, such as the pencil beam precision [44, 51],
the systematic errors that are introduced in the solution by this kind
of model that leads to suboptimal solutions [35, 36], and the influence
of the beamlet size [16, 69], for citing only a few studies. However, far
too little attention has been paid to the modelling of the relationship
between beamlets and voxels needed for generating the dose matrix.
There are only a few examples, such as [65] and [29], were it is de-
scribed in detail how to compute for a given voxel which beamlet or
beamlets directly deliver radiation to it, despite the fact that the cal-
culation of this relationship is something to solve in any commercial
treatment planning system.

Chapter 2 describes the problem and different solutions. Then, it is
proposed a method for fast computing the relationship between beam-
lets and voxels independently of their relative size, with an extensible

5
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and flexible approach for being used with different kind of MLCs and
optimization techniques (described in the following section 1.4).

1.4 FLUENCE MAP OPTIMIZATION

The optimization of fluence maps can be separated into two compo-
nents. On the one hand, the optimization criteria, that is, the objective
function and the constraints; on the other hand, the optimization algo-
rithm used for searching a solution.

The objective functions (also called cost functions or score functions)
are used to evaluate how good is a plan by obtaining the score or cost,
which is a single number, for a given combination of beamlet intensi-
ties. This index is for guidance only, the final validation of the treat-
ment quality must be done using an accurate radiation model after the
MLC segmentation, as mentioned previously in subsection 1.3.

The objective function is the mathematical representation of the clin-
ical objectives in such a way that the optimization algorithm can use
them to search for a solution that minimizes (or maximizes depend-
ing on how the function is build) the cost index. One of the most
common ways of including dose-volume constraints in the objective
function is to minimize the variance of the dose relative to the pre-
scribed dose. The variance is defined as sum of the squares of the
differences between the calculated dose and the prescribed dose for
the target volume and dose-volume restrictions for the OARs, which
can be integrated into the objective function as described in [64]. This
approach leads to a quadratic objective function.

The optimization algorithm used will depend on the kind of objec-
tive function, the number of variables, and the additional constraints
that may be added (e.g., positiveness of the beamlets or maximum
beamlet value). For quadratic objective functions, the most common
and the fastest optimization algorithms are based on a gradient search.
Gradient optimization methods change the value of one beamlet or a small
group of beamlets, then the dose distribution is computed multiplying
the dose matrix (defined in previous subsection 1.3) by the beamlets
serialized in a vector, and the score for the new solution is obtained.
If the score is better than the former one, the changes are accepted;
if not, the changes are rejected. This search continues in an iterative
process until no improvement is found. At this point, it is said that the
solution has converged and it is assumed that the optimum solution has
been found.

An extended introduction to this topic with relevant bibliography
can be found in [28, pp 888-892], in [32, pp 4-16-4-26] and in [1, pp
R390-R394]. Finally, a very good review of several optimization meth-
ods is made in [54].

1.5 MLC SEGMENTATION

The last step for generating a SMLC plan in the FMO approach is the
decomposition or segmentation of the fluence map (sometimes called
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fluence matrix) in a set of apertures with an associated beam-on time.
An example of fluence map and its segmentation can be seen in fig-
ure 4.

The MLC segmentation problem is a combinatorial problem. The op-
timal solution minimizes the whole treatment time and this solution
is usually not unique. Two relevant factors on this treatment time are
the total exposure or beam-on time, i.e. the total number of monitor
units (TNMU), and the MLC leaves motion time, which is directly related
to the number of segments (NS). The computation of MLC segmenta-
tions with the minimum NS was proved in [38] that belongs to the
complexity class NP-complete of decision problems.

There are two main approaches for solving NP-complete problems:
the exact approach, that guarantees to get the optimal solution, and
the non-exact approach, that searches for a suboptimal solution [26], in-
stead. The exact approach is only useful for very small inputs, because
the computational complexity grows exponentially with the input size.
In this thesis, the intensity map segmentation techniques described
were developed having in mind clinical IMRT applications. Hence, the
non-exact approach was selected and the proposed methods are and
will be compared with other non-exact methods.

The sequencing or temporal ordering of segments is highly relevant.
For a given set of segments, it can be proofed that the total leaf motion
time is minimized if the sequence of segments is arranged, so as the
MLC leaves move in one direction (for instance, from left to right) [57];
if a segmentation can meet this criterion, it is called a unidirectional
segmentation. It is important to mention that segmentations obtained
with the optimal TNMU or NS are not necessarily unidirectional.

The MLC segmentation methods for the step-and-shoot technique
can be either unidirectional, such as [4, 9] and the rod pushing (RP)
technique described in [57], or bidirectional, such as [18, 19, 25, 40,
57, 67]. Unidirectional segmentation methods are usually optimum, or
close to the optimum, regarding the TNMU and they inherently mini-
mize the leaf travel time. However, the NS is generally larger than in
bidirectional methods. Therefore, the arranged set of apertures that is
obtained minimizes the MLC leaf movements and the beam-on times,
but the set has more apertures than necessary.

Chapters 3 to 5 are focused on the MLC segmentation problem. In
particular, chapter 3 describes a new unidirectional segmentation algo-
rithm with the particularity of being able to control the shape of the
apertures in order to avoid irregular contours and more than one con-
nected component. Chapter 4 deals with the reduction of the NS in uni-
directional segmentations, so that its main disadvantage diminishes or
disappears. Finally, chapter 5 introduces a method for post-processing
unidirectional segmentations and generating a solution with a priori
fixed number of apertures in order to have some degree of control
over the NS as done in other SMLC approaches than the FMO such as the
direct step-and-shot (DsS) methods.
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(a) Fluence map.
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(b) MLC segmentation.

Figure 4: Example of a unidirectional fluence map decomposition with 51
apertures. The example comes from an oropharynx cancer case
beam. The ay denotes the beam-on time associated to an aperture,
where x is the aperture number or, alternatively, the delivery order.
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2.1 ABSTRACT

Finding which patient voxels are radiated by a beamlet is crucial
when computing the dose matrix in the fluence map optimization
approach. In this chapter, a compute-by-drawing method is pro-
posed that improves the current mathematical projection of the
voxel center points by projecting the whole voxel instead. This
new approach makes the resolution of beamlets and voxels inde-
pendent. Thus, eliminating the restriction of a voxel size smaller
than the beamlet width and height in order to ensure that every
beamlet at least radiates one voxel.
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2.2 INTRODUCTION

During the optimization of beamlet intensities in the FMO approach,
the search of the solution is based on whether the changes performed
in the intensity values increase or decrease the objective function value
obtained from the dose distribution. Therefore, the dose calculation
algorithm may be called thousands of times before the optimization
is completed. Hence, a fast and relatively accurate modelling of the
radiation is needed in order to speed up computations and provide
the optimization algorithm with a realistic approximation to the actual
dose distribution.

One of the most common algorithms used for dose calculation in
IMRT is the finite size pencil beam method [5, 6, 10, 15, 33, 34, 48].
This model is based on the assumption that a broader beam can be
divided into identically and finitely sized beamlets (in opposition to
an infinitesimally narrow ray) and that the dose for a given point can
be calculated as the sum of contributions of all the beamlets to that
point. The basic idea consists in casting a ray for each beamlet that
pass through the patient anatomy. When a voxel is hit or is relatively
close to the ray, the radiological depth [56] for the perpendicular pro-
jection to the ray of the its center point is computed. Then, a 2D pencil
beam kernel, which characterises the linear accelerator output at that
radiological depth, is placed with the origin in the projected point and
perpendicular to the ray, thus containing the voxel center. With this
configuration, it is computed the dose deposition coefficient for the
beamlet to this particular voxel. Finally, the coefficients obtained for
a ray will be placed at the corresponding column in the dose matrix,
so the contribution of that beamlet to the patient dose distribution can
be obtained just multiplying the column by the assigned fluence or
intensity.

In this chapter, we will focus on how to find which voxels are di-
rectly affected by the radiation of a beamlet. This relationship can be
formulated as a raytracing [29] or as a projection [65]. The raytracing
is the direct and intuitive method that represents the radiation as a
ray traversing the patient. The main drawback of this approach is that
some voxels may not be in the path of any ray, so they will not be
included in the optimization [65, pp N162-N163]. This problem can
be solved defining a volume of interest along the ray as done in [29].
However, this solution is slow if it is executed outside a graphics pro-
cessing unit (GPU) [29, p 6294]. The projection is the inverse method.
It defines a straight line that joins the voxel center with the source
point and provides which is the traversed beamlet, thus establishing a
one-to-n relationship (a beamlet can radiate many voxels, but a voxel
can be only radiated by one beamlet). In this case, the problem is the
relative size between beamlets and voxels. In general, the beamlet size
should be as small as possible for making the conforming of the dose
to the tumour easier to achieve. On the other hand, the voxel size
should be consistent with the image resolution in order to properly as-
sign the density to each voxel for computing the radiological path. As
a consequence, if the voxel size is big enough to be directly affected by
more than one beamlet, this approach will fail to model the radiation.
In conclusion, the size of beamlets and voxels is bound. The solution
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to this problem is to project the whole voxel to the beamlet plane, but
it may slow down the computations to project each voxel vertex, to
obtain the polygon that encloses all the points with a 2D convex hull
algorithm, and finally to test the polygon against the beamlet grid for
deciding which are the activated beamlets.

We propose to translate the mathematical projection method to a
compute-by-drawing approach. The beamlet plane at the isocenter
can be moved outside the patient to the MLC plane and converted into
a screen, the source point can be exchanged by a camera, and the
projection can be performed by drawing voxels using OpenGL' as if
they were objects in a scene. The advantages of this approach are that:
(1) every voxel is assigned to at least one beamlet, (2) the resolution
of beamlets and voxels is independent if the drawing is done properly,
(3) it is faster than a central processing unit (CPU) implementation and
(4) it is possible to achieve sub-beamlet precision. We choose OpenGL
as computer graphics API* because it is cross-platform, widely used,
hardware-independent, practically supported by any graphic card on
the market, and the documentation and examples that can be found
on books and the Internet3 are extensive.

The rest of the chapter is organised as follows. In section 2.3, it
is described the method, the OpenGL extensions used, some possible
improvements of the algorithm, and the data and experimental setup.
The results obtained and a comparative with the original projection
method is presented in section 2.4. Finally, the discussion and conclu-
sions of the results are provided in sections 2.5 and 2.6.

2.3 METHOD

Our implementation of the radiation model is divided into two main
phases. First, a macropencil kernel that contains the dose deposited by
the central beamlet and their neighbours for one fluence unit at a given
radiological depth is generated. The value assigned to each beamlet
in the macropencil kernel is the dose delivered in the projected beam-
let area. This dose is obtained by projecting the beamlet outline on a
perpendicular plane located at a given depth, and then the correspond-
ing finite size pencil beam kernel to that depth is integrated inside the
outline area. The finite size pencil beam kernels are only available
for a limited set of depths, and therefore so are the macropencil beam
kernels. As a consequence, it is necessary to generate new macropen-
cil beam kernels by interpolation to uniformly sample the depth axis
at regular intervals. Second, the voxel projection is performed in or-
der to obtain which is the beamlet that radiates a given voxel. Then,
in order to compute the voxel radiological depth, it is chosen the ap-
propriate macropencil beam kernel, which defines the contribution of
the beamlet that directly radiates the voxel and also the contribution

OpenGL is a registered trademark of Silicon Graphics International.

Application programming interface.

Visit http://www.songho.ca/opengl/index.html for an OpenGL tutorial with a collec-
tion of helpful examples including source code.

"

Note that the area
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of the surrounding beamlets, and the corresponding dose deposition
coefficients for that voxel are updated.

The mathematical projection of a voxel is represented in figure 5.
The algorithm is composed of the following steps: (1) the plane per-
pendicular to the current beam that contains the isocenter, from now
on the isocenter plane, is computed, (2) the bounding box of each
target volume (but, no OARs) is projected on the isocenter plane for
obtaining the grid size and location, (3) the beamlet grid is generated
as a set of points, (4) for each voxel of each organ is computed (4.a) its
radiological depth and (4.b) the projection of its center on the isocenter
plane, (5) the beamlet that contains the projected point is searched.

S

/ / Beamlet

Figure 5: A schematic diagram of the mathematical voxel projection. The
point S is the radiation source, I denotes de isocenter, C is the voxel
center, which is projected in the isocenter plane as P, and R is the
point where the ray intersect for the first time with the patient skin.
The radiological depth is computed using the segment RC.

2.3.1  Drawing with OpenGL

The mathematical projection problem introduced in steps (4.b and 5)
can be translated to a drawing problem and solved in a computer
graphic card by converting the MLC into a screen, since the hard-
ware configuration, the discretization of the MLC field of view, and
the radiation spreading has a lot of analogies with how to setup the
visualization and draw in OpenGL. In addition, as a consequence of
solving the problem by drawing, the generation of the beamlet grid in
step 3 is no longer necessary.

The setup of the visualization in OpenGL has three parts. Firstly,
it is needed to define the position and orientation of the camera and
where is looking at. Secondly, the view frustum is defined for decid-
ing which objects or portions of objects will be clipped out and for
determining how the 3D scene is projected on the screen. This frus-
tum is formulated in computer graphics as the projection matrix. In this
case, the frustum is composed of six planes forming a pyramid that
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lies between two parallel planes cutting it. This pyramidal frustum
is creating a projection in perspective. There are other kind of projec-
tions, such as the parallel that uses a rectangular prism instead of a
pyramid. However, the projection in perspective draws the scene on
the screen in the same way that the radiation would spread, i.e., the
light ray for each pixel is equivalent to the radiation ray for a beamlet.
OpenGL provides the function glFrustum() to produce a perspective
projection, and it requires six parameters to specify the five coordi-
nates needed for defining the near plane: left, right, bottom, top, near
distance and one more coordinate for the far distance. This two steps
are represented in figure 6a, and figure 6b shows how the finite planes
are computed. Finally, the last step is setting the viewport resolution.

Far Plane

Near Plane
"~ View up vector

xﬁ}z
=

Camera / Eye position

\
‘ Line of sight

(a) Basic schema of the projection in perspective. The point where the camera is
looking at is in the line of sight with a positive z coordinate. The view up vector
defines the screen orientation. The finite near plane is discretized into pixels and

becomes the viewport.
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(b) The 8 points that define the near and far planes.

Figure 6: OpenGL view frustum.
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Taking the entities involved in the OpenGL setup and its configura-
tion into account, the mathematical projection and the drawing prob-
lem are analogous if: (1) the source point and the MLC orientation are
exchanged by the camera position and orientation, respectively, (2) the
isocenter is defined as the point where the camera is looking at, (3) the
finite isocenter plane is translated to the MLC plane (or any other one
outside the patient) and scaled preserving the aspect ratio, and (4) the
MLC resolution is set to the viewport resolution. The last two steps
transform beamlets into pixels. The third step implicitly defines five
planes for the frustum: the near plane where the viewport/screen is,
and four planes defining the body of the pyramid. The last plane for
the bottom of the frustum should be set far enough to do not discard
any voxel for its z coordinate. Figure 7 represents the projection of
voxels as a drawing problem in our case.

@ >y
Camera / Eye position

Viewport/Near plane

Isocenter plane

Far plane

Figure 7: A schematic diagram of the voxel drawing with OpenGL. The isocen-
ter plane is only showed for illustrative purposes. K is point where
the line of sight intersects with the patient’s skin for the first time.

If figures 5 and 7 are compared, it is straightforward to see that
only the translation of the grid and the frustum need to be calculated,
because the position and orientation of the camera and the point to
look at remain the same. It is important to mention that the former
points and orientation are set in world coordinates (in our case, patient
coordinates), whereas the frustum is defined in camera coordinates.

Near and far planes setup

The near plane, usually denoted ZNear in computer graphics, has to
be outside the patient anatomy, because anything between the camera
and this plane will be discarded when drawing. Therefore, adopting
the notation of figures 5 and 7, if SK denotes the SK segment length
and therefore the distance from the source to the skin for the main axis
of the beam, ZNear can be defined as

ZNear = SK/2 (2.1)
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Then, the finite region of this plane is defined by the top, left, bottom
and right values. This values are proportional to the size of the isocen-
ter grid. Let SI be the distance from the source point to the isocenter
and IT, IL, IB and IR be the distance from the isocenter to the top, left,
bottom and right margins of the grid. Therefore,

top = ZNear - (IT/SI) (2.2)
left = ZNear - (IL/SI) (2.3)
bottom = ZNear - (IB/SI) (2.4)
right = ZNear - (IR/SI) (2.5)

The only parameter for the glFrustum function that remains to be
computed is the far plane, denoted ZFar, but it can be assigned as
twice the distance from the source to the isocenter

ZFar =SI%2 (2.6)

to be sure that the far plane does not cull any voxel. The proposed val-
ues for ZNear and ZFar are very conservative. In computer graphics,
these values are intended to enclose the geometry of interest as close as
possible in order to avoid problems with the z-buffering that decides
which elements of a rendered scene are visible, and which are hidden.
If the distance between both planes is relatively huge compared to the
distance between two surfaces in the scene, both surfaces are rendered
as if they were at the same distance from the screen, and the final ren-
dering will contain artifacts in the affected pixels. This effect is called
"z-fighting’. However, we will draw voxel by voxel aiming to know
which pixels/beamlets are activated with no visualization. Therefore,
the z-buffer problem is not relevant in this case.

Viewport setup

Once the frustum is defined, the finite near plane is discretized to be-
come the viewport. If the width and height of the isocenter grid is set
to the viewport, each pixel will exactly correspond to one beamlet as
shown in figure 7. However, the window coordinates for the viewport
are different from the usual way of numbering the beamlets that one
would expect. Therefore, the pixel and beamlet numbering will not
match. As a consequence, it is needed some kind of mechanism for
translating between pixels and beamlets positions.

In OpenGL, the origin of coordinates for a screen is placed in the
lower left corner, as shown in figure 8a that illustrates this convention
with a viewport of 8x8 pixels. In contrast, the expected or typical
numbering of beamlets would start in the higher left corner as shown
in the beamlet grid of figure 8b. Thus, the positions are flipped in the
up-down direction, that is, about a horizontal axis. We implemented a
translation table that will enable the algorithm to directly find which
is the corresponding beamlet for a given pixel when iterating over
the viewport pixel buffer or framebuffer. This table is a vector that
concatenates by rows the beamlet numbering from down to up, as
can be seen in the vector of figure 8b. For example, the first pixel in
the framebulffer is translated by the first position in the vector as the
beamlet number 56 in the example of figure 8b.
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(a) OpenGL window coordinates conven- (b) On the left, the table that, given the posi-
tion. The coordinate system origin is tion of a pixel in the framebuffer, returns
placed in the lower left corner. The its associated beamlet. On the right, the
numbers represent the pixel order in pixel to beamlet correspondence that it
the framebuffer where it is drawn. is representing the table.

Figure 8: OpenGL window coordinates, pixel and beamlet numbering, and
the translation from pixel to beamlet numbering.

The translation table makes converting on-the-fly pixel to beamlet
positions possible, but it also allows to introduce in the beamlet emu-
lation two additional features. First, the proposed solution supposes
that all the MLC leaves have the same size, but there are some MLCs
whose first and last leaf are wider than the rest, e.g., the regular size is
one centimeter and the first and last leaves are two centimeters wide.
In this case, it is possible to find the greatest common divisor, de-
noted gcd, of the different sizes and represent each row of beamlets
with leaf_width/gcd pixels. In the former example, the first and last
leaves are represented by two rows instead of one, which is illustrated
in figure 9.

Second, the leaf width determines the resolution for the y axis, and
only the resolution on the x axis can be modified by setting a Ax in or-
der to increase the horizontal resolution and improve the conforming
of the dose distribution to the target volume. The typical y resolution
is 10 millimeters, whereas the x resolution usually varies from 1 to 10
millimeters. There is a trade-off, the better the resolution, the more
conformed the dose distribution to the target volume can be, but the
more complex the treatment plan becomes [69]. Generally, the resolu-
tion in the x axis ranges from 4 to 8 mm. Thus, the grid discretization
is coarse and this fact makes more difficult to compute which beamlets
and in which proportion are activated by a voxel. This topic will be
extended in the following subsection 2.3.2, but the viewport resolution
can be modified without restrictions. Using the translation table, it is
possible to achieve sub-beamlet precision.

The width of one beamlet is divided by its height and then the re-
sult is rounded to the nearest integer for deciding if the beamlet will be
represented by more than one pixel. For example, if the width is five
mm, and the height is ten, the beamlet can be split into two square
sub-beamlets of five by five mm, aiming to use pixels as squared as
possible. This solution is implemented building the translation table
accounting for how many sub-beamlets represent a beamlet and in-
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Figure 9: Translation table and pixel to beamlet correspondence when the first
and last leaves are two times bigger than the rest of leaves. Note
that in this case 80 pixels are used for representing 64 beamlets, the
indexing is accordingly updated from the former figure 8b, and the
correspondence between pixels and beamlets is not anymore a one
to one relationship.
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Figure 10: An anisotropic beamlet of 5 mm wide and 10 mm height is split
into two sub-beamlets. In addition, each sub-beamlet is composed
of four pixels to increase the accuracy when drawing. As a result,
the original beamlet is represented with eight pixels in a 2 x 4 con-
figuration.
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creasing the number of rows in the screen. This enhancement can be
applied recursively by specifying that each sub-beamlet is, at the same
time, represented by more than one pixel. An example of this repre-
sentation is shown in figure 10.

2.3.2 What and how to draw?

So far, we have configured OpenGL for drawing on the screen, and
now we will tackle the problem of what is drawn and how to do it.

A voxel is a rectangular prism, where each axis may have a different
size. GLUT# and its completely open-source alternative freeGLUT>
are a window system independent toolkits for writing OpenGL pro-
grams that has some primitives for generating simple objects. The
glutSolidCube() function of these toolkits can be extended for drawing
rectangular prisms of any shape instead of cubes.

Given the x, y and z dimensions of a voxel and its center point. If the
center point is drawn on the screen, it is obtained the same result than
the original mathematical projection. Thus, this configuration allows
us to validate the OpenGL implementation and test if the results in
terms of accuracy are the same. Alternatively, if each face of the voxel
is drawn on the screen, all the beamlets where the voxel is projected
will be activated.

OpenGL is able to draw directly quads (finite planes with a rectangu-
lar shape, that is, one voxel face), triangles, points and lines. However,
there are some considerations to take into account when drawing with
OpenGL: (1) a point is a 0-dimensional object, meaning that it has nei-
ther volume, area, length, nor any other higher dimensional analogue,
so OpenGL has to display such an entity lightning the pixel where
the point is projected, (2) anything different from a point and smaller
than one pixel could be discarded, because if the drawing of an ob-
ject does not cover half of the area of a pixel, the pixel is not updated,
and (3) any solid object or line has a continuous shape that is drawn
on a discrete screen formed by pixels, therefore the final shape on the
screen is an approximation.

In order to make the algorithm independent of the relative size be-
tween pixels and voxels, all the faces of the voxel and also its center
point are drawn. If the voxel is smaller than one pixel, drawing its cen-
ter will activate the pixel where it is projected and if the voxel is bigger
than one pixel, the drawing of the whole object will provide a set of
pixels. Figure 11 shows an example where the original projection and
the new drawing methods are compared in both situations. However,
the idealized scenario of figure 11 is not realistic, because beamlets are
usually very anisotropic as explained in previous subsection 2.3.1. As
a consequence, the resolution of the screen plays an important role in
the final results, and the coarse resolution of the isocenter grid may
cause unexpected results in the compute-by-drawing solution if this
factor is not taken into account. For solving this problem, the trans-
lation table can be used to increase the screen resolution and achieve
sub-beamlet precision, as explained in previously in subsection 2.3.1,

4 http:/ /www.opengl.org/resources/libraries/glut
5 http://freeglut.sourceforge.net
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obtaining a finer grid where only a part of the original beamlet is high-
lighted by the voxel like in figure 12, but the whole beamlet will be
activated.

NAY

(a) Original center point projection result
for a voxel smaller than the beamlet
width and height.

(b) Original center point projection result
for a voxel larger than the beamlet
width and height. Note that the cen-
ter point only activates one beamlet.

N

(c) New drawing method result for a (d) New drawing method result for a

voxel smaller than the beamlet width
and height. The center point draw-
ing activates one beamlet, but the com-
plete voxel drawing does not activate

voxel larger than the beamlet width
and height. In this case, the drawing
of the whole voxel activates the four
beamlets.

the beamlet because the object does
not cover enough area of the pixel.

Figure 11: Example of voxel projection with four isotropic beamlets where
each beamlet corresponds to one pixel. The activated beamlets are
shaded in light grey.

The final algorithm has the following steps for each beam: (1) the
translation table is built taking into account the original isocenter grid
resolution, leaf sizes, and sub-beamlet precision, (2) for each organ,
the voxels are drawn in white one by one in the framebuffer, (3) af-
ter drawing a voxel, the framebuffer is retrieved from the graphic card
and then it is initialised for the next voxel as a black screen, (4) it is iter-
ated over the retrieved buffer for finding the activated pixels, (5) when
a position in the buffer is different from the background color, it is
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(a) One beamlet corresponds to one pixel.
In this case, the original and the draw-
ing methods provide the same result.
The reason is that the object does not
cover enough area of the pixels when
it is drawn for activating them.

(b) Each beamlet is split into two sub-
beamlets that are composed of four
pixels, as shown in figure 10. The ob-
ject in this case is drawn due to a bet-
ter resolution, and the four beamlets
are activated in the drawing method.

Figure 12: Example of voxel projection on four anisotropic beamlets. The acti-
vated pixels are shaded in light grey.

checked in the translation table which is the corresponding beamlet,
and the list of voxels that are projected over this beamlet is updated.
At the end of this process a vector of beamlets, where each position
has the list of hit voxels, is used to build the dose matrix.

2.3.3 OpenGL extensions

OpenGL has many revisions that introduced progressively new func-
tions, called extensions. The frame buffer object (FBO) is a non-display-
able rendering destination that provides an efficient way of offscreen
and texture rendering. This extension can be used to accelerate the
drawing of voxels, since it is faster than drawing on the default dis-
play framebuffer. Nevertheless, if the graphic card does not support
the creation of FBOs, the display framebuffer can be used disabling the
vertical synchronization. Usually, the graphic card drawing and the
monitor refresh are synchronized to avoid tearing effects. If the typical
refresh rate in a LCD is 60Hz, this means that 60 frames are draw and
displayed every second, and therefore only 60 voxels can be processed
by second. If the vertical synchronization is switched off, this limit
disappears and thousands of voxels can be rendered in a second.
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2.3.4 |mprovements

There are two OpenGL extensions that can increase the performance
of the proposed algorithm. First, the Vertex Buffer Object (or the older
display list) allows to efficiently compile and store the organ vertex
data (quads) in the graphic card only once, and share this information
between beams, instead of resending for each beam all the data. Sec-
ond, the Pixel Buffer Object store pixel data in a OpenGL controlled
memory and allows asynchronous pixel transfer through direct mem-
ory access, without involving CPU cycles, from/to the GPU. Using this
extension and creating two bulffers, it is possible draw in one of them
and read it without blocking the OpenGL pipeline, while swapping to
the other buffer and the next drawing is performed in parallel with the
reading.

Another improvement would be the use of OpenCL (Open Com-
puting Language), which is a framework for writing programs that
execute across heterogeneous platforms consisting of CPUs, GPUs, and
other processors. This framework is defined and developed by the
same group of companies that created OpenGL, and both libraries can
be interconnected. With OpenCL, the processing of the buffer could be
done in the graphic card taking advantage of the inherent parallelism
of GPUs and without transferring the buffer to the client/application
side after drawing each voxel. Consequently, the performance of the
method will be drastically increased.

Finally, the proposed algorithm could be extended in order to con-
sider and account for the partial activation of beamlets in the radiation
model, with a more accurate method than the macropencil. The partial
activation of a beamlet, when it is represented by more than one pixel,
can be computed as follows. If it is the first time that a voxel is hit by
a beamlet, a new entry at the end of the hit voxel list for that beam-
let is created, and it is stored the voxel number and the area covered,
which is set to one divided by the number of pixels that represent the
beamlet. Each subsequent hit of the same voxel by the same beamlet
is detected because the entry already exist on the last position of the
list and only the covered area is updated. As an example, in figure 12b
the area activated by the voxel in the first beamlet is 3/8.

2.3.5 Data and experimental setup

The experiments reported in this chapter were performed using two
clinical cases planned with PCRT 3D® (Técnicas Radiofisicas S.L.,
C/ Gil de Jasa, 18E, 50006 Zaragoza, Spain, www.trf.es) treatment plan-
ning system. The personal computer where the time measurements
were obtained had an AMD processor Athlon 64 6400+ X2 Black Edi-
tion (dual core at 3215MHz with 2MB of cache), 8GB of DDR2 RAM
at 800MHz with CL5 in dual channel mode, and an NVidia graphic
card Geforce 8600GT with 256MB of GDDR3 RAM. Also, three graphic
cards were used during the tests, an ATI Mobility Radeon X1700 with
256MB DDR2 RAM, an integrated Intel 855GM graphics chipset with
64MB of DDR, and a NVidia Mobile Geforce 8400GS with 64MB of
GDDR3.
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Detailed results achieved by the method are presented for a prostate
cancer radiated from five coplanar and equiangular beams: 36°, 108°,
180°, 252° and 324°, in a 72 Gy plan, where the dose-volume constraint
used for the rectum and bladder was 70% of the volume receives < 40%
of the goal dose, and for a larynx cancer planned using seven copla-
nar, but not equiangular, beams: 20°, 60°, 100°, 180°, 260°, 300° and
340°. The latter case has four target volumes; the prescribed dose
for the gross disease region (PTVgr) was 74 Gy and for the elective
nodal regions (CTVel) were 66 Gy, 56 Gy, and 50 Gy. The dose-volume
constraint for the spinal cord was maximum dose < 45 Gy, and the
constraint for both parotids was 50% of the volume receives < 40% of
the prescribed dose to the PTVgr.

Firstly, the prostate case is used to illustrate how the original projec-
tion method fails to represent the relationship between beamlets and
voxels with a beamlet size of 10 mm height and 4 mm width and a
voxel size of 6 mm in each dimension. This experiment was done
without including the macropencil, for detecting which are the actual
beamlets activated by the voxels. As a consequence of this problem,
the original projection method has been used in the treatment plan-
ning system imposing the restriction that every organ volume has to
be discretized with a voxel size at least half of the beamlet width. As a
result, every beamlet will radiate at least a voxel center point, but the
amount of voxels is drastically increased. Thus, unnecessarily slowing
down the optimization process due to the amount of computations
needed to obtain the dose distribution for those voxels.

Secondly, assuming the restriction in the voxel size imposed by the
original projection method, the prostate case organs were discretized
with a voxel size of 3 mm in each dimension, the beamlet width was
set to 6 mm, and the drawing was configured so that every beamlet
was represented by 2 sub-beamlets of 4 pixels each one, i.e., 8 pixel
in total. The larynx target volumes were discretized with a voxel size
of 2.75 mm, the OARs with a voxel size of 2.0 mm and the beamlet
width was set to 8 mm. In this case, every beamlet was represented by
4 pixels. Under these conditions, the original mathematical projection
and the drawing methods were compared in terms of accuracy by only
drawing the voxel center on the screen in the latter case.

Finally, the computation times of both methods were also compared,
including the voxel center and the complete voxel drawing approaches
in the proposed method.

2.4 RESULTS

The 180° beam of the prostate case was used to show that the original
center point projection technique is not suitable for building the rela-
tionship between beamlets and voxels when the voxel size is bigger
than the beamlet height or width. The beam’s eye view of the organs
is provided in figure 13a. The voxel center points projected for the
target volume can be seen in figure 13b, which can be compared with
the complete voxel projection in figure 13c. The intensity maps ob-
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tained after the optimization with the original and the new projection
methods are displayed in figures 13d and 13e, respectively.

(a) 180° beam’s eye view of the ROIs defined in the prostate case, where the PTV was
coloured in yellow, the rectum in brown and the bladder in blue.

.

(b) Voxel center points of the PTV drawn (c) Voxels of the PTV drawn on the screen.
on the screen.

(d) Fluence matrix obtained after the opti- (e) Fluence matrix obtained after the opti-
mization step with the dose matrix ob- mization step with the dose matrix ob-
tained projecting points and without tained projecting voxels and without
using the macropencil. The stripes of using the macropencil. In this case,
deactivated beamlets show that the re- stripes of deactivated beamlets were
lationship between beamlets and vox- not found.

els is incomplete.
Figure 13: Beam’s eye view, data to project, and final results for the 180° beam

of the prostate case.

The OpenGL projection method was set to draw only the voxel cen-
ter points for the prostate and larynx case organs in order to test the
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correctness of the implementation and the accuracy of the drawing
method against the mathematical projection. The results of comparing
the beamlet to voxel assignations between both methods are provided
in table 1, where the differences between the original projection and
two graphic cards, one from the brand NVidia and another from ATI,
can be seen. In addition, an Intel graphic card was also tested, yield-
ing the same results than the NVidia card, and therefore they are not
reported for conciseness. Finally, a different model of NVidia graphic
card (8400GS) with a newer driver was tested to see if the card model
or the driver version may influence the results. The experiment yielded
exactly the same results than the original NVidia card.

A performance comparison between the mathematical projection
and the drawing solution is presented in table 2, where the computa-
tion times for both methods can be seen. These results are only an ex-
ample, because they are strongly dependent on the harware where the
experiment is run. In this case, the NVidia 8600GT dates from 17 April
2007 and it is quite obsolete. This means that the measurements were
done under unfavourable conditions, since almost any recent card may
obtain better performance.

2.5 DISCUSSION

The results of the experiment with the prostate case, where the beamlet
width is smaller than the voxel size, corroborate that the projection
of the voxel center point, together with the assumption of one voxel
is radiated by only one beamlet, is not enough to accurately model
the radiation. The stripes of deactivated beamlets in figure 13d are
caused by the alignment of the cloud of points with the beam’s eye
view. If this alignment is not present, the cloud of points will probably
activate all the beamlets, but the relationship will be still wrong. When
the macropencil is added, the inclusion of the beamlet neighbourhood
in the relationship with a voxel completely masks this error and the
only symptom is a strong disagreement between the dose computed
using the dose matrix and the final dose computation algorithm for
the treatment validation.

The differences found during the accuracy test, reported in table 1,
were checked, and we found that the graphic card may assign the voxel
to an adjacent beamlet when the voxel center point is really close to
one of the four lines that defines the beamlet boundaries (distances
< 0.000lmm). Actually, this is not especially relevant because any
of the two beamlets would be a valid assignation under these con-
ditions. The reason of this behaviour can be due to the computations
with single-precision float numbers in the graphic card instead of the
double-precision used in the original projection method. With this ex-
periment, the implementation of the method is validated and it is also
showed that the method does not depend on the driver version or the
card model. Only the graphic card brand changes the results. Addi-
tionally, it is important to mention that if the number of pixels that
represent a beamlet is increased, the number of differences decreases.



Table 1: Differences found in beamlet to voxel assignations between the orig-
inal projection and the drawing method in two graphic cards (only
the voxel center point was drawn). "# Voxels’ is the total number of
voxels in each organ. # Diff” is the number of differences found. "%’
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shows the percentage of differences regarding the total.

NVidia ATI

Organ #Voxels  #Diff % #Diff %

(a) Prostate case.
PTV 40300 56 0.14 2202 5.46
Rectum 14019 26 0.19 885 6.31
Bladder 27263 59 0.22 1005 3.69
Total 81582 141 0.17 4092 5.02

(b) Larynx case.
PTVgr 57225 199  0.35 3352 5.86
CTVel I 49161 121 0.25 2899 5.90
CTVel II 7833 32 041 518 6.61
CTVel 1II 20622 74 0.36 1449 7.03
Spinal cord 15358 34 022 1012 6.59
Right parotid 16422 57 0.35 1137 6.92
Left parotid 20916 51 0.24 1450 6.93
Total 187537 568 0.30 11817 6.30

Table 2: Computation times in seconds for the original and the proposed meth-
ods. The test with the proposed method was run two times. First,
only the voxel center point was drawn for emulating the original
method. Then, the whole voxel was drawn for comparing the per-

formance.

Beam  Original

Drawing

Center

Voxel

(a) Prostate case.

0.75
0.77
0.78
0.75
0.77

3.81

36° 0.19
108° 0.17
180° 0.20
252° 0.16
324° 0.19
Total 0.21

(b) Larynx case.

1.22
1.22
1.19
1.25
1.20
1.22
1.22

8.51

260° 0.64
300° 0.72
340° 0.64

20° 0.56

60° 0.61
100° 0.69
180° 0.64

Total 4.50

0.83
0.83
0.84
0.85
0.84

4.19

1.36
1.33
1.34
1.34
1.34
1.37
1.34

9.44
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In most cases, it is enough to represent an anisotropic beamlet with
16 pixels (2 sub-beamlets composed by 8 pixels) to obtain the same
solution in both methods.

The computation time comparison provided in table 2 showed that
the drawing method is 4.60 times slower than the original method in
the prostate case. However, longer computation times were expected
since the drawing solution projects the whole voxel instead of only a
point. Bearing this fact in mind, the results were indeed impressive,
because projecting the whole voxel with the original method would
involve to project eight points, create the polygonal line that encloses
the points with a 2D convex hull algorithm, and finally test the polygon
against the grid to obtain the activated beamlets. Only to project the
eight voxel points would take longer than the drawing approach. An
interesting finding was that the time needed in the drawing solution
either for emulating the original method or for projecting the complete
voxel was very similar. This may be explained by the time for setting
up the OpenGL environment before dealing with each organ, since
the drawing method in the larynx case, where the number of voxels
is more than the double compared with the prostate case, is only 2.10
times slower than the original method. Therefore, the initialization of
the OpenGL environment introduces an overhead time whose influ-
ence decreases as the amount of voxels to draw increases.

Finally, a comparison between the original and the drawing projec-
tion methods in terms of dose distribution results is not included. On
the one hand, if the voxel size is set to work with the original method,
the voxels are very small and the differences between both methods
are hardly noticeable. On the other hand, if the voxel size is larger
than the beamlet width or height, then the original method does not
properly work and any comparison using its output will not be valid
or fair.

2.6 CONCLUSIONS

In this chapter, we described a method for projecting the whole voxel
over the intensity fluence map for finding which are the beamlets
directly radiating that voxel. The projection is performed using a
compute-by-drawing approach in a graphic card with the OpenGL li-
brary. The proposed method makes the resolution of voxels and bixels
independent and fixed some situations were the current algorithm of
projecting the voxel center point fails to properly model the relation-
ship between beamlets and voxels.
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3.1 ABSTRACT

A unidirectional leaf sequencing algorithm which controls the
shape of the segments and reduces leaf motion time for step-
and-shoot dose delivery is presented. The problem of construct-
ing segments controlling its shape was solved by synchronizing
right leaves motion. This is done without increasing the number
of segments, or the total number of monitor units, and taking
into account the unidirectional leaf motion and the interleaf colli-
sion constraints. Compared to other unidirectional leaf sequenc-
ing methods, the proposed algorithm performs very similar. But,
in addition, the segment shape control produces segments with
smoother outlines and more compact shapes, which may help to
reduce MLC specific effects when delivering the planned fluence
map.

27
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3.2 INTRODUCTION

In the SMLC mode, the non-uniform intensity radiation maps obtained
after the FMO step are discrete fluence matrices, whose elements are
naturals. The beam produced by a linear accelerator is uniform. Thus,
a MLC segmentation method is needed for delivering this non-uniform
maps, since it sequences the fluence matrix in different shaped beams
with different beam weights [40].

In general, the MLC segmentation algorithms published assume that
an MLC can deliver exactly the planned intensity map as is, without
considering the MLC specific effects like the head scattering or the leaf
transmission. This assumption can lead to significant discrepancies
between the planned and the delivered intensity maps [7, 14, 30, 42,
52].

There are several published solutions for DMLC segmentations of this
problem [17, 22]. In these papers, leaf transmission, collimator scatter
and tongue-and-groove effects are considered, because the input inten-
sity map is modified according to the difference between the planned
and the delivered maps for including the previous MLC specific effects.
These methods were designed for DMLC, and they can not be extended
to SMLC, as pointed out in [68], which proposes an equivalent solution
adapted to the static mode. These solutions have a serious drawback,
because the modelling and verification of MLC specific effects is quite
difficult and expensive.

On the other hand, two new methods or ways of planning doses
for step-and-shoot IMRT were published, the direct aperture optimiza-
tion (DAO) [55] and the direct machine parameter optimization (DMPO)
[31]. Both articles discuss about the problem of considering the opti-
mization and the segmentation as separated problems. This approach
causes the differences between the planned and the delivered maps,
because the MLC specific effects can not be included in the optimiza-
tion. The proposed solution in both cases is to merge the optimization
and the segmentation steps into a single one. This solution is probably
the best one, but it has the drawback of coupling the optimization and
the segmentation. Thus, it is not valid for conventional IMRT planning
systems without changing completely their implementation.

The method proposed in this chapter is based on the results and
conclusions of [12, 14, 30, 42]. The use of a large number of segments
with complex shapes can increase collimator artefacts. In this situa-
tion, there are usually segments with small fields (or unbalanced X-Y
axis) and low number of MU that will make difficult to accurately cal-
culate the dose delivered to the patient. The output for these segments
must be carefully computed and corrected by the dose calculation algo-
rithm, considering the MLC specific effects. Therefore, these segments
introduce tough requirements for geometric accuracy of the MLC and
dosimetric accuracy of the linear accelerator.

The number of segments or their monitor units are not subject to
changes, unless the DAO, the DMPO or any other DsS method is used,
because the traditional leaf sequencing algorithms can not fix the NS or
constrain the MU (the MU value directly depends on its segment, so the
segment computation should consider the eventual associated weight
as a new restriction). However, the segment shape can be influenced
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imposing a constraint for leaf synchronization. This leaf synchroniza-
tion can be controlled by the algorithm, in order to balance shape uni-
formity versus NS or TNMU increase regarding the original solution.

In this chapter, it is described a SMLC segmentation method that
includes: 1) unidirectionality [9, 57] for reducing the leaf motion time,
2) the interleaf collision constraint, so it can be used in MLCs with
motion constraints, 3) a leaf synchronization constraint for controlling
segment shape, generating segments with smoother outlines and more
compact shapes, and 4) two different criteria for minimizing either the
NS or the TNMU, opposite to the single criterion usually available on
other algorithms. First criterion is a new one proposed in this chapter
for the reduction of NS, and the second one is described in [24, 40] and
it obtains segmentations with the optimal TNMU.

3.3 METHOD

Usually, a segmentation method decomposes a fluence matrix in differ-
ent segments plus weights on an iterative process, and each iteration
can be divided into two steps. First step is the computation of a seg-
ment (matrix of ones and zeros, understood as a mask) for a given
fluence matrix, using a set of constraints. Second step is the computa-
tion of the weight associated to the obtained segment, following only
one fixed criterion to minimize the NS or the TNMU. Finally, the seg-
ment multiplied by the weight is subtracted from the fluence matrix,
generating a residual matrix that will be the input fluence matrix for
next iteration.

The proposed algorithm allows the user, at the beginning of the
process, to select which criteria will be used, in order to minimize the
NS or the TNMU depending on the desired target. The pseudocode in
section 2 illustrates this process.

This section will be divided in three subsections explaining: prelim-
inary definitions, the computation of segments (Sy), and the computa-
tion of weights (ot ).

3.3.1  Definitions and notation

A similar notation and definitions as given by Kalinowski in 2004, 2006
and Engel in 2005 are used in this chapter and the following chapters 4
and 5.

Definition 1. Let A be a natural number matrix with M rows and N
columns representing a given fluence matrix. Let S be a segment; a
segment is a matrix with the same dimensions as its fluence matrix A,
but composed only of {0, 1} natural numbers. When a given position
in the segment is equal to 0, it means this position is covered by a leaf.
When it is equal to 1, it means this position is letting radiation pass.
The segmentation (or decomposition) of A is expressed as

NS
A= Z ock~Sk, (31)
k=1
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where NS is the number of segments, and o > 0 is the weight account-
ing for a relative beam-on time, proportional to the MU to be delivered,
for the kth segment.

Definition 2. Let Ay be the residual matrix, which is obtained when
Xk_1 - Sx_1 is subtracted from Ay_, i.e. :

Al =A
A22A1—0q~51

A =Ar—1— 1Sk
—
0= Ak — X - Sk
Definition 3. In order to simplify the notation, the A matrix is ex-
panded assuming that two zero rows and two zero columns are added
at its boundaries:

Rows : ao,j = aAM+1,j = 0 jel,..N]
Columns: ajo=aiNn+1 =0 iel,.., M]

Definition 4. Let 1y ; and 1y ; denote the position of the left and right
leaves at the i-th row in the k-th segment:

1<1k/i<Tk,i+1<N+1 kell,.,NS,iell,..,M]

Where positions ly; to ;i are "opened" and exposed to radiation,
while the left leaf at positions [0..1x ; — 1] and right leaf at positions
[rk,i + 1..N + 1] are blocking radiation. The case of a row filled with
zeros (totally closed) is included because it is allowed 1y ; =11 i + 1.
Figure 14 shows 1y ; and 1y ; values for an example segment.

l1=1
l12=1

l15=2

lh4=3

li5=1

l16=4

Figure 14: Values for 1y ; and 1y ; in a hypothetical segment. In light grey left
leaves and in dark grey right leaves.

Definition 5. In a given row, there is a local peak at column p if both
columns p — 1 and p + 1 have a lower value. When a set of contiguous
repeated numbers is found, only the first one is taken into account
and repetitions are ignored. Note that using definition 4, columns 0
and N + 1 are filled with zeros, and they must be taken into account.
Table 3 shows some examples of peak detections. The number of local
peaks in the i-th row can be expressed as:

peaksi(A) =[{x e N : Ip € [1.N],3q € [2.N+1]: (3.2)
x=q ANp<gA
AlL,p—1) <Al p) A Ali,q) < AA,p) A
Vs:p<s<q:A(ip)=A{s)}}
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Table 3: Local row peak examples. The underlined elements are the peaks.

1 peak 2 peaks

(1321) (12122)
(1221) (13234)
(1223) (32421)
(5431) (33233)

3.3.2 Segment computation (Sy)

The generation of the Sy segment is driven by a set of constraints
applied at the same time on the Ay fluence matrix. Once the segment
has been computed, a routine for solving collisions not predictable
by the interleaf collision constraint (ICC) constraint is used, and the
eventual segment is obtained.

Basic constraints.

The leaf sequencing algorithm is designed to meet two basic cons-
traints: unidirectionality and interleaf collision constraint. For sim-
plicity it is assumed that the leaf motion is from left to right, but it is
straightforward to reverse the direction.

UNIDIRECTIONALITY ensures that no new maximums would be cre-
ated in the i-th row, and therefore, the right leave would not move
backwards (from right to left).

(3-3)

s 21 e M1 AL ) < Aw(i)
K=9 otherwise

ie[1.M], j € [1..N]

Example 1. Consider the linear decomposition of a little test matrix
using only this constraint.

311_100+100+111
112/ \111 001 000

—_—— —m — —
A S1 S S3

This constraint can be understood as a single row sliding window (or
queue) that moves from the left to the right for each row independently.
It adds (pushes) a new position to the window front only if it has
equal or more intensity than the ones currently inside. It removes
(pops) the last position at the window back if it has intensity o. More
than one position can be added or removed at the same time. Note
that unidirectionality does not prevent collisions; the second mask of
example 1 is a clear example.
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INTERLEAF COLLISION CONSTRAINT do not allows the overlapping
of opposite leaves in adjacent rows, which is basically a dependency
among adjacent sliding windows.

1 ifvxell.j—1]:
0 otherwise

ie[1.M], jel1.N]

Example 2. In order to illustrate the meaning of this equation, it is ap-
plied on the little example together with unidirectionality. Upper row
is the fluence matrix decomposed in segments and weights (no weight
means it is equal to 1). Lower row is the residual matrix associated to
each segment.

3T1)_(100), (100}, 111y, (000
112/ oo 000 011 001
211 111 000 000
012) 7 \o12)7\oo1) 7 looo

Equation 3.4 always ensures ICC. Although, in some cases, this re-
striction can be relaxed preserving ICC while reducing the NS. The
relaxation is only for the mathematical constraint just as it is formu-
lated, because sometimes it is too restrictive, but the real constraint
will be always fulfilled. The softening is done adding a new variable
called "subtraction" and represented by r:

1 ifvxe[1.j—1]1Vrel0.jl:
Sk(ij) = A(i£1,j—x)—x+1-1r<Ax(i,j) (3.5
0 otherwise
ie[1.M], j € 1.N]

The initial value of r is set to N. The algorithm decreases its value
iteratively as long as the segmentation process finishes without results,
because an ICC violation occurs at some point of the segmentation
and it is not solvable by the basic collision routine (explained in sec-
tion 3.3.2). This minimization continues until the first value (and the
highest) of r fulfilling the ICC is found, and the segmentation process
ends successfully. If the eventual value of r is equal to 0, this con-
straint is equivalent to the one described in equation 3.4, and it means
the reduction of the NS is not possible.

The higher the r value is, the lower the NS will be, because r weakens

the ICC, allowing the right leaf to advance, even if current fluence value
is lower than the compared neighbour ones.
Example 3. To illustrate the effect of equation 3.5 in the segmentation
process, the modified constraint is applied on the example 2 matrix
with r =1. Lower row is the residual matrix associated to each seg-
ment.

311\ (100 100 111
112) \1oo)Tlor11) Tloon
211 111 000
012) 7 oo1) 7 \ooo
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In this case, when A, is segmented, the second row can be included
and it yields to a segmentation with one less segment.

The segment shape constraint.

A new variable called "depth" and represented by d is added. It pro-
vides a certain degree of control over the segment shape, by limiting
the difference between the adjacent leaves at the right side. As the
ICC (section 3.3.2), it is a dependency among adjacent rows. Figure 15
illustrates the effect of d. Using the definition of Ty ; previously given
in definition 4:

Irei—Teie1l <d  de0.N] (3.6)

The initial value of d is set to 0 and the algorithm maximizes it
iteratively under the condition of keeping a maximum NS or TNMU ac-
cording to the selected criterion. To be precise, when the subtraction
value has been optimized, the segmentation process starts again with
the subtraction value fixed and varying d. If the segmentation pro-
cess fails with d =n, n € [0..N], it is repeated with d =n + 1, because
the lower the d value is, the smoother is the segment outline, but the
higher is its NS or TNMU. This iterative process continues until the first
value of d that meets the maximum NS or TNMU is found. Section 3.3.3
explains in detail the relation between the d variable and the NS and
TNMU. The pseudocode in section 1 formalizes this process.

a) b) c)

Figure 15: d variable on a hypothetical segment: (a) original segment with d
represented graphically as an arrow, (b) d < 2and (c) d < 1.

General interleaf collision detection and solving.

The 1CC introduced in section 3.3.2 can be understood as a way of syn-
chronizing the advance of the queues generated by the unidirectional
constraint. The proposed constraint ensures that every single row is
synchronized with its adjacent ones, but this is not enough to ensure
no ICC violation on the whole segment. Thus, a routine for a global
check is needed. Let A be an example fluence matrix, and oy - Sy its

segmentation:
00055 00011
A=[00000]=5[00000]=0a;7-S;
55000 11000

Segment S fulfils with the proposed unidirectionality and interleaf
collision constraints, but the algorithm faces an unsolvable conflict if
only these rules are applied. Therefore, these situations should be
fixed using an algorithm like the following one: 1) find the row whose

0
0
0
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right leave is behind any other right leave in the segment, i.e the small-
est Ty i, in case of draw, the row whose left leave has the smallest 1; ;
is chosen, 2) use previous row index as the starting point for iterating
with decreasing row indices (upwards) applying equation 3.7a. Then,
the same procedure is applied with increasing row indices (down-
wards) applying equation 3.7b. At the end, any row violating the I1CC
must be closed.

Upwards: if rci < (lxi—1—1) = i1 = i+ 1 (3.7a)
Tk,i—1 = Tk,is
Downwards: if i < (lkit1—1) = lkiv1 =7ki+ 1, (3.7b)

Tk,it+1 = Tk,is

The tongue-and-groove constraint.

The tongue-and-groove design of the MLCs causes an underdose ef-
fect in a narrow band at the overlapping region between two adjacent
rows. This effect can be removed from the segmentation methods in-
troducing the tongue-and-groove constraint (TGC) [40, 57, 60].

The TGC also smooths segment outlines and compact segment
shapes, so it can be used in a similar way as the segment shape con-
straint proposed in section 3.3.2. However, this constraint increases,
in average, the NS and the TNMU [39, 60] and the increase can not be
controlled, as it is done with the proposed shape constraint in sec-
tion 3.3.3.

For the proposed algorithm, the TGC can be introduced following
the same formulation described in [39].

A(Lj) SAAG+1L,HASH)) =1= (3.8a)
SA+1,j)=1:ie[1.M—1],j € [1.N]
A1) <SAG—-1,)ASH)) =1= (3.8b)

S(i—1,j)=1:1ie2.M],j € [1.N]

Equations 3.8a and 3.8b ensure that if a fluence value is smaller than
its column neighbours (i + 1 or i — 1), it should be exposed at the same
time than them. Thus, it can be guaranteed that the tongue-and-groove
region, at least, receives the smaller dose.

3.3.3 Weight computation ()

The oy weight associated to the Sy segment is generated using a crite-
rion for minimizing the NS or the TNMU. The proposed method allows
to select which criterion will be used before the segmentation process
starts, and it can not be changed during the execution. A novel crite-
rion for the minimization of the NS is proposed and the criterion for
obtaining optimum TNMU is taken from [24, 40].

First, the general strategy for computing weights is explained, and
then each criterion is explained in detail.
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Minimization criteria.

The selection of one criterion or another would depend on the desired
factor to be minimized, the NS or the TNMU. They are used in the
computation of the «y weight associated to the Sy segment. On both
criteria, the procedure to obtain the candidate weights and search for
the best one is the same:

1. The k-th candidate weights are obtained as the naturals in the
range between 1 and the minimum fluence value (represented
by w) in the k-th fluence matrix when the k-th mask is superim-
posed. Alternatively, w can be understood as the lowest fluence
value among the ly ; in opened leafs.

w=xeN{Fe[l.M]: lk,i < TR Ax = Ax(i, lk,i)}A (3.9)

{(vpell.Ml: (lkp <Trp) = x = Ar(p, lp)}
k € [1..NS]

Let be Q the set with all the fluence values between 1 and w:

Q={xeN:1<x<w} (3.10)

2. The mask is multiplied with all the weights in the Q set and
subtracted from the current fluence matrix, so as to compute a
set of pair: weight and its residual matrix.

VBe QAP =AL—B-Si (3.11)

3. Lastly, for each pair, the criterion selected is applied and if the
current pair is better than previous ones, its candidate weight
becomes the new temporary oy weight.

Intuitively, the best choice is the highest weight in the Q set, because
it is the one delivering the larger dose. However, this way of proceed-
ing is not the best, because smaller values may reduce better the value
heterogeneity of the fluence matrix, facilitating subsequent segmenta-
tions and consequently achieving faster segmentations than a "greedy"
approach.

Optimizing the NS (ONS).

The objective is to minimize the number of segments (NS) and note
that the optimal NS does not imply the optimal TNMU.

The weight « at iteration k is the natural value reducing the biggest
number of row local peaks at Ay, i.e. Ay 1 will tend to have less peaks
than Ay. The idea behind this criterion is that the fewer peaks in a row,
the faster it is segmented. Thus, the fewer row local peaks in a matrix,
the faster its segmentation is done.

As explained in section 3.3.3 a list of pair: candidate weight and its
residual matrix will be computed. For each residual matrix, the total
number of local row peaks is computed summing the local peaks of
each row:

M
peaks(A) = Zpeaksi(A) (3.12)

i=1
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The residual matrix with the fewer peaks will determine the candi-
date weight that becomes the final oy :

ax =B € Q:{Axp1 =Ax =B -SiI AN
VyeQ:AY | =Ac—v Sk A
peaks(Axy1) < peaks(A k+1)} (3-13)

Example 4. Let be w = 2 the lowest fluence value for the first segment
of a given fluence matrix. Thus, Q ={1,2} are the candidate values.
After computing A§:1 =A;—(1-S7) and AQZZ =A7—(2-S57) the
algorithm decides 3 = 2 is the best choice, and it becomes the final «
value, because peaks(/l\§=1 ) =27 and peaks(A[23=z) = 20.

Optimizing the TNMU (OTNMU).

The objective is to minimize the following summation:

TNMU = Z [oo% (3.14)

The weight « at iteration k is computed in an equivalent way as
defined in [24, 40].

1. The TNMU complexity of a row, denoted as ci(A), is the optimal
TNMU for the i-th (single) row segmentation [24, 40]:

ci(A) = ZmaX(O, aij—ajj—1) € [1.M],j € 1.N] (3.15)
=1

2. The TNMU complexity of a matrix, denoted as c(A), is the optimal
TNMU for its segmentation [24, 40]:

c(A) = maxi(ci(A)) ie[1.M] (3.16)

3. Using the TNMU complexity property, the algorithm knows in
advance the optimal TNMU for a residual matrix. Therefore, the
algorithm can use this property to select the candidate weight
plus residual matrix with minimum value, achieving the opti-
mal segmentation in terms of MU. Equation 3.17 formulates the
process using previous equation 3.16 and the Q set defined in
equation 3.10.

o =P € Q:{Ar1 =Ax—B SN
yeQ:AY, , =Ack—v Sk A
B+c(Are1)) < (v+c(AY )} (317)
Example 5. Using example 4 for the ONS. This time, the algorithm could

decide B =1 is the best choice, because C(AEZ]) =50, c(AEZz) =52
and therefore 1450 < 2 4 52.
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Segment shape constraint relaxation.

Summarizing, the segmentation process consists in two main steps.
First, the segmentation of the fluence matrix is done several times,
optimizing iteratively the subtraction value, but not using the shape
constraint. Second, another loop of segmentations is executed, using
the subtraction as a constant for optimizing the depth value, and im-
proving segment shapes.

The optimization of the depth variable is done in the following way.
The eventual NS or TNMU (depending on the criterion selected) of the
subtraction optimization is stored as the "stop" value. The lower the
depth value, the more synchronized the right leaves will be, but the
this would also yield to bigger the NS or TNMU. The depth variable
starts set to 0 and the segmentation is carried out imposing this maxi-
mum depth. If the segmentation process reaches the stop value with-
out finishing, it means that the depth condition is too restrictive, and
it should be increased. This iterative process continues until a value
of depth is found that obtains a segmentation with equal NS or TNMU
than the stop value. This condition can be relaxed by increasing the
stop value by a percentage (equation 3.18); therefore, the result will be
better in terms of shape, but worst in terms of NS or TNMU.

stop = original + (original - percentage) (3.18)

Example 6. Let the original NS be 22 and the percentage be 10%, which
implies that the second step can produce segmentations up to 24 seg-
ments. In the first case, without soften the stop value, depth can be 4.
In the second case, it may be reduced to 3 or 2.

3.3.4 Data and experimental setting

From now on, the proposed algorithm with different criteria will be re-
ferred as separate algorithms (optimizing the total number of monitor
units (OTNMU) and optimizing the number of segments (ONS)) due to
the differences found in results and behaviour.

The results section will show the performance of OTNMU and ONS
against the leaf sequencing methods described in Galvin 1993 (Gal),
Bortfeld 1994 (Bor), Xia 1998 (Xia), Siochi 1999 and Kalinowski 2006
(Kal).

The method published in Siochi 1999 is a combination of two al-
gorithms applied in two steps embedded in an iterative optimization
process. First step is called extraction. It is based on Galvin 1993, and
its output is a bidirectional SMLC segmentation. Second step is called
RP. It is a geometrical reformulation of the sweep technique described
in Bortfeld 1994, and its output is a unidirectional segmentation. Both
methods are combined in an iterative optimization process, which is
driven by a formula that measures the treatment time in a realistic way,
taking into account the TNMU, the leaf motion time, and the verification
and recording (V&R).

Only the RP technique was implemented for comparison, discarding
the extraction part. There were two reasons for this decision: (1) the
ONS and OTNMU can be compared with another unidirectional method;
also, the RP with ICC (and without the TGC) is optimum regarding the
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TNMU [40, p 1016], and (2) there are not enough details in the origi-
nal paper for reproduce accurately the implementation of the whole
optimization process.

Finally, it is important to remark that:

1. Although Galvin 1993 and Bortfeld 1994 algorithms where de-
signed without the ICC, they were modified in Xia 1998 to in-
clude this constraint and compare in a fair way, because the ICC
increases the number of segments by approximately 25% on both
algorithms.

2. Unidirectional segmentations with RP and the proposed algo-
rithms are done in both directions, from left to right and from
right to left, and the best solution is selected.

3. The results are divided into two groups, depending on the cons-
traints applied. The ICC group only uses this constraint. The TGC
group uses the ICC plus the TGC.

The methodology proposed by [67], also used in [49] and [40] is
followed:

1. 1000 15 x 15 matrices were segmented, each having random natu-
ral values from O to L. The algorithm Xia 1998 and RP 1999 were
implemented, but only the second one was used in the testing.
The results for Galvin 1993, Bortfeld 1994, Xia 1998, RP 1999 and
Kalinowski 2006 where taken from [39, 40, 67]. This experiment
will allow to compare the proposed algorithm with the others
from the statistical point of view.

2. A prostate cancer case was planned with the PCRT 3D® treat-
ment planning system in order to compare results between the
RP, Xia 1998, OTNMU and ONS. The comparison has two objectives:
(1) comparing in a real clinical case, that can be substantially dif-
ferent from random generated matrices, and (2) comparing with
well known methods; one unidirectional (RP) and another bidirec-
tional (Xia). The clinical target volume (CTV) was radiated from 5
coplanar and equiangular beams (36°, 108°, 180°, 252° and 324°)
in a 72 Gy plan. The dose volume constraints used were very sim-
ilar to the ones described in [47]. For the rectum and the bladder,
70% of the volume receives < 40% of the prescribed dose.

3.4 RESULTS

The test results with random matrices are gathered in tables 4 and 5,
which show the NS and the TNMU, respectively. As for the prostate
results, they are provided in table 6 with the NS and the TNMU for the
full set of fluence matrix segmentations. These results were obtained
for OTNMU and ONS using the subtraction variable r and the variable
d with percentage = 0%. Thus, the optimization of d is performed
without increasing the NS or the TNMU originally achieved with the r
variable.
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Table 5: Average TNMU. OT = OTNMU and ON = ONS.

Bidirectional Unidirectional

ICC TGC IcC TGC
L Gal Xia Kal Kal Bor RP oT ON RP oT ON
3 19.7 19.5 15.4 16.6 17.7 15.4 15.7 15.7 16.5 16.5 16.5
4 40.5 29.6 19.5 21.2 22.8 19.6 19.9 19.9 21.1 21.0 21.0
5 40.1 30.9 23.6 25.8 27.9 23.6 24.0 241 25.7 25.3 254
6 44.2 46.8 27.6 30.3 32.8 27.7 28.1 28.3 30.1 29.7 29.8
7 67.1 45.6 31.7 34.9 37.9 31.7 322 325 34.6 34.1 34.3
8 72.3 63.4 35.7 39.2 42.8 35.8 36.3 36.7 39.1 384 38.8
9 72.3 67.1 39.8 43.6 47.8 39.8 40.3 40.8 43.6 42.7 43.1
10 76.5 68.6 43.8 48.2 52.6 43.8 44 .4 45.1 48.1 471 47.7
11 81.4 68.6 47.7 52.9 57.6 47.8 48.5 49.2 525 514 52.1
12 106.8 101.1 51.8 57.2 62.4 51.8 52.5 53.3 57.0 55.7 56.4
13 101.1 100.6 55.7 61.7 67.3 55.8 56.5 57.5 61.4 60.0 60.9
14 112.7 100.0 59.8 66.0 72.2 59.8 60.6 61.6 65.8 64.3 65.4
15 116.0 98.0 63.8 70.6 771 63.8 64.6 65.8 70.3 68.6 69.7
16 154.5 124.9 67.7 74.8 82.0 67.8 68.7 69.9 74.7 72.9 74.0
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Table 6: NS and TNMU obtained for each beam in a real prostate cancer case.

NS TNMU
36° 108° 180° 252° 324° Total 36° 108° 180° 252° 324° Total

ICC
Xia 36 13 32 15 31 127 267 108 194 80 214 863
RP 25 13 32 13 28 111 92 86 80 64 106 428

OTNMU 26 14 31 13 29 113 92 86 80 64 106 428
ONS 25 14 28 11 25 103 96 88 126 64 142 516

TGC
RP 32 15 32 12 33 124 138 8 86 69 135 514
OINMU 30 26 33 13 33 135 117 8 81 69 111 464
ONS 29 16 31 11 34 121 143 97 95 80 154 569

Segment shape comparison

In this subsection, the segment shape between Xia, RP, OTNMU and ONS
are compared. The third beam (180°) segmentation from previous real
case is used, because all the unidirectional methods segment it from
left to right, and it will help to see the differences when comparing.
The fluence matrix to be considered is

00 0 00O0O0O0OO0OO0OO0OO0OO0OO0ODOO0OOOO0OO0OO0OO0O0
0404040404040 0 0 0 O O 0 3040404040404040400
04040404040404040404040404040404040404040400
04040404040404040372228114040404040404040130
04040404040403227222530173630404040404040 0 0

0 040404040404032332029293740404040404040 0 0
00 0 0404040402924312738404040404040 0 0 00
00 0 0 0 04040273218264040404040 0 0 0 0 00
00 0 0 0 040404040394040404040400 0 0 0 0O
00 00 O0O0O0O0O0O0O0 0154040400 0 0 0 0 00
00 000O0O0O0OOO0OCODCOCOOOOOOOOOOLDO

First, the segmentations obtained by Xia and RP methods are shown
in figure 16, and the segmentations obtained by the ONS and the OTNMU
without d are shown in figure 17. If it is only used the r variable, the
algorithms try to obtain segmentations with less NS but not with better
shapes. Thus, it is important to remark that some segment shapes in
figure 16 and 17 have:

1. Quite irregular shapes, e.g. first and second row segments in RP
and OTNMU.

2. Several disconnected subsegments, e.g. from 16th to 25th seg-
ment in RP, OTNMU and ONS.

3. Rather small areas, especially in the Xia method with most of
the segments being tiny apertures. Although, the last ones of the
dinamic methods are relatively small as well.

Second, figure 18 illustrates how adding the d variable can control
and improve segment shapes, getting more regular outlines with less
disconnected subsegments. Especially, when it is compared from 16th
segment onwards in this figure with the same range of segments in



42

<x2=2 (‘L3=5 rx4=3 r15=2
cxs=2 a9=1 a10=1 0111=5
L= bS5 S
U.‘4=2 a15=3 u15=1 a|7=2
L b d
Uy =1 Oy =1 0y =2 Opy = 3
Q) F§ F§
tpe =1 Ay =1 g =2 Oy =3
e —
=§ =§ =§ =
gy =2 gy =3
e
= =

(a) RP segmentation with 33 segments and 80 MU.

(b) Xia segmentation with 32 segments and 194 MU.

Figure 16: Segmentation of the 180° beam fluence matrix using RP and Xia
algorithms.
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(b) OTNMU segmentation with 31 segments and 80 MU when r = 23.

Figure 17: OTNMU and ONS segmentations not using segment shape control

for the 180° beam fluence matrix.
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(a) ONS segmentation with 28 segments and 126 MU when r = 23 and d < 2.
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(b) OTNMU segmentation with 31 segments and 80 MU when r = 23 and d < 5.

Figure 18: OTNMU and ONS segmentations using segment shape control for
the 180° beam fluence matrix.
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Figure 19: OTNMU segmentation with 34 segments and 86 MU when the TNMU
is relaxed to reduce d, obtaining r =23 and d < 3.

figures 16a and 17. The d variable was optimized using the NS or
TNMU obtained when the r variable was computed.

It is possible to reduce the value of d with the purpose of getting
even more regular shapes. This is done by relaxing the stop value us-
ing the percentage variable of equation 3.18. The OTNMU segmentation
in figure 18b has d < 5, relaxing the TNMU by 10% as maximum, the
result is a segmentation with d < 3 at the cost of 6 MU (7% more than
the original). If a segmentation with d < 2 or lower is desired, the per-
centage could be increased. See figure 19 and compare with figure 18b
the second and fifth row, where the differences are more evident.

Finally, figure 20 illustrates the influence of the TGC on the segment
shapes. The effect is similar to the one seen in figure 18 using the
proposed segment shape constraint.

3.5 DISCUSSION

Analyzing the random test results in tables 4 and 5, it can be concluded
that the proposed algorithms show a good behaviour in terms of NS an
TNMU, when comparing with other unidirectional segmentation meth-
ods, such as Bortfeld 1994 and the RP. In particular, the OTNMU gives
almost identical results as the RP, whereas the ONS is slightly better
than the RP and the OTNMU regarding the NS, but worst than both with
respect to the TNMU, as one would expect.

The same behaviour can be observed in table 6 when looking at the
real case test regarding both criteria for the RP, the OTNMU and the ONS,
whereas Xia 1998 results in terms of the NS are not as good as the ones
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a, =1 a,=2 o, =5 o, =3 oy =1 og=1
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(a) OTNMU segmentation with 33 segments and 81 MU.
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(b) RP segmentation with 32 segments and 86 MU. The segmentation was from right
to left.

Figure 20: Example of the TGC applied on the OTNMU and RP algorithms,
showing its influence on the segment shape.
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seen in the random test. However, the most remarkable difference is
the improvement in the segment shapes observed in figures 18 and 19
compared to figures 16 and 17. The segment shape constraint has the
properties of reducing the severe and intricate blocking, smoothing
segment outlines and compacting segment shapes.

Those properties come from the fact that limiting the difference be-
tween a right leaf and its adjacent leaves: a) synchronizes their motion,
creating a smoother segment "front" (and outline), b) contributes to
the reduction of disconnected subsegments, minimizing the amount
of interleaved closed rows, and c) unidirectionality plus leaf motion
synchronization will tend to avoid situations were the shape has a
short Y axis and a long X axis (e.g. only two opposite leaves opened).
The motion of one leaf depends on its adjacent leaves; one leaf (or a lit-
tle set of leaves) could not advance much more than their neighbours.
Thus, the segment will be more compact and regular as it can be seen
when comparing the latest segments in figures 16a, 17, and 18.

The leaf synchronization achieved in figure 18 is obtained without
increasing the NS or the TNMU. However, if it is still not enough, there
is the possibility of relaxing the stop value for the NS or the TNMU, e.g.
5% more NS or MU, and get even better shapes, but it is not worthy to
increase it too much. Otherwise, segment shapes may be "perfect” but
the segmentation will not be feasible in practice, due to the increase in
delivery time. There is a trade-off between both factors, shape vs. NS
and TNMU.

Finally, similar results were obtained in terms of shape when using
the TGC, as it can be seen comparing figures 20 and 18. However,
table 6 shows that this constraint increases the NS and TNMU more
than 10% and 8%, respectively, on each algorithm. In addition, the
TGC influence on the NS or TNMU is quite unpredictable and can not
be limited or controlled.

3.6 CcoNCLUSIONS

A new MLC segmentation algorithm was developed. For the computa-
tion of segments, a novel constraint for controlling the segment shapes
was added and two basic restrictions were considered, unidirectional-
ity and the interleave collision. The segment shape control will gener-
ate compact and regular shapes, unidirectionality will minimize leaf
movements, thus reducing one treatment time factor, and the inter-
leave collision constraint will make suitable the proposed algorithm
for MLCs with motion constraints.

For the computation of segment weights, the algorithm offers the
possibility of selecting between two different criteria. First criterion
is a novel one proposed in this chapter for minimizing the NS, and
the second one is taken from [24, 40] for obtaining the optimal TNMU.
The results show that the algorithm works well compared to other
published algorithms, having the bonus of the shape control plus the
criteria selection.

The next chapter will introduce a method for reducing the NS ob-
tained in unidirectional segmentations, because it is quite common
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that the complexity of the solution makes impossible to deliver the
plan obtained in the available time slots at the hospitals.
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3.7 SEGMENTATION ALGORITHM PSEUDOCODE

Algorithm 1 Main function. Optimization of r and d variables.

function SEGMENTATION(A, criterion, percentage): returns S, «
T4 N; d < N; collision «+ true; max < 0 > Subtraction optimization
while r > 0 A collision do
< collision, auxS, auxx >+ decomposition(A,r, d, criterion, max)
if collision then

Ter—1
end if
end while
d < 0; collision « false > Depth optimization

max « computeMaximum(S, «, criterion, percentage)
while d < N A—collision do
< collision, auxS, auxx >+ decomposition(A,r, d, criterion, max)
if —collision then
S + aux$; x + auxx
else
d+~ d+1
end if
end while
end function

Algorithm 2 Function computing the segmentation of a fluence matrix
with given parameters. A,S and « are vectors containing the results
for each iteration.
function pecomrositioN(F, r, d, criterion, max): returns collision, S, «
k < 1; A(k) < F; collision «+ false
IrPos + initializeLeafPositions(A(k))
while A (k) > 0 /A —collision do
< collision, S(k) >« computeSegment(A(k),r,d, lrPos)
if —collision then
switch criterion
case NS
oy computeNSWeight(A(k),S(k))
case TNMU
ax + computeTNMUWeight(A(k), S(k))
end switch
Alk+1) « A(k) — a(k) - S(k)
if max # O then > Checking stop condition
switch criterion > Collision boolean is reused to stop
case NS
collision + (k > max) > Checking max. NS
case TNMU
collison + (sum(«) > max) > Checking max. TNMU
end switch
end if
k< k+1
end if
end while
end function
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Algorithm 3 Function computing the segment for a fluence matrix
with given parameters and previous segment stored in IrPos vector.

function COMPUTESEGMENT(A, 1, d, LrPos): returns collision, S
fori<«+ 1,M do
l; + advanceZeros(A,1,lrPos(i, 1))
if IrPos(1,2) < 1; then

i L—1 > Start with a closed aperture
else

1 < lrPos(i,2) > Start with k-1 position
end if

if 1 <N +1 then
j <= 1, continue « true
while j < N + 1 Acontinue do
AL, j—1) <A(L))
if CARETj—x)—x+1—1<A(Lj) then
j —Ti—1 < d
T > Checked 1y <1371 +d
je—j+1
else
continue < false
end if
end while
end if
if i > 1 then
if r{ —7r{_1 < —d then > Checkry > 11 —d
i1+ 1ri+d >rican’treach r;_1 —d, and r;_ is modified
UpdateUpperrows(lrPos,i— 1) > Propagate change upwards
end if
end if
end for
solveBasicCollisions(1rPos) > Descrided in 3.3.2
collision + detectCollisions(lrPos)
S + createSegmentMatrix(lrPos)
end function
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41 ABSTRACT

In this chapter, an algorithm for the reduction of the NS is pre-
sented for unidirectional segmentations, where there is no back-
tracking of the MLC leaves. It uses a geometrical representation
of the segmentation output for searching the key values in a flu-
ence matrix that complicate its decomposition. The NS reduction
is achieved by performing minor modifications in these values,
under the conditions of avoiding substantial modifications of the
dose-volume histogram, and does not increase in average the total
number of monitor units delivered.
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4.2 INTRODUCTION

The optimal solution for a MLC segmentation minimizes the treatment
time, which depends on three factors: (1) the total beam-on time or
TNMU, (2) the MLC leaf motion time and (3) the V&R cycle overhead,
which is the time needed for checking the correct position of the leaves.
Delivery time is approximately proportional to the TNMU plus a func-
tion of the other two factors [57, p 673] that are directly related to the
NS.

Some unidirectional segmentation methods like the RP or the OTNMU
[4, p 577] are optimum, or close to the optimum, regarding the TNMU
[4, 40]. However, the generally larger NS in unidirectional segmenta-
tions [4, 40] compared to bidirectional ones can seriously affect de-
livery times, especially if the V&R cycle of the MLC used is high [19,
p 2113], since there are more segments to deliver and it is the only
variable far from its optimum value. Therefore, a very valuable im-
provement in unidirectional segmentations would be the reduction of

the NS, so that its main disadvantage diminishes or disappears.
In addition, fluence matrices with heterogeneous values and many
gradient zones increase the NS and produce complex segment shapes.
In general, the more This heterogeneity is due to the treatment plan complexity, which can
conformed the  not be avoided, and inherent problems in the fluence matrix optimiza-

radiation to the tion process [ 2105]
tumour is, the more p 59, p 51

heterogeneous the In this chapter, a solution is proposed for unidirectional segmenta-
fluence matrix will tions by finding some key elements in a heterogeneous fluence matrix,
be.

where a small modification can decrease the NS to be delivered. If
these changes are done wisely, modifying only few elements and in a
certain way, the alteration is performed without giving up quality on
dose-volume histograms (DVHs) or increasing in average the TNMU. As
a result, treatment time is decreased and the disadvantage of a larger
NS compared to bidirectional algorithms is diminished.

4.3 THE ROD PUSHING TECHNIQUE

The rod pushing (RP) technique is a unidirectional segmentation algo-
rithm described in [57], and it is a geometrical reformulation of the
sweep technique introduced in [9]. This method formulates the so-
lution in a geometrical way, using two matrices for representing the
segmentation. We propose to use this 3D representation so as to an-
alyze the segmentation output for any unidirectional algorithm, and
find the key fluence elements complicating its decomposition. In this
section, the RP technique will be explained to introduce some concepts
needed for a better understanding of the proposed method.

4.3.1  The Rod Pushing algorithm

The RP technique represents fluence matrices and their segmentation
as an M x N matrix of rods, which are defined as solid blocks with
height a;;. A handy and simple way of representing these rods is
using two matrices of size M x N. First one is called base, denoted
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by B, for the z indexes where rod bases are. Second one is called top,
denoted by T, for the z indexes where rod tops are, and U is another
M x N matrix filled with ones. Finally, a given fluence matrix A can be
expressed in terms of B, T and U using equation 4.1. Figure 21 shows
a random fluence matrix with its representation as a solid in 3D, and
its corresponding top and base matrices.

A=T-B+U (4.1)

(a) 3D object.
655660 655660 111111
153462 (153462 |1T1T1111 u
434125 |434125 1111]11L
305250 305250 111111
A T B

(b) T and B matrices.

Figure 21: Fluence matrix representations.

The RP technique spatially arranges rods in such a way that each
plane xy (same z index) is a valid segment. The algorithm can move
rods up and down along the z axis, but x and y indexes can not be
modified. The x and y indexes are MLC coordinates, and the z index is
the delivery order, as it can be seen in figures 23, 25, 26 and 28.

The rods are arranged following some rules, which formulate the
physical and mechanical limitations of a given MLC, so that feasible
segmentations for the device are generated.

4.3.2 Physical constraints

First constraint is the physical design of an MLC as two opposite banks
of metal leaves. In a given row, there is one leaf located to the left and
an opposite one located to the right. Thus, it is only possible to have

one aperture, i.e. there will be a continuous set of ones and only one.

Figure 22 shows an example where first row has two apertures, so it is
not valid, whereas second row is feasible.
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The opposite banks of
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seen in figure 1(c).
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With the rod pushing
rule and the ICC
constraint is enough
to model most of the
commercial MLC
models.
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Figure 22: One aperture per row example. The red shaded position can not
be generated with an MLC. The left and right MLC leaves are drawn
in light and dark grey, respectively.

The rule to avoid non-contiguous sets of ones is given by the RP
rules 4.2a and 4.2b [57]:

ifaij1 > aij = bijp1 = by (4.2a)
ifaijn <ayy =ty =t (4.2b)
where by ;, t;; are the z indexes of the rod base and top in the ith row

and jth column, respectively. Figure 23 shows this constraint applied
to a single row.

(153462)=
’ 8 (00001 1)+
\ 7) (00001 1)+
6) (000110)+
\ 5 011110+
4 011110+
2 3) 011110+
2) (010000)+
' 1) (110000
(a) 3D rods for the RP rule. (b) Segments for the RP rule.

Figure 23: (a) The rod pushing rule applied to a single example row. (b) The
original fluence row decomposed in segments using the rod push-
ing rule. The number on the left side of each segment stands for the
height and it is associated to its delivery order (if the MLC leaves
move from left to right). It should be noted that segments 3, 4, 5
and 7, 8 can be merged.

4.3.3 Mechanical constraints

It is common in many MLC models that two opposite leaves in adjacent
rows can not be overlapped. This limitation is translated as the inter-
leaf collision constraint (ICC). Figure 24 shows an example where the
upper left leaf and the lower right leaf are overlapped, and it is not a
valid segment.

In order to add this constraint to the process, rods with size zero
must be included in the RP process by applying rules 4.3a and 4.3b

[571
tij =bi;tay;—1 (4.32)
bij =ty;—ay;+1 (4.3b)
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Figure 24: Interleaf collision example. The upper left leaf and the lower right
leaf can not block positions with the same column number.

Once previous rules 4.3a and 4.3b have been applied to the whole
fluence matrix, and rods with height 0 have b;; = T and t;; = 0.
The procedure to avoid interleaf collisions consists of finding in each
column the row with the highest top. This row will be the starting
point for applying rules 4.4a and 4.4b, from its upper adjacent row
and decreasing the row index until first row is reached.

if bi,]' > ti+1,j +1 = ti+]’j = bi,j —1

bi+],j :tiJr],j — Qi1 +1 (443)
fti;+1<biprj =ty =biy1;—1
bi,j = ti,j — ai,j +1 (44b)

This procedure is repeated, but starting from the lower adjacent row
of the starting point, and replacing j + 1 for j — 1 in rules 4.4a and 4.4b,
iterating until last row is reached. This process is repeated until no
more modifications are possible. Figure 25 shows the difference re-
garding using the RP rule alone or combined with the ICC rule; fig-
ures 25(a) and (b) show a matrix segmented using the RP rule, third
segment has a collision in its second column (the underlined elements
in 25(b)), and figures 25(c) and (d) show the matrix segmented using
both rules, solving the collision.

Finally, the tongue-and-groove effect can be included in the RP tech-
nique [57, p 675]. However, it will not be considered in this method,
because there are studies reporting that for IMRT plans with 5 or more
beams and a large number of segments, the tongue-and-groove ef-
fect on the IMRT dose distribution is clinically insignificant due to the
"smearing” of dose in tissue [21]. Besides, the tongue-and-groove con-
straint added to solve it, would yield to segmentations with around
10% in average more segments [4, 40], depending on the algorithm
and case.

4.4 METHOD

4.41  Segmentation insight

Observing how the RP technique placed the rods in figure 23, it is
possible to think several ways of reducing the NS in that particular
situation by adding or subtracting one fluence unit to a column, and
figure 26 shows two examples.

Two facts should be pointed out from the example shown in fig-
ure 26. First, a single unit change in one rod produces a "chain reac-
tion" in top and base values of its posterior row rods. Besides, this

This effect can be
considered in any of
the segmentation
methods used in this
master thesis, and the
proposed method for
reducing treatment
times can obtain
equal or even better
results. However, we
would be artificially
complicating the
experiments as we
are interested in
cases with a large
number of beams and
segments, where this
effect is not
important.
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522\ _(555) (144),, _
123)= 123 111 =
100 100 100
111) %t lo11) oo 1)"
111 111
ooo/Tlooo
(b) Segmentation result for RP rule.

(a) 3D rods for RP rule.
522\_(555\_(144), ,_
123)=\134 122)71=
100 100 100
1o00)tlor11) o1 1)"
111 111
oo1)Tlooo

(d) Segmentation result for ICC.

(c) 3D rods for ICC.

Figure 25: (a) and (c) 3D representation of the rods when the RP rule and the
ICC are applied, respectively, to the same example matrix. (b) and
(d) The decomposition of the matrix in the top and base matrices
and the resulting segmentation. Collision elements are underlined.

(a) Subtraction to 2nd column. NS = 4. (b) Addition to 3rd column. NS = 3.

Figure 26: Reduction of the NS modifying one unit figure 23 fluence row.

chain reaction can reduce the NS in one or more segments, and the
lower the z index associated to the modified position is, the bigger the
chain reaction will be. Second, the NS is not equal to the highest z
top index. Let S¢ be the set with the different z indexes of T. Let Sy,
be the set with the different z indexes of B — U. Then, the NS can be
computed with equation 4.5.

NS =[Sp US| —1 (4.5)

Intuitively, it is clear that each number in Sy, corresponds to the
"base" of one slice (or segment), likewise each number in S; is the
"top" of one segment. Hence, combining both sets, the eventual NS is
obtained.
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4.4.2 Fluence change considerations

Fluence matrices are obtained from an optimization process and mod-
ifying them outside this process can ruin the results. For this reason,
it should be taken into account that:

1. The number of modified elements in a fluence matrix should be
as few as possible.

2. The number of units added or subtracted in each position is even
more important than the number of elements being modified. If
a small set of positions is highly altered, the eventual dose could
be seriously affected. Figure 27 illustrates this problem with an
example, where this undesired effect can be seen.

s

(a) Small changes in many values. (b) Large changes in few values.

Figure 27: Axial section of dose distributions with different reduction strate-
gies. The original dose is not showed, because it was very similar
to the figure 27(a) dose distribution.

4.4.3 The algorithm

The method for modifying a fluence matrix and reducing the Ns was
designed as an iterative process. The objective is the reduction of its
original NS by a given percentage or number of segments, controlled
by the variable maxReduction, while trying to modify the fewest ele-
ments as little as possible by carefully selecting the ones complicating
the segmentation. The output of one iteration is the input for the
next one, and the NS reduction is accumulated until the objective is
achieved.

Two variables are defined for controlling which z indexes are can-
didates to be modified. The first variable is the maximum z distance
to be taken into account, and it is denoted by maxd. The second vari-
able is the current z distance limit, denoted by dl, and the maximum
number of fluence units that can be added or subtracted in a single op-
eration. For example, if maxd = 2, the algorithm will try to reduce the
NS considering positions at distance +2 using two iterations. In the
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first iteration, with dl =1, only positions with z indexes at distance
+1 of other z indexes in T and B are modified adding or subtracting
1 fluence unit. If there is no NS reduction at the end of this iteration,
then it starts again with dl = 2, checking positions at distance +2 and
modifying them 2 units. The algorithm is formulated in the following
steps:

Step 1. A given fluence matrix A is segmented; T, B and its NS are
obtained.

Step 2. A table with the following information regarding top and base
matrices is filled. The table has as many rows as different indexes
appear in T and B. For each row there are two columns containing:
(1) the z index in T and/or B, and (2) the total number of rows in T
and B containing this index.

Step 3. Step 2 table is ordered increasingly by column 2, from less to
more row occurrences. In case of draw, rows are ordered decreasingly
by column 1, from higher to lower z index. Finally, the first value of
column 1 is selected, the higher z index with less row occurrences.

Step 4. It is checked whether the current z index is at distance +dl
from any other z index, storing in a boolean variable canBeDecreased
if distance —dl can be reached. If it is not the case, this index is ignored,
because there is too much distance to its z neighbour indexes and it is
directly jumped to step 8.

Step 5. For each row in T and B, the selected z index’s first occurrence
is searched. If itis found, its i € [1..M] and j € [1..N] indexes are stored.
Remarks: (1) it is not possible to find the selected z index in a row two
times in non-contiguous places, because it would violate the RP rule
(section 4.3.2), and (2) taking into account chain reactions, only its
first occurrence should be treated to remove a set of continuous and
identical z indexes.

Step 6. For each T or B position computed in step 5, it is decided if the
position fluence value in A will be modified and how following next
rule:

if (Clm‘.,.] —ayj = dl) — aij = aqj+ dl

) " (4.6)
elseif (canBeDecreased) — ajj = aj; —dl

It is not allowed to increment a fluence value a;; unless its difference
to next adjacent column neighbour is equal to dl. Previous column
should not be checked because its z value is always equal or lower
to the current one by the RP rule. If it is not the case, it is checked
whether a dl subtraction generates a z value already present in B and
T. If so, a; ; will be decremented. Otherwise, the fluence value remains
unchanged.

Step 7. Once the current z index has been treated and A has been mod-
ified, segmentation is done again to check the NS reduction achieved.

Step 8. Steps 4 to 7 are repeated for each z index in the first column
of step 3 table. The NS obtained for each index are compared, and the
smallest one determines which is the eventual fluence matrix.
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Step 9. Steps 4 to 8 are repeated increasing dl by 1 unit until there is a
Ns reduction or maxd is exceeded. By default, maxd should be equal
to 1.

Step 10. Steps 1 to 9 are repeated accumulating the NS reduction. The
eventual fluence matrix of step 9 is the input for next iteration. This
iterative process continues until maxReduction is reached, or it is not
possible to reduce the Ns (e.g. all z indexes fail step 4 checking or the
changes can not reduce the Ns).

4.4.4 Application example

This example illustrates how the proposed method reduces the NS on
a given fluence matrix. Figures 28(a) and (b) show a random A matrix
and its segmentation, respectively. The NS required for A is

St 0,1,2}

:{ _
5 _{1’2,3’4,5,6}} = SpUSt =1{0,1,2,3,4,5,6} =

= [SpUSt|—1=6=NS.

The z index appearing in less rows in B and T is t; 4 = 6. Applying
equation 4.6, ay 5 — az4 = 0—4 = —4 (by definition 3); hence, the flu-
ence can not be incremented and the eventual valueis a4 =4 —1 = 3.
Figures 28(c) and (d) show the segmentation obtained. The new NS is 5,
because Sy, USt ={0,1,2,3,4,5}, and it is easy to see which is the mod-
ification done comparing figures 28(a) and (c). The only rod whose top
was at height 6 has been modified and the last segment disappears.

Figures 28(e) and (f) show the result for a second iteration, which
obtains 4 segments. The algorithm seeks for the z index appearing in
less rows, looking at the T and B matrices in figure 28(d). The selected
index is 4. Applying equation 4.6 the eventual valueis a3 3 =3 —1=2.
Modifying a3 3 causes a chain reaction, and the second index equal
to 4 at position az4 also disappears. Figures 28(c) and (e) can be
compared to see the changes.

4.4.5 Generalization of the NS reduction algorithm

The method described in section 4.4.3 can be straightforwardly ex-
tended to other unidirectional segmentation methods, because their
output can be considered as an RP output, computing its correspond-
ing top and base matrices. Afterwards, top, base and fluence matrix
can be passed to the NS reduction procedure under the condition of us-
ing the new unidirectional algorithm for segmenting in steps 1 and 7,
instead of the original RP.

In short, the same algorithm can be used exactly as is, but exchang-
ing the RP technique by another unidirectional segmentation method,
and adding a function for computing top and base matrices for its
output.

4.4.6 Data and experimental setup

The experiments were performed using:
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(a) Initial segmentation in 3D.

(c) First iteration in 3D.

(e) Second iteration in 3D.
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Figure 28: (b), (d) and (f) The fluence matrix and its segmentation using the
RP technique with the ICC. (a), (c) and (e) 3D representation of the
results for the initial matrix, the first and the second iterations of

the algorithm, respectively.
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1. Three clinical cases planned with the PCRT 3D® treatment plan-
ning system.

2. The Rp technique [57], the OTNMU and ONS algorithms described
in [4, p 577], and a bidirectional method based on a branch-and-
cut (BC) strategy included in the PCRT 3D® software.

3. The Siemens ONCOR"™ Impression Plus linear accelerator in-
stalled at the Hospital Clinico Universitario Lozano Blesa (Aveni-
da San Juan Bosco, 15, 50009 Zaragoza, Spain) for obtaining
beam delivery times.

Besides, the tests were done under the following conditions:

1. Unidirectional segmentations with RP, OTNMU and ONS are done
in both directions, from left to right and from right to left, and
the best solution is selected.

2. None of the methods use the tongue-and-groove constraint for
the reasons explained in section 4.3.3, and if only the ICC is in-
cluded in the RP and OTNMU, the TNMU obtained is optimum

[4, 40].

3. All the results were obtained with maxReduction = 100%, so
the objective was the maximum possible NS reduction.

4. maxd was set to 1 for the RP and 2 for the other unidirectional
methods, because the ONS and OTNMU obtain steeper segmenta-
tions in the 3D space.

The first clinical case is a prostate cancer radiated from five different
coplanar and equiangular beams: 36°, 108°, 180°, 252° and 324°, in
a 72 Gy plan. The dose volume constraint used for the rectum and
bladder was 70% of their volume receives < 40% of the prescribed
dose to the CTV.

The second case is a oropharynx cancer with three CTVs treated with
seven coplanar but not equiangular beams: 20°, 60°, 100°, 180°, 260°,
300° and 340°. The prescribed dose for the clinical target volume gross
disease region (CTVgr) was 74 Gy, and the doses for the clinical target
volume elective nodal regions (CTVels) were 54 Gy for all of them. The
constraint for the spinal cord was maximum dose < 45 Gy, and the
constraint for both parotids was 50% of their volumes receive < 40%
of the prescribed dose to the main CTV.

Third case is a larynx cancer treated with a seven coplanar beam
plan with identical beam angles, constraints and prescribed dose for
the gross disease region, but it has three elective nodal regions that
were planned using 66 Gy, 56 Gy, and 50 Gy.

4.5 RESULTS

The results are presented using three tables that contain the NS and
TNMU, the fluence change information, and the beam delivery times.
Then, one DVH is used for each case to show the difference between
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the original plan, the plan with modified matrices and a third plan
obtained with the aid of a radiotherapist by altering the original plan
reducing the NS in each beam by the same percentage that achieved
the proposed method.

Table 7 shows the NS and TNMU of the segmentations. For each uni-
directional algorithm, there are two columns with the results for the
original fluence matrix (labeled with "Or") and for the modified flu-
ence matrix (labeled with "Md"). The NS results have a third column
with the reduction percentage (labeled with "%"), and the BC columns
show the results for the branch-and-cut bidirectional algorithm. Be-
sides, some information regarding fluence changes is gathered in ta-
ble 8, so it can be compared the ratio between the reduction achieved,
the number of elements modified, and the maximum fluence changes
to a single element. Lastly, delivery times for each beam of the RP al-
gorithm are gathered in table 9 for the prostate and larynx cases only,
which had the smallest and biggest NS for this segmentation method,
in order to illustrate the relation between the NS and the delivery time
reductions.

The DVHs obtained for the cases are shown in figure 29. These DVHs
have a third set of data apart from the original and the modified matri-
ces, which is the original segmentation manually modified by a radio-
therapist (labeled with "Man"). These modifications were performed
in order to discard several segments in each matrix segmentation for
reducing the NS by the same percentage obtained from the modified
fluence matrix. For the sake of brevity and conciseness, the ONS and
OTNMU results are not showed, because they were very similar to the
RP results.
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Table 7: NS and TNMU obtained for each beam in three cancer cases. Or =

original matrix, Md = modified matrix, % = reduction percentage.

NS TNMU
RP OTNMU ONS OTNMU ONS
Beam Or Md % Or Md Y% Or Md % BC Or Md Or Md Or Md BC
(c) Larynx case results.

260° 42 32 23.8 43 38 11.6 40 32 20.0 51 58 58 60 60 62 61 231
300° 53 38 28.3 55 49 10.9 52 41 21.2 59 66 67 67 65 73 71 294
340° 57 42 26.3 58 47 19.0 46 38 17.4 55 70 70 70 69 76 71 247
20° 43 31 27.9 43 32 25.6 40 29 27.5 32 66 66 66 65 73 67 118
60° 38 29 23.7 44 35 20.5 36 27 25.0 26 62 62 62 62 66 66 82
100° 58 45 224 59 47 20.3 52 36 30.8 51 85 86 85 81 95 89 251
180° 59 44 254 60 49 18.3 52 46 11.5 58 70 70 77 77 77 76 296
Total 350 261 254 362 297 18.0 318 249 21.7 332 477 479 487 479 522 501 1519




Table 8: Fluence change information for table 7 results.
maximum addition and subtraction, respectively, to a single element,
C = elements modified, NE = non-zero elements.

4.5 RESULTS |

"1 and "—" are

RP OTNMU ONS
Beam NE —+ - C + - C + - C
(a) Prostate case.
36° 101 1 2 10 2 2 13 2 2 9
108° 77 1 1 8 1 2 6 1 2 8
180° 121 1 1 5 1 3 12 1 3 12
252° 76 1 1 5 1 1 4 1 1 3
324° 926 1 1 10 1 1 9 1 2 16
(b) Oropharynx case.
260° 114 0 1 7 1 2 25 1 2 15
300° 166 1 3 30 1 1 25 1 1 13
340° 195 1 2 25 1 1 20 1 4 7
20° 228 1 1 20 0 4 15 1 2 22
60° 146 1 1 23 0 1 5 1 2 7
100° 104 1 1 12 0 2 6 0 1 6
180° 236 1 1 13 1 1 11 1 3 20
(c) Larynx case.
260° 143 1 1 23 2 2 12 1 1 26
300° 195 1 1 22 0 1 7 1 1 22
340° 173 1 2 27 0 2 13 0 2 17
20° 153 1 3 22 1 2 23 1 2 34
60° 135 1 1 13 1 3 18 1 2 13
100° 172 1 1 30 2 4 23 1 2 28
180° 199 1 1 30 1 1 20 1 1 15
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Table 9: Beam delivery time table (in mm:ss) for the rod pushing technique.
Beam order is the delivery order. “Trans’ is the transition time spent
from the previous beam to the current one. ‘Rad’ is the total beam
delivery time (beam-on time plus the time required for the leaves to
move between segments).

Original Mod
Beam Trans Rad Trans Rad

(a) Prostate case.

180° 00:00 03:10 00:00 03:00
252° 00:26 02:04 00:25 01:50
324° 00:25 03:08 00:25 02:50
36° 00:25 02:35 00:25 02:04
108° 00:27 02:21 00:27 02:03

Total 01:43 13:18 01:45 11:47

(b) Larynx case.

180° 00:00 02:44 00:00 02:17
100° 00:25 03:19 00:19 02:43
60° 00:19 03:29 00:19 02:51
20° 00:19 02:47 00:20 02:20
340° 00:21 02:41 00:19 02:16
300° 00:21 03:38 00:19 03:11
260° 00:29 03:38 00:28 03:04

Total 02:14 22:16 02:04 18:42
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4.6 DISCUSSION

From the results showed in previous section, it can be seen that the Ns
reduction achieved by the proposed method is variable and it depends
on the fluence matrix processed. However, for the tested real cases, ta-
bles 7 shows that the reduction achieved is above 20% for the RP, while
the OTNMU and ONS results confirm that the algorithm works fine with
other unidirectional segmentation methods. In addition, table 7 results
show how the difference in terms of NS between the unidirectional and
bidirectional methods (such as the BC) can be reduced. Indeed, if the
results after the processing are compared, it can be seen that they have
similar NS, but unidirectional results have a smaller TNMU and mini-
mize the leaf motion factor. Therefore, taking into account the formula
for computing treatment times, their delivery time will be significantly
smaller than the bidirectional algorithm.

The results in table 9 show that the method reduces beam delivery
time, without taking into account beam transitions, by 11.4% for the
prostate case and by 16.0% for the larynx case, although the TNMU is
not decreased. Besides, the Optifocus " MLC used in these tests has a
negligible V&R (no delays between segments, apart from the leaf travel
time itself), meaning that the tests were done under the worst condi-
tions, i.e., any MLC with a V&R > 1 second could obtain higher time
reductions. Accordingly, these beam delivery time reductions are only
an example, because they would strongly depend on the equipment.
In systems with high V&R overheads, the NS will become more impor-
tant, whereas in low MU/s rate systems, the TNMU will have a bigger
influence on delivery times.

Finally, figure 29 DVHs show that the modifications done to fluence
matrices:

1. Do not substantially alter the dose delivered to CTvs.

2. The dose delivered to OARs is always equal or lower, but never
greater than its original dose.

3. In complex cases, manually discarding segments for achieving
the same reduction is only possible at the expense of a substantial
degradation of the dose delivered to CTVs, as it can be seen in
figure 29.

In addition, the similarity between the original and modified plans
suggest that the number of elements modified and the degree of mod-
ification for each algorithm showed in table 8 is enough for reducing
the Ns and the treatment time, but not for altering the plan quality.

4.7 CONCLUSIONS

This chapter presented a method for reducing the NS in unidirectional
MLC segmentations. This reduction is achieved by modifying few units
a small set of key positions in the fluence matrix of each beam. This
processing was successfully applied to three real cases, reducing their
treatment time without degrading the DVH.
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—A— CTV
—2A— Rectum
~—7/\— Bladder

-~ Mod CTV
---V--- Mod Rectum
---/-- Mod Bladder
--<--- Man CTV
--<>-- Man Rectum
---<>-- Man Bladder
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(a) Prostate case.
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—/— Spinal Cord
—A— Left Parotid
—/\— Right Parotid
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(c) Larynx case.

Figure 29: DVHs for the rod pushing algorithm. Mod = modified matrix,
Man = manually modified segmentation.
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In general, radiotherapy sessions are time limited and IMRT treat-
ment plans are manually modified in order to simplify them without
compromising their quality. The proposed method allows to automati-
cally reduce the number of segments, thus making easier the radiation
oncologist work on modifying plans to fit them in the available time
slot.

While developing the proposed method in this chapter, we realized
that common techniques for reducing treatment time and complex-
ity, like fluence smoothing at the optimization phase or the proposed
method at the segmentation phase, usually can not obtain time reduc-
tions beyond 20% and, what is most important from the radiation on-
cologist point of view, that the final NS can not be a priori fixed, which
would allow to directly generate plans for a given time slot. For this
reason, the next step is the research on new methods that allow to con-
trol in some way the number of apertures obtained or, at least, increase
the current treatment time reduction. The next chapter deals with this
problem.
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51 ABSTRACT

The decomposition of a fluence matrix in step-and-shoot mode for
IMRT usually yields a large NS and, consequently, treatment time
is substantially increased. In this chapter, we propose a method
for reducing the original NS in multileaf collimator segmentations
to a user-specified quantity. The proposed method clusters origi-
nal segments into the same number of groups as desired NS, and
computes for each group an equivalent segment and an associ-
ated weight. In order to avoid important changes in DVHs, equiv-
alent segments and weights are computed taking into account the
original fluence matrix and preserving the highest fluence zones,
thus staying as close as possible to the original planned radia-
tion. The method is applicable to unidirectional segmentations,
where there is no backtracking of leaves, since this property fa-
cilitates the grouping of segments. The experiments showed that
treatment times can be considerably reduced, while maintaining
similar DVHs and dosimetric indexes. Furthermore, the algorithm
achieved an excellent reduction/dose-quality ratio since the final
NS was close to that reported for direct step-and-shoot solutions.
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5.2 INTRODUCTION

Step-and-shoot (or static) mode in IMRT was originally devised with an
optimization phase for planning the dose to be delivered by each beam
as a fluence matrix, and a segmentation phase for decomposing this
matrix into a feasible set of MLC segments [25]. One known drawback
of this approach is that optimization algorithms often generate very
heterogeneous fluence matrices [59, p 2105], whose corresponding seg-
mentations yield large NS and large TNMU, and consequently treatment
time is substantially increased [55, p 1007].

This drawback has been overcome with techniques that process flu-
ence matrix values such as smoothing [2, 45, 59, 63], clustering [8, 66]
or segmentation-driven smoothing [46]. However, the results of pre-
vious methods in terms of delivery efficiency have been surpassed
by Dss solutions such as direct aperture optimization [55], direct ma-
chine parameter optimization [31, 41] or graph-based aperture opti-
mization [13]. These approaches combine optimization and segmen-
tation into a single phase by directly optimizing MLC leaf positions
instead of fluence matrices. Their efficiency derives from the fact that
the NS can be a priori fixed and, as a consequence, treatment time and
complexity can be considerably reduced.

Methods with the ability of fixing the NS are advantageous, since the
plans obtained are simple with compact and large apertures, bigger
associated weights, but fewer TNMU than two-phase plans. This reduc-
tion in complexity allows (1) obtaining a short treatment time, thus
patient comfort as well as throughput of patients can be improved;
(2) decreasing leakage exposure, that reduces the risk of collateral ef-
fects and radiation-induced secondary cancers [11, 13, 50]; and (3) ob-
taining a plan that is easier to deliver [53, p 2719]. For all these reasons,
the possibility of a priori fixing the NS would be highly desirable in two-
phase step-and-shoot IMRT.

In this chapter, we propose a method for post-processing MLC seg-
mentations that can be included in two-phase step-and-shoot IMRT
treatment planning systems and allows to a priori fix the NS. This
method is applicable to unidirectional MLC segmentations [4, 57],
where leaves are moved in a single direction. Unidirectional leaf move-
ment makes these segmentations very suitable inputs for our method,
since the leaf arrangement provides highly correlated adjacent seg-
ments, as can be seen in figure 30. This facilitates their clustering
into the same number of groups as desired NS, so as to generate for
each group an equivalent segment and an associated weight, which is
the basic idea of our method. In order to avoid substantial changes in
DVHs, equivalent segments and their weights are computed taking into
account the original fluence matrix and preserving the highest fluence
zones, thus staying as close as possible to the original planned radia-
tion. As reported in the experimental section, the proposed method
has been shown to achieve an excellent reduction/dose-quality ratio
since the method was able to reduce the original NS up to 75% without
compromising plan quality.

This chapter is organized as follows. In section 5.3, we describe
the proposed method, the experimental setup and the clinical cases
used in section 5.4, where we present the numerical results, including
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treatment time measurements. Finally, the discussion and conclusions
are presented in sections 5.5 and 5.6, respectively.

5.3 METHOD AND MATERIALS

The proposed method uses as input the decomposition of a fluence
matrix, independently obtained by one of the unidirectional segmen-
tation methods proposed in the literature such as Siochi 1999 or Ar-
tacho 2009, and the number of desired segments. The decomposition,
or segmentation, of an M x N fluence matrix A is defined as a set of
pairs composed of an aperture (segment) plus an associated weight
accounting for a relative beam-on time, (Sy, ax)1<k<k, in such a way
that

K
A=) oap-Sx (5.1)
k=1

where K is the NS and k € [1, ..., K] is the index representing the seg-
ment position in the original segmentation. The segments are subject
to some constraints. We will consider one aperture per row and avoid
interleaf collisions [57, p 672].

In our method, the processing of the original segmentation is di-
vided into four steps. First, the original segments are clustered into
as many groups as desired segments. Second, an equivalent segment
S€9 is generated for each group. Third, an associated weight «®9 is
computed for each equivalent segment. These equivalent segments
and weights are intended to obtain an approximation of the original
segmentation in order to provide a simpler plan with similar quality

K G
A:Zcxk-SkzZ(xSqSSq (5.2)
k=1 g=1

where G is the number of desired segments and g € [1, ..., G] is the in-
dex representing the segment position in the processed segmentation.
Finally, for each equivalent segment, it is checked in the overlap region
with posterior segments that the fluence accumulated does not exceed
that originally planned in matrix A. Otherwise, the posterior segments
are modified to fulfil this requirement. These steps are detailed in the
following subsections.

5.3.1  Clustering the original segments

The first step of our method consists of clustering the original seg-
ments from a fluence matrix decomposition into the same number of
groups as the desired NS. Grouping is driven by similarity among the
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segments. To this end, we define the correlation between two segments
S;and S as

Mz
M z

ﬁ
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o= (5-3)
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Thus, o accounts for the overlap between both segments and their rel-
ative size. The i € [1,...,M] and j € [1, ..., N] indexes are used to move
through the rows and columns, respectively, of the fluence matrix or
the original segment. The clustering procedure takes advantage of the
similarity among adjacent segments in unidirectional segmentations
measured by this correlation coefficient as follows.

First, clusters are uniformly initialized as groups of length round
(K/G). Second, for each group it is checked whether the last segment
is more closely correlated (using equation 5.3) with the previous seg-
ment in this group or with the first segment in the next group. In the
latter case, it becomes part of next group. Otherwise, the same test
is applied to the first segment in the next group, in order to check
whether it should become part of the current group. This exchange
process is iteratively applied, allowing multiple changes while control-
ling group cardinalities. One or two iterations are usually enough to
increase internal group correlation and exchange segments that were
incorrectly assigned during cluster initialization. This number of itera-
tions is intended to keep a balance between intergroup cardinality and
intragroup correlation, thus avoiding groups with a relatively small Ns.
A very unbalanced distribution of segments would make some groups
much larger than others and more difficult to represent with a single
aperture, since the difference between the first segment and the last
one may be considerable.

As an example, two iterations of the proposed procedure were ap-
plied to a fluence matrix segmentation of a prostate case with 25 seg-
ments clustered into six groups. The result is shown in figure 30.

5.3.2 Computing equivalent segments

After clustering, an equivalent segment S€9 is computed for each
group of segments. This computation is a weighted sum driven by
the original fluence matrix values, in such a way that the equivalent
segment shape will contain those leaf apertures that contribute to high
radiation regions. Thus, the complexity of the segmentation is reduced,
while keeping the delivered radiation as close as possible to the origi-
nal planned one.

The weighted sum is based on the fact that the highest fluence val-
ues correspond to beamlets that radiate only a CTV, which should be in-
cluded and not modified in the equivalent segment in order not to de-
grade the plan quality; whereas the lowest fluence values correspond
to beamlets that radiate CTV and OAR at the same time, which are al-
lowed to be modified or even excluded from the equivalent segment.
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Figure 30: Fluence matrix segmentation of one beam from a prostate case with
25 segments, clustered into 6 groups. Final grouping is 4-3-5-3-5-5,
whereas initial grouping was 4-4-4-4-4-5.

Therefore, we define a weighting matrix W of size M x K in order to
compute equivalent segments, where each column contains the sum
of the original fluence values in each row between the left and right
leaves denoted by 1y and Ty, respectively, for the kth segment

T (1)
W(i k) = A(L,)) (5-4)
=l (1)+1
0< k(i) < Tk(l) N (5-5)
iell,..,M], kel,..,K]

N

where positions 1 (1) + 1 to T (i) are exposed to radiation, and left leaf
at positions [0, ..., 1 (i)] and right leaf at positions [(ry (i) 4+ 1),...,N] are
blocking radiation. The case of a row totally closed is 1ncluded as
L (1) = mi (1)

When equivalent segments are computed, the corresponding leaves
do not often match the beamlet positions. This is intensified by the
use of a weighting matrix. Accordingly, it is necessary to redefine the
segment representation used in equation 5.1 in order to deal with con-
tinuous leaf positions. Thus, the Sy segment is now represented as a
M x 2 matrix of real numbers S{(, where the first column contains the
left leaf location 1y and the second column contains the right leaf loca-
tion . From here on, any entity related to continuous leaf positions
will be followed by an apostrophe '. This change of representation is
illustrated in example 8 of 5.7. It should be noted that, although the
step-and-shoot mode uses discrete leaf positions defined by the beam-
lets, this is not an MLC limitation, since the MLC is able to place leaves
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in continuous positions. Taking advantage of this feature, our method
allows placing the leaves in any position even though this position
does not match the horizontal discretization of the rows.

Using this new representation S for segments with continuous leaf
positions, the generation of equivalent segment $€9' is performed by
computing for all the leaves belonging to open rows

3 (W(i,k)-SL(i,x))
sed’ (i, x) = =0 - (5.6)
> Wi(ik)
k=ug4

gell,..,GLiell,..,M], xe[1,2], ug,vg €1, ..., K]

where ug,vg € [1,..,K], and ug < vy, are the indexes in the original
segmentation of the first and last segments for the gth group, respec-
tively, and x € [1,2] is used to specify the leaf bank (left or right) of an
MLC.

The final step is to ensure that $¢9" is a feasible segment for the MLC
used, otherwise it should be modified to meet the MLC constraints. In
our current approach, one aperture per row is automatically gener-
ated in equation 5.6. Therefore, only the interleaf collision constraint
is imposed by opening any pair of offending leaves until there is no
collision. The whole process of computing an equivalent segment is
illustrated in examples 7 and 8 of 5.7.

5.3.3 Computing associated weights

The weight associated with an equivalent segment, €9, is generated
by accumulating the fluence delivered by the original group of seg-
ments and achieving a uniform delivery with the new equivalent seg-
ment area. For this purpose, we define the cumulative fluence matrix
Ag" of a group as the accumulation of the different segments previ-
ously multiplied by their corresponding weights

Vg
AGh =) x-S (5.7)

i=ug4

ug,vg € [1.K], g € [1..G]

Thus, A" represents the contribution of the gth group to the fluence

matrix A. Then, we define the weight [5;J as the sum of the old fluence
delivered by the group divided by the new equivalent segment area

M N
D2 AGHL)
By = (58)

> (S5 12) -85 )

i=

—_

gell,..G]



5.3 METHOD AND MATERIALS \

which is truncated to the maximum value found in Agu, in order to

prevent an overdose caused by a shrinking of the $¢9" area compared
to the original Ag" area, yielding

gell,..,G]

5.3.4 Checking the equivalent segment overlapping

Once equivalent segments and weights are computed, it remains to be
checked that there is no region where several equivalent segments over-
lap and the fluence accumulated is higher than that originally planned
in matrix A. In these cases, the spatial location and delivery order of
the segments are used for solving this situation.

/
Let S79 be the first equivalent segment obtained from an unidirec-
tional segmentation in left-to-right direction. If there is an overlapping

i i i
area with $59, where a7 + a59 exceeds the fluence planned, this
situation is detected and fixed as follows. For each row i € [1..M] in

qu/ with open leaves, the condition for overlapping is that Sﬁq/ (i,1)
is smaller than S?q,(i,Z). In this case, if the fluence added by (x;q’ to
oc?q/ exceeds the maximum fluence value found in the original fluence
matrix between both leaves, then qu/(i, 1) is moved forward until it

reaches the location of S?q,(i,ZJ. Figure 31 illustrates this example.
The process has to be repeated comparing each segment with all the
next ones until there is no overlapping.

(a) Initial solution. (b) Overlap checking done.

Figure 31: Overlap checking example with two equivalent segments. A is the
original fluence matrix. The right leaves S]eq/(1,2) and S?q/ (2,2)
(in blue) will respectively cause the left leaves S;ql(l, 1) and

S;q,(Z,U (in yellow) to move forward in order to avoid the de-
livery of 9 MU instead of the original 6 MU.
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5.3.5 Data and experimental setup

The experiments reported in this chapter were performed using

(1) clinical cases planned with the PCRT 3D® treatment planning sys-

tem, (2) two different unidirectional segmentation methods rod push-

ing (RP) [57] and OTNMU [4, p 5771, (3) a Siemens ONCOR"" linear ac-

celerator with an Optifocus” MLC for obtaining beam delivery times.
Results were obtained under the following conditions:

1. The constraints used for Siemens MLC were one aperture per row
and interleaf collision.

2. Unidirectional segmentations were performed from left to right
and from right to left and the best solution was selected.

3. Unless otherwise stated, the applied reduction was one equiv-
alent segment for each four original ones (4 : 1)7, in order to
have a good reduction ratio without considerably modifying the
original DVHs. This condition was applied to all beams, indepen-
dently of any criteria such as CTV and OAR positions, initial Ns,
or fluence matrix heterogeneity. However, it is possible to fix for
each beam a different reduction ratio.

4. The number of iterations used for exchanging segments while
clustering into groups was 2.

5. All plans were generated with a photon energy of 6 MV for each
patient and normalized so as the mean dose of the main target
volume contour is equal to the prescribed dose.

We present detailed results achieved by the method in three clinical
cases. The first case is a prostate cancer radiated from five coplanar
and equiangular beams: 36°, 108°, 180°, 252° and 324°, in a 72 Gy
plan. The dose-volume constraint used for the rectum and bladder
was 70% of the volume receives < 40% of the goal dose.

The second case is an oropharynx cancer planned using seven copla-
nar, but not equiangular, beams: 20°, 60°, 100°, 180°, 260°, 300° and
340°. This case has three CTVs; the prescribed doses for the CTVgr and
for the CTVel were 74 Gy and 54 Gy, respectively. The dose-volume
constraint for the spinal cord was maximum dose < 45 Gy, and the
constraint for both parotids was 50% of the volume receives < 40% of
the prescribed dose to the CTvgr.

The third case is a larynx cancer treated with a seven coplanar beam
plan with beam angles, prescribed doses and constraints identical to
the oropharynx case, with the exception of including three CTVel with
the following prescribed doses: 66 Gy, 56 Gy, and 50 Gy.

Additionally, we planned ten cancer cases in different body locations
for including the dosimetric index results obtained in the main target
volume. In these cases, only the number of beams and the prescribed
dose for the main target volume were included in table 14.

The reduction ratio was selected starting from the minimum possible reduction of 50%
(2 : 1) and increasing it (3 : 1, 4 : 1, etc.) as long as the DVH remains similar to the
original histogram using as criteria a change < 5% in Dy5 and D;5 for the main target
volume.
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In order to provide an example of the results achieved, we applied our
method to the segmentation shown in figure 30, which corresponds to
the 252° beam of the prostate case. The result can be seen in figure 32.

eq' - ea
=76 oyt =49

ag¥=229 af¥=50

eq' eq —
o =74 agt = 15.7

Figure 32: Prostate segmentation of figure 30 processed for obtaining six seg-
ments.

Table 10 summarizes the NS and TNMU results for the original and
the processed plans. The columns referring to the latter have the prefix
‘t” (meaning fixed). The NS reduction is not shown because it was
75% £ 0.67, whereas the MU reduction is explicitly reported since it
was more variable. As an example of the time reduction achieved, the
beam delivery times for the prostate and larynx cases, which had the
smallest and biggest NS, are shown in table 11 for the RP. For the sake
of brevity and conciseness, the results for the OTNMU algorithm are
only presented in table 10, because they were very similar to those of
the RP in the measurements.

The dosimetric comparison between each original plan and its cor-
responding processed plan was performed using a DVH. The DVHs for
the three detailed cases are shown together in figure 33. In addition,
we used the equivalent uniform dose (EUD), as described and imple-
mented in Gay and Niemierko 2007, the Dy5; and the D;q, indexes in
order to quantify the dosimetric differences between both plans. The
results of these indexes can be seen in table 12 together with the a pa-
rameter used in the EUD formula for each ROI. Table 12a also includes a
study of change in EUD, Dys and D;, as a function of the NS reduction
for the prostate case. The ratios ranged from 2:1 to 6:1.

Additionally, we implemented and used the modulation index (M)
described in Webb 2003 for assessing how the complexity of the treat-
ment plan varies between the original plan, with an unrestricted Ns,
and the fixed NS approach. The MI results are presented in table 13
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Table 10: NS and TNMU results for the original and the fixed NS plans (4 : 1
ratio). fNS = fixed NS, fMU = MU for NS, %MU = MU reduction
percentage.

RP OTNMU
Beam NS NS MU fMU 9%MU NS NS MU MU 9%MU

(a) Prostate case.

36° 37 9 76 68 10.53 43 11 76 73 3.95
108° 29 7 97 79 1856 29 7 97 61 37.11
180° 47 12 95 92 3.16 49 12 95 84 1158
252° 25 6 82 63 23.17 27 7 82 67 1829
324° 41 10 109 92 15.60 43 11 109 80 26.61

Total 179 44 459 394 14.16 121 48 459 365 20.48

(b) Oropharynx case.

260° 28 7 49 30 38.78 30 8 49 45 8.16
300° 40 10 49 43 12.24 44 11 49 45 8.16
340° 51 13 68 55 19.12 53 13 68 54 20.59

20° 52 13 74 65 12.16 53 13 77 58 24.68

60° 32 8 38 29 23.68 27 7 38 30 21.05
100° 29 7 45 27 40.00 30 8 46 29 36.96
180° 46 12 55 51 7.27 45 11 56 49 12.50

Total 278 70 378 300 20.63 282 71 383 310 19.06

(c) Larynx case.

260° 42 11 58 47 18.97 43 11 60 51 15.00
300° 53 13 66 57 13.64 55 14 67 55 17.91
340° 57 14 70 59 15.71 58 15 70 59 15.71

20° 43 11 66 55 16.67 43 11 66 53 19.70

60° 38 10 62 50 19.35 44 11 62 49 2097
100° 58 15 85 72 15.29 59 15 85 66 22.35
180° 59 15 70 61 1286 60 15 77 58 24.68

Total 350 89 477 401 1593 362 92 487 391 19.71
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Table 11: Beam delivery time table (in mm:ss) for the rod pushing technique
in the original and the fixed NS plans (4 : 1 ratio). Beam order
is the delivery order. “Trans’ is the transition time spent from the
previous beam to the current one. ‘Rad’ is the total beam delivery
time (beam-on time plus the time required for the leaves to move
between segments).

Original Fixed
Beam Trans Rad Trans Rad
(a) Prostate case.
180° 00:00 03:10 00:00 01:44
252° 00:26 02:04 00:30 01:02
324° 00:25 03:08 00:31 01:39
36° 00:25 02:35 00:25 01:19
108° 00:27 02:21 00:25 01:17
Total 01:43 13:18 01:51 07 :01
(b) Larynx case.
180° 00:00 02:44 00:00 01:15
100° 00:25 03:19 00:19 01:29
60° 00:19 03:29 00:19 01:27
20° 00:19 02:47 00:20 01:17
340° 00:21 02:41 00:19 01:17
300° 00:21 03:38 00:25 01:42
260° 00:29 03:38 00:28 01:32
Total 02:14 22:16 02:10 09 :59
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Volume %

Volume %

Volume %

IN UNIDIRECTIONAL SEGMENTATIONS

—4A— CTv
—A— Rectum
—/x— Bladder
---V-- fNSCTV
---V--- NS Rectum
---\/-- fNS Bladder

4000 4800 5600
cGy

(a) Prostate case.

4000 4800 5600
cGy

(c) Larynx case.

—4A— CTvgr
—4— CTvel |
—A— CTvelll
—~A— Spinal Cord
—/— Left Parotid
—/\— Right Parotid

--XF-- NS CTvgr
--XF-- NS CTVel |
--NF-- NS CTVel Il

---VF-- fNS Spinal Cord
--~F-- NS Left Parotid

--F-- fNS Right Parotid

—/— CTVellll
—A— Spinal Cord
—/— Left Parotid
—/\— Right Parotid

--\-- fNS CTvgr
--NF-- NS CTVel |
--NF-- fNS CTVel Il

-~ fNS CTVel Il
-V--- NS Spinal Cord
~N--- NS Left Parotid
--/--- fNS Right Parotid

Figure 33: DVHs for the rod pushing algorithm. NS = fixed NS.
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Table 12: Dosimetric index comparison between the original and the fixed NS
plans (4 : 1 ratio) using the EUD, Dg5 and D;4o. Dy is defined as the
percentage of volume receiving x% of the prescribed dose.

ROI Index a Original Fixed

(b) Oropharynx case.

CTvgr EUD —-10 73.20 72.92

Dy 93.78 20.40

Dioo 49.00 46.65
CTVel I EUD —10 56.07 54.29
CTVel II EUD —10 55.04 54.37
Spinal cord EUD 13 35.77 33.59
Left parotid EUD 0.5 18.69 17.59
Right parotid EUD 0.5 29.19 28.26

(c) Larynx case.

CTvgr EUD —10 73.05 72.91

Dy 97.58 93.37

Dioo 22.54 35.94
CTVel I EUD —10 60.51 59.23
CTVel II EUD —10 54.46 52.83
CTVel 1II EUD —10 52.41 51.12
Spinal cord EUD 13 36.00 35.06
Left parotid EUD 0.5 27.05 26.98
Right parotid =~ EUD 0.5 22.47 21.78

for the original and the new fluence matrices. The latter was a recon-
struction using the segmentation obtained from the proposed method
and adjusting the leaves to the original beamlet positions with a round
function, since this index was designed for discrete fluence matrices.

Lastly, table 14 provides the EUD, the Dy and the D,o, dosimetric
indexes for the main target volume in ten cancer cases using again a
ratio of 4 : 1 for fixing the Ns.

5.5 DISCUSSION

The rationale behind the proposed method for reducing the Ns is to
provide the radiation oncologist the possibility of having some control
over the NS obtained in two-phase step-and-shoot IMRT, as has been
done in DSS or direct IMRT approaches based on class solutions and
patient anatomy [3, 20].

For all the cases presented in section 5.4, we fixed the NS with a ratio
of 4:1 for all beams, since this was the biggest reduction that did not
considerably modify the DVHs using as criteria a change < 5% in Dy;
and D;o5 for the main target volume. For the three cases reported in
detail, the number of apertures obtained can be seen in table 10. These
numbers are much closer to the results reported for DSS methods in
similar cases [11, 13, 23, 37], which are between five and ten apertures
per beam, than to two-phase IMRT systems. The MI results in table 13
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Table 13: Modulation index for each beam in the original and the fixed NS
plans (4 : 1 ratio).

(a) Prostate case.

Beam Original Fixed

36° 2.18 1.86
108° 2.08 1.63
180° 2.15 1.94
252° 2.33 2.19
324° 2.31 1.53

Average 2.21 1.83

(b) Oropharynx and Larynx cases.

Oropharynx Larynx

Beam Original Fixed Original Fixed
180° 5.18 3.11 6.00 5.06
100° 5.18 4.29 4.61 3.99
60° 4.24 3.39 5.40 4.05
20° 5.13 4.56 4.61 3.66
340° 572 4.64 5.09 4.85
300° 6.63 4.33 5.49 4.70
260° 5.60 4.33 5.60 4.64
Average 5.38 4.09 5.26 4.42

showed that there is also an important simplification of the fluence
delivered and treatment complexity when using the fixed NS approach.
In addition, the TNMU is reduced more than 14% in all cases, and this
NS and TNMU reduction considerably decreases treatment times. As
an example of the time-saving effect that can be achieved, the total
delivery time for the RP technique, without taking into account beam
transitions, is reduced by 47.2% for the prostate case and by 55.1%
for the larynx case, as can be seen in table 11. These measurements
were obtained using an Optifocus’ MLC with a negligible verification
and V&R overhead (no delays between segments, apart from the leaf
travel time itself). This means that experiments were performed under
the most unfavourable conditions, i.e., any MLC with a V&R > 1 s can
obtain greater time reductions.

The DVHs in figure 33 show that the method is able to reduce the
original NS in our plans while (1) keeping the dose delivered to the
main CTV close to its original one, (2) the OAR histogram curves are
very similar, and (3) the maximum dose delivered to OARs is never
significantly increased. In addition, the EUD for each ROI and plan
presented in table 12 also suggests that there are no substantial mod-
ifications, in dosimetric terms, between the original and the fixed NS
approaches. Similar results can be seen in table 14 for the main target
volume in ten cancer cases, where the difference in EUD between both
plans is smaller than 1 Gy. The observed changes for D;q, in table 14
are explained by the fact that the curve steepness is often slightly mod-
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Table 14: Comparison of the EUD, Dy5; and D;q, for the main target volume
in ten additional cancer cases between the original and the fixed
number of segments approaches (4 : 1 ratio).

Goal Dose EUD Dys Di1oo

ID Location Beams (Gy) Approach (Gy) (%) (%)
1 Endometrium 6 18.00? Original 16.62 8590 54.61
Fixed 16.03 83.19 50.67

2 Prostate 6 78.00 Original 77.33 91.61 55.63
Fixed 7711  88.06 57.42

3 Prostate 5 78.00 Original 76.70  96.27 5.61
Fixed 76.29 92.03 19.11

4 Prostate 6 76.00 Original 7596 9770 5917
Fixed 75.57 93.97 54.67

5 Prostate 6 74.00 Original 72.38 9332 18386
Fixed 7222 88.18 25.89

6 Head-and-neck 7 68.40 Original 67.86 96.25 40.03
Fixed 68.01 91.60 59.23

7 Head-and-neck 8 70.00 Original 6940 90.71 57.15
Fixed 68.72 86.05 45.86

8 Head-and-neck 6 66.00 Original 65.96 96.16 57.56
Fixed 66.10 95.69 60.39

9 Pancreas 6 10.00P Original 10.14  99.79 66.98
Fixed 9.84 9219 23.70

10 Pelvis & 5 50.40 Original 5244 9989 9792
Sacrum Fixed 53.21 99.82 95.56

2 Twice a day, hyper-fractionation.
b Re-irradiation.

ified and the kind of normalization applied tends to preserve the Dy;
index. As a consequence, the D, index is prone to suffer variations.

As expected, the larger the NS reduction for all the beams, the greater
is the difference between the original and the final dose, as reported
in table 12a for the prostate case. During the experimental stage we
found that reductions beyond the ratio 5:1 may cause modifications
in the DVH that would not be acceptable in many cases. We observed
that this behaviour is due to the difficulty of representing with a single
aperture a group with five segments or more, because the difference
between the first segment and the last one within the group may be
considerable.

5.6 CONCLUSIONS

The method presented in this chapter is able to reduce the NS in two-
phase step-and-shoot IMRT treatment planning systems to an a priori
fixed value. This NS reduction is computed by clustering the original
segments into groups, and creating an equivalent segment with its
associated weight for each group.

The results of the testing in clinical cases show that final segmenta-
tion with a reduction in the NS up to 75% obtained a DVH and dosimet-
ric indexes very similar to the original ones, so the plan quality was
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not compromised. In addition, the TNMU was also decreased and both
Ns and TNMU reductions considerably shortened treatment times.

5.7 EQUIVALENT SEGMENT COMPUTATION EX-
AMPLE

Example 7. The W weighting matrix is computed for a random fluence
matrix and its unidirectional segmentation. The original segments
(with their left and right leaves shaded in light and dark grey, respec-
tively)

024 011 011 001 001
121 1100+ [0 1/0[ + |0 0[O0 + |0 O 1
241 110, [110 [010] |071T]
are projected over the original fluence matrix A
[024] [024] [004] [00 4]
12100 ; [02/0]; |000]; |00 1],
1240 (240 |040 |04T71]
and the weighting matrix is obtained applying equation 5.4
6644
=13201].
6645

Example 8. Let us assume example 7 segmentation is reduced to two
segments, and let us assume the first group has three segments and
the second group has the last segment. Accordingly,

023 011 011 001
A =120 =|1 1[0+ |0 T[0| + |0 0[0] .
230 110 110 010

/
Then, the S{9 equivalent segment is computed porting the segments
to the continuous leaf position representation

1.0
0.0
0.0
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In this final chapter, it is summarized the main contributions and
conclusions derived from the work developed in this thesis, together
with the description of future extensions and possible alternative ap-
plications.

6.1 CONTRIBUTIONS AND CONCLUSIONS

The contribution of this thesis focuses on the development of novel
methods for the SMLC mode of IMRT in order to improve the modelling
of the problems solved or reduce the treatment delivery times. In
addition, the proposed methods were devised for being incorporated
in the daily clinical use of IMRT at hospitals.

Specifically, the algorithm for computing the relationship between
beamlets and voxels:

1. improves the modelling of the radiation, since it makes the re-
lationship between both entities become n-to-n, in opposition to
the former one-to-n relationship assumed by the original method
used in the treatment planning system.

2. allows to independently choose the voxel size and the beamlet
width, in contrast with the original method that forces the user
to choose a voxel size smaller than the beamlet width in order
to properly model the radiation. As a result, the voxel size can
be increased, thus reducing the number of voxels per organ and
consequently the dose matrix size. Therefore, the optimization
of the beamlet intensities becomes faster due to the smaller num-
ber of computations needed for obtaining the dose distribution
achieved inside the patient.

3. was implemented using a compute-by-drawing approach with
the cross-platform library OpenGL for fast computing the pro-
jection of thousands of voxels on the beamlet grid, instead of
the former voxel center point projection, without spending more
than a few seconds.

89



90 | CONCLUSIONS

Regarding the methods developed for the MLC segmentation step,
the novel unidirectional segmentation method:

1. decomposes fluence maps in segments with compact and reg-
ular shapes and offers the possibility of selecting between the
minimization of the NS or the TNMU, whereas MLC segmentation
methods can not control the segment shape and they are only
able to minimize one fixed criterion.

2. relaxes the tough requirements imposed to the hardware used
for the treatment delivery, since it tends to generate only one
connected component (aperture) per segment with a smoother
outline.

3. is as efficient as any other unidirectional method despite the leaf
synchronization introduced for controlling the aperture shape.

The method for reducing the NS in unidirectional segmentations:

1. performs a segmentation-driven fluence smoothing for achieving
a reduction up to 25% in the NS that is translated into a 16%
decreasing of the beam delivery time.

2. does not substantially change the DVHs. Thus, the quality of the
original and the new plan are equivalent.

Finally, the post-processing algorithm of unidirectional segmenta-
tions:

1. generates solutions with a user-specified number of apertures,
where a reduction of 75% in the original NS shortened the beam
delivery time up to 55%.

2. obtains a DVH and dosimetric indexes (EUD and Dys) very similar
to the original ones, so the plan quality is not compromised.

3. simplifies the fluence map and the treatment complexity. Thus,
making the clinical validation of the treatment easier for the ra-
diation oncologist.

6.2 PERSPECTIVES AND FUTURE WORK

The methods developed in this thesis have opened some possibilities
that will be explored in future work. The most interesting ones are
presented below.

6.2.1 Radiation model

e Complete implementation of the voxel projection method in
the GPU using OpenCL. This would make the method even faster
than the original.

o Explore the sub-beamlet precision feature. The accuracy of the
calculations for obtaining the radiation dose deposited in each
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voxel may be increased if the sub-beamlet precision feature of the
projection method is used when applying the radiation spread-
ing model.

Extend the algorithm to other techniques of external radiother-
apy. The voxel projection method could be, for example, applied
in a rotational radiation therapy technique like arc-modulated
radiation therapy (AMRT) [61].

MLC segmentation

The shape constraint can be extended to other aperture gen-
erators. The idea of penalizing any leaf far from its adjacent
neighbours introduced in the unidirectional MLC segmentation
method is applicable to other algorithms that generate apertures,
such as DAO or, in general, any DSS method.

Apply both NS reduction methods to one solution. The seg-
mentation-driven smoothing algorithm described in chapter 4
could be applied prior the post-processing method of chapter 5
in order to reduce the original NS. The first method will indi-
rectly reduce the number of elements in each group. Therefore,
it will be easier for the second method to generate the equivalent
segment. As a consequence, it would be also possible to reduce
the dosimetric differences between the original and the new plan
observed after the post-processing.

General

Extend the use of the GPU to other parts of the pipeline for ob-
taining a treatment plan. The dose matrix is multiplied by the
current beamlet intensities after each iteration in the optimiza-
tion process. This task can be performed much faster in a GPU
than in a CPU because the inherent parallelism of the operation.
Other parts of the code may also benefit from a parallelization in
the computer graphic card.

Development of a DSS method. Many of the problems found
in IMRT regarding accuracy and treatment complexity come from
the fact that optimization and segmentation of the intensity maps
are separated tasks. Optimizing leaf positions instead of beamlet
intensities directly overcomes many problems, such as the opti-
mization regularization or an efficient MLC segmentation. Using
the knowledge gained, one of the most challenging, and at the
same time enjoyable, tasks would be the design and implementa-
tion of a DSS method.

Research on alternatives to the beamlet and voxel discretiza-
tion approach. In a large scale problems of rotation therapy like a
AMRT plan with 100 beams, the traditional radiation model would
require huge amounts of memory space and computational re-
sources to deal with the relationship between beamlets and vox-
els for computing the dose distribution. There are non-voxel and
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non-beamlet based approaches where objective functions and
derivatives are evaluated based on the continuous viewpoint,
abandoning voxel and beamlet discretizations and representa-
tions [43]. This kind of alternatives are probably a must for
implementing a fast and extensible treatment planning system
targeting rotation therapy.



CONCLUSIONES

La contribucién de esta tesis se centra en el desarrollo de nuevos méto-
dos para el modo SMLC de IMRT, con el objetivo de mejorar el modelado
de los problemas resueltos o reducir el tiempo de administracion de
los tratamientos. Ademads, los métodos propuestos fueron concebidos
para ser incorporados en la rutina clinica diaria del uso de IMRT en los
hospitales.

En concreto, el algoritmo para el cdlculo de la relacion entre beamlet
y voxels:

1. mejora el modelado de la radiaciéon al permitir que la relacién
entre ambas entidades sea 1 a 11, en contraposicién con la relacién
uno a n que asumia el método original usado en el software de
planificacién.

2. permite seleccionar independientemente el tamario del voxel y la
anchura del beamlet, al contrario que ocurria en el método origi-
nal donde el usuario se veia forzado a especificar un tamafio de
voxel més pequefio que la anchura del beamlet para poder mode-
lar correctamente la radiacién. Como resultado, el tamarfio de los
vbxeles puede ser aumentado, lo que provoca la disminucién del
nimero de voxels por érgano y por consiguiente del tamafio de
la matriz de dosis. Por lo tanto, la optimizacién de la intensidad
de los beamlets se ejecuta de forma mads rdpida debido a que es
necesario un menor tiempo para calcular la distribucién de dosis
dentro del paciente.

3. fue implementado usando un planteamiento de cdlculo median-
te dibujo, utilizando la biblioteca multiplataforma OpenGL, para
el calculo rdpido de la proyecciéon completa de miles de voxeles
sobre la rejilla de beamlets, en vez de proyectar tinicamente el
punto central del voxel, sin emplear mas de unos pocos segun-
dos.

Respecto a los métodos desarrollados para la segmentacién MLC, el
nuevo método unidireccional de segmentacién:

1. descompone los mapas de fluencia en segmentos con formas
compactas y suaves, ofreciendo la posibilidad de seleccionar en-
tre la minimizacién del NS o del TNMU, mientras que el resto
de métodos de segmentacién MLC no controlan la forma de las
aperturas y solamente permiten la minimizacién de un criterio
prefijado.

2. relaja los fuertes requerimientos impuestos al hardware de ad-
ministracién, ya que tiende a generar una tnica apertura por
segmento con un contorno suave.

3. es tan eficiente como cualquier otro algoritmo de descomposicién
unidireccional a pesar de la sincronizacién de ldminas introduci-
da para controlar la forma de las aperturas.
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El método para la reduccién del NS en las segmentaciones unidirec-
cionales:

1. realiza un suavizado de la fluencia basado en la segmentacién
para alcanzar una reduccién de hasta un 25% en el NS que se
traduce en un 16 % menos de tiempo en la administracion.

2. no modifica de forma sustancial los DVHs. Por lo tanto, la calidad
del plan resultante es igual a la del original.

Finalmente, el algoritmo de postprocesado de segmentaciones uni-
direccionales:

1. genera soluciones con un nimero de segmentos fijado por el
usuario, donde una reduccién del 75 % sobre el NS original acorta
los tiempos de administracién hasta en un 55 %.

2. obtiene un DVH y unos indices dosimétricos (EUD y Dgs) muy
similares a los originales, por lo tanto la calidad del plan no se
ve comprometida.

3. simplifica el mapa de fluencia y disminuye la complejidad del
tratamiento. Por lo tanto, hace maés fécil la validacion clinica del
tratamiento para el especialista en radioffsica hospitalaria.
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