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ABSTRACT This paper presents a novel software-defined wireless network architecture that integrates
coordination mechanisms to enhance the capabilities of a set of central managed Wi-Fi access points (APs).
The global architecture is presented in detail, where the handoff mechanism is integrated with a set of active
and passive monitoring tools and other functionalities, resulting in a solution that is able to provide smart
functionalities using low-cost commercial APs. The framework includes a central controller that has all the
information available, and is therefore able to make smart decisions about the assignment of clients to APs.
This avoids the problem of the ‘‘sticky client’’ that remains connected to the original AP it is associated
with, rather than moving to a nearby AP, which would be a better choice. Two different test scenarios are
used to compare a proactive and a reactive handoff mechanism in realistic conditions, with different walking
speeds. The results illustrate the advantage of the proactive handoff, as it is more scalable and allows a better
integration with other functionalities such as load balancing. The delay incurred by the handoff between
APs in different channels is measured with three wireless devices, using five values for the inter-beacon
time, proving that fast and seamless handoffs are possible in the scenario. The paper shows that these
advanced functionalities, usually available in proprietary solutions, can also be achieved using off-the-shelf
equipment.

INDEX TERMS Enterprise WLAN, seamless handoff, SDN, SDWN.

I. INTRODUCTION
During the last few years we have witnessed an important
increase in the use of wireless devices (e.g., smartphones,
laptops and tablets), and the subsequent deployment of exten-
sive wireless networks in areas such as business centers,
airports, malls, campuses or even entire cities. This situation
has boosted the emergence of solutions that include a set of
coordinated Wi-Fi Access Points (APs from now), usually
known as ‘‘Enterprise Wi-Fi.’’ However, these solutions are
usually proprietary, closed and costly, which in most of the
cases makes them infeasible for many organizations. Some
of these solutions also lack the required flexibility, scala-
bility, and dynamism in order to optimize the utilization of
Wi-Fi networks and to alleviate spectrum congestion. In this
context, the scientific community is looking for proposals for
inter-AP coordination, enabling advanced features such as

load balancing, frequency planning or power control, while
making use of low-cost hardware and open software.

The clients (stations, STAs from now) that connect to
these wireless networks implement their own algorithms for
selecting the AP to associate with. These algorithms try to
select the best candidate among the different networks they
can see in the wireless environment. For this task, they rely on
the available information, i.e., the power level of the beacons
received from each AP in the neighborhood. As a result, these
decisions are only based on local knowledge of each STA.
Hence, they are totally uncoordinated and result in situations
like the so-called ‘‘sticky client problem,’’ a term that is used
to describe a STA that remains connected to an AP that it
knows, even if the distance has been significantly increased
due to the movement of the user [1]. This results in a rate
reduction which also harms the rest of the STAs connected
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to the AP [2]. Another problem is that the normal 802.11
handoff has a delay of several hundreds of milliseconds [3],
which may be unacceptable for real-time applications such as
VoIP or online games.

In this context, some works have proposed the adap-
tation of certain abstractions from Software Defined
Networks (SDNs), such as the concept of flow, for its use
in wireless networks [4], [5]. The integration of the wire-
less features with SDN is a hot research topic known as
SDWN (Software-Defined Wireless Networks). Important
modifications and extensions are needed, since SDNs do not
capture by themselves all the issues appearing in wireless
scenarios (interference, mobility, channels, etc.). Some pro-
posals are in place [6], [7], and this is also the context of the
present work, as it has already proven to be an effective way
to achieve very fast handoffs, frequency selection, and power
control in Wi-Fi networks [8].

In a previous work [9], a study of the reactive seamless
handoff and the incurred delays was presented. In this article,
we present a novel SDWN architecture that aims to integrate a
set of mechanisms that enhance the capabilities ofWi-Fi APs,
by means of a better coordination. The contribution of the
present work is threefold:
• The presentation of the global architecture, where the
handoff mechanism is integrated with a set of monitor-
ing tools and other functionalities, resulting in a solu-
tion that is able to provide smart functionalities using
low-cost commercial APs.

• The presentation of newmonitoring functionalities, both
active and passive.

• The evaluation and comparison of two handoff mecha-
nisms (one reactive and other proactive).

The remainder of the paper is as follows: a review of
the state of the art is presented in section II, the detailed
explanation of our architecture is given in section III, and
the implementation of the prototype is provided in section IV.
Validation tests and results are detailed in section V. Finally,
we conclude the paper with section VI.

II. STATE OF THE ART
A. ARCHITECTURAL PROPOSALS FOR SDWN
The Software-Defined Networking Research Group
(SDNRG) of the Internet Research Task Force (IRTF)
defined the layers and architecture terminology for SDN
systems [10]. Even though the document did not aim to
standardize any layer or interface, it provided a reference of
the approaches that can be taken when defining SDN archi-
tectures. The Open Networking Foundation (ONF) proposed
another architecture [11], which is more service-oriented,
whereas the one proposed by the IRTF has a more functional
view [12]. We will follow the IRTF approach in our proposal.

The architecture proposed by the IRTF (see Figure 1) con-
sists of: an Application Plane where applications that define
network behavior reside; a Network Services Abstraction
Layer that provides access from applications of the control,
management; the Control Plane is responsible for making

FIGURE 1. SDN Layer Architecture according to RFC 7426.

decisions on how packets should be forwarded by one or
more network devices and pushing such decisions down to
the network devices for execution; the Management Plane is
in charge of monitoring, configuring, and maintaining net-
work devices, e.g., making decisions regarding the state of
a network device; and the Device and resource Abstraction
Layer abstracts the resources of the device’s forwarding and
operational planes to the control and management planes.

Some examples of architectural proposals for SDWN can
be found in the literature: in [13], the EmPOWER architecture
was proposed, integrating different Radio Access Technolo-
gies (RAT), and proposing a set of programming abstractions
to model some important aspects of wireless networks. This
architecture was also used in [14], where a joint algorithm
for mobility management and rate adaptation for multicast
communications in 802.11 networks was proposed. In [15],
another architecture was proposed aimed at minimizing the
packet-level delay violation of a target service; in this case,
all the Base Stations (BSs) are configured to use the same
MAC address; specific virtual BSs are created for managing
each service. All these proposals include a central controller
in charge of network management.

B. VIRTUAL ACCESS POINTS
SDWN architectures also need to integrate the capacity to
manage the specific issues that appear in wireless scenar-
ios. For this aim, the Light Virtual Access Point (LVAP)
abstraction was first proposed in [12] as a way for providing
flexibility in wireless networks. When a STA connects for
the first time, a central controller creates an LVAP for it, and
assigns it to a physical AP (themost suitable one for the STA).
An LVAP is just a tuple of 4 fields: a MAC address and an
SSID to be used to communicate with the STA, the real MAC
of the STA and its IP address. Therefore, a physical AP can
host a number of LVAPs, and it will use a different one for
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communicating with each client, i.e., the same AP can send
frames with different source MAC addresses, depending on
the destination STA.

The controller can move the LVAP from one physical AP
to another, according to the movement of the STA (the
LVAP travels with its STA). As a consequence, the STA
will always see the same AP (it is always receiving frames
from the same MAC and SSID), so it will not resort to its
algorithms for finding other APs. Therefore, a centralized
control of the assignment of the STAs to the APs can be
performed. It should be noted that this does not require any
modification on the STA, which runs standard 802.11.

A distributed solution using LVAPs was introduced in [17],
where a protocol for the direct exchange of information
between APs was also proposed. One limitation of this pro-
posal is that, due to the absence of a central controller, each
AP has to build a list of neighbor APs by itself.

The solutions already presented in [13] and [15] also
consider the use of LVAPs. Another LVAP-based solution
including a central controller and a set of low-cost OpenWrt
(https://openwrt.org/) APs was presented in [8], using two
Southbound protocols that facilitate communication between
the controller and the APs: OpenFlow, in charge of control-
ling the internal switch of the AP, and a new protocol called
Odin, that takes care of the wireless part. The central manager
is an SDN controller that combines both functionalities, and
is also in charge of creating the LVAP for each STA that sends
an association request. The controller also hosts a number
of algorithms for radio resource management that run as
applications on top of it.

C. FRAMEWORKS PROVIDING FAST HANDOFFS
The authors of [18] proposed a scheme based on cognitive
management of WLAN, integrating an SDN-based distribu-
tion system, which allows checking the resource availability
in order to select the best AP. It also includes a QoS-aware
handover and proactive forwarding table updates of
SDN-based distribution system. It is based on 802.11r, and
a modification of the STA is required.

In [19] a channel scanning scheme for 802.11WLANs was
presented. Each AP was equipped with two wireless network
interfaces, one of which is dedicated to broadcast beacons in
other channels, thus avoiding the need of the STAs to perform
active scans when they need a handoff.

In [20] a proactive scanning scheme (KHAT) is incorpo-
rated in the STA, including a Kalman filter to predict channel
fading; in that moment, the STA alternates between scanning
and normal periods, in order to find a better AP. The results
were measured in terms of TCP throughput.

In M-SDN [21], the delay required by host-initiated han-
dovers is reduced by means of a handover preparation per-
forming casting to potential target APs in parallel. However,
the handover is reactive as it is triggered by the detection of
a signal reduction in the initial AP.

In [22], a multipath-transmission SDWN architecture
(MP-SDWN) is proposed. It uses MVAP (Multi-connection

Virtual APs) in order to form a single virtual AP over different
physical APs.

Some other frameworks that jointly consider SDWN
and a virtual abstraction of the underlying network are
CloudMAC [7], Anyfi [23] and Odin [8]. In CloudMAC and
Anyfi all the wireless frames are passed to an entity called
Access Controller, whereas in Odin they are translated into
Ethernet frames by the AP, as it usually happens in Wi-Fi
networks in which the APs are connected to each other, and to
the Internet, by a wired network. However, Odin presents two
main limitations: firstly, it assumes that all the APs operate
in the same channel, which makes it impossible to perform
channel planning. Secondly, there is a scalability problem,
as broadcast beacons cannot be employed: the AP has to send
unicast beacons with a specific MAC to each STA.

These two limitations of Odin were alleviated in [9], where
a new handoff mechanism was studied, including the possi-
bility of using different channels. In addition, the beacon rate
was reduced, except during a short period after the handoff,
thus improving the scalability of the system. In this work,
we go a step further, by providing new monitoring function-
alities, and comparing different handoff mechanisms, namely
reactive and proactive.

In Table 1 we compare the different frameworks we have
cited, summarizing their main characteristics:
• if the solution considers APs in different channels;
• if other RATs are considered in addition to 802.11;
• if the solution requires modifications in the STA;
• which entity triggers the handoff;
• the approach taken for managing mobility;
• the parameters used for mobility management: in many
cases, the frameworks are able to base their decisions on
averaged historical data;

• the kind of virtualization;
• the handoff delay: in many cases, the handoff is not
evaluated in terms of delay, but in terms of its effect on
the achieved throughput.

Note that the first column (sticky client) refers to standard
802.11 in which no special solution for fast handoff is used.

III. PROPOSED SDWN ARCHITECTURE
The name of our proposal is Wi-5, which stands for What
to do With the Wi-Fi Wild West.1 The main aim of the pro-
posed architecture is to provide advanced functionalities for
coordination in a wireless scenario, with the following design
objectives:
• The solution has toworkwith low-cost APs, i.e., the ones
usually deployed by operators in the households of their
customers.

• The use of different channels in the APs should be
possible.

• It should not require any change in the user terminal.
• The users can move at walking speed.

1H2020 Wi-5 project, http://www.wi5.eu/
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TABLE 1. Characteristics of frameworks providing fast handoffs and/or virtualization in 802.11 WLANs.

• The use of services with real-time constraints (e.g.,VoIP,
online gaming) should be possible.

Fast and seamless handovers are a must in this kind
of solutions, because it is very convenient to be able to
dynamically redistribute the STAs between the APs, and this
should happen without degrading the experience of the end
user. For example, whenever a load balancing decision is
made, or when the user is walking, the system should be able
to hand off the STA in a few milliseconds.

The key feature of any SDN architecture is the control
plane, responsible for defining and enforcing spectrum man-
agement and utilization policies. The data plane is in charge
of moving the information packets, generated or received by
the STAs, to their correct destination, using the Wi-Fi APs
and the wired connection to the Internet.

Figure 2 shows the proposed architecture, which con-
sists of two main elements: the Wi-5 controller and a set
of Wi-5 APs. A separation between control and data planes
has been implemented. Several applications (smart func-
tionalities in the application plane) can run on top of
the controller, interacting with it through the Northbound
interface, in order to manage (by means of the South-
bound protocols) the information exchange in the data
plane.

The APs are equipped with a set of functionalities that
help to optimize the utilization of the network resources.
This includes a set of monitoring tools, which provide timely
information about the wireless spectrum, allowing a set of
resource management algorithms to enhance the QoE experi-
enced by the users. They allow the controller to manage the

FIGURE 2. Architecture of the solution.

mobility, and to select the best moment for the handoff of a
STA between APs.

This architecture enables an abstraction of the underlying
technology for applications and services, which will make it
able to interact with other technologies (e.g., 4G) in the future.
Each of the elements of the controller has a corresponding

one in the managed APs:

• the flow manager and the flow handler are in charge
of the flows associated to the users. It allows the
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management of the virtual switches via OpenFlow,
the LVAPs and therefore the identification and (re-)
association of the STA;

• the monitoring manager and monitoring handler con-
tinuously gather relevant information about the wireless
environment (scanning) as e.g., rate, frame size, power,
interference levels, air time consumption, etc.;

• the handoff manager and the handoff handler are in
charge of generating the required actions to re-allocate
the user terminals. They allow the handoff between APs
(even in different channels) without affecting IP and
upper levels. For that aim, they coordinate the generation
of Channel Switch Announcement (CSA) beacons when
required.

One example of the joint action of the handlers would be
a seamless handover caused by a load balancing decision:
the monitoring manager decides that a handoff to another
AP is required in order to grant a good QoS for a STA.
It instructs the handoff manager to perform the handoff, and
the flow manager to make the required adjustments in the
affected control elements (LVAP, virtual switches through
OpenFlow, etc.).

IV. ARCHITECTURE IMPLEMENTATION
The open source framework presented in [8] has been taken
as a basis for building a prototype that integrates new
functionalities2:
• The fact of using a number of different channels intro-
duces a new degree of complexity, making it necessary
to resort to the CSA element in the 802.11 beacons
(as done in [17]) to make the STAs associated to a virtual
AP move to a specific channel during handover.

• Different scanning mechanisms, based on the use of
a second wireless interface, have been included. This
interface (a low cost Wi-Fi dongle) is able to mea-
sure different network parameters (e.g., signal, noise,
rate, etc.) of each STA.

• Different handoff mechanisms have been imple-
mented as individual applications (smart functionali-
ties). In addition to the original reactive handoff, a proac-
tive one has been implemented (they will be compared
in next sections). Different metrics can be used to trigger
these handoffs [24].

• The use of LVAPs requires the creation of a virtual MAC
for each STA. This makes it necessary to use unicast
beacons, instead of the usually employedmulticast ones.

• For the sake of scalability, the inter-beacon time has been
modified, and two values are used: one during normal
operation, and another one after a channel switch.

The implementation is illustrated in Figure 3. Following
the SDN approach, control and data planes have been sep-
arated. OpenvSwitch3 is installed in the Wi-5 APs, making

2All the software components of the proposed solution are available at
https://github.com/Wi5

3Open vSwitch, http://openvswitch.org

FIGURE 3. Implementation of the solution.

their internal switch behave as an OpenFlow switch man-
aged by Floodlight Controller.4 In addition, Click Modular
Router [25], with a specific module (Odin agent [8]) is run in
the AP, allowing the interaction with the controller to directly
manage the traffic.

OpenFlow protocol is used in a special way, i.e., the rules
added by the controller to these switches do not respond to
new flows: they are added whenever a STA is associated to
an AP, and removed when it is de-associated. Other rules are
needed to make it possible for DHCP traffic to arrive to the
controller.

A. MONITORING FUNCTIONALITIES
In order to observe the correct performance of the smart
functionalities, a set of monitoring tools has been included
in the APs and the controller. The accuracy of the gathered
data is fundamental to make correct network control and
resource management decisions: channel selection, power
control, load balancing, etc.

The internal wireless interface of the AP is set to monitor
mode (mon0), so it captures all the frames in its channel
(wewill use the term internalmonitoring for this). The frames
go to the Odin agent, which treats them according to their
nature:
• Data frames targeted to one of the LVAPs hosted by the
physical AP are sent to a Linux TAP interface called ap.

• Control frames (e.g., association requests) are forwarded
to the controller using the Odin connection.

• Other frames in the same channel, but not corresponding
to the AP, are just taken into account for monitoring
purposes, and discarded.

The auxiliary wireless interface (mon1) is used for off-
channel monitoring (i.e., in other channels -external
monitoring-), following the requests of the controller.

1) PASSIVE MONITORING
The monitoring process obtains all the information of each
frame received by the AP, available in the Radiotap5 header

4Floodlight SDN Controller, http://www.projectfloodlight.org/floodlight
5Radiotap, http://www.radiotap.org
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(for instance: rate, noise, signal, channel and packet length).
Once properly averaged, this information permits functional-
ities such as:

• Measuring airtime usage by each of the STAs associated
to each AP (using the main interface), and the airtime
consumed by non-Wi-5 APs and STAs (using the auxil-
iary interface).

• Performing a smart AP allocation when a new STA tries
to join the network.

• Triggering reactive functionalities: e.g., a reconfigura-
tion of a certain AP’s channel, etc.

To support the proactive functionalities in the controller
(Figure 4 a), every smart application can cycle between sleep-
ing and performing some activity. When the controller needs
some information, it requests the corresponding statistics.
The AP sends them and resets all the counters.

In the reactive model (Figure 4 b), the smart functionalities
use a content-based publish-subscribemechanism to be aware
of certain events. For that aim, applications register subscrip-
tionswith the controller, which subsequently registers them in
the APs. When an AP receives a frame, it performs a check to
see if any of the collected statistics corresponding to the frame
matches any of the subscriptions that have been registered
with it. If there is a match, the AP sends to the controller
a message, indicating the source address of the frame that

FIGURE 4. Monitoring for a) proactive; b) reactive applications.

triggered the notification. The controller then forwards the
event to the corresponding application(s).

In Figure 5, we present the output of an application able to
capture the status of the AP; in Figure 6, the internal statistics
(using the wireless interface of the AP mon0) are shown; and
in Figure 7, we include the external statistics (obtained with
the auxiliary interfacemon1) of the different STAs connected
to all the APs in the system. All these statistics are available
in the controller, which can use them as an input for its
optimization algorithms.

FIGURE 5. Monitoring: output an application using passive monitoring for
obtaining detailed information of the status of the AP.

FIGURE 6. Monitoring: output an application using passive monitoring for
obtaining detailed information of the STAs connected to an AP.

2) ACTIVE MONITORING
In some cases, it is necessary to resort to active monitoring,
i.e., sending some special frames just for monitoring pur-
poses. As an example, in order to perform an optimal channel
assignment, it would be convenient to have accurate informa-
tion about the path-loss between Wi-5 APs. The objective is
to build a matrix reflecting the ‘‘distance in dBs’’ between
each pair of Wi-5 APs. For that aim, beacons with a special
name are sent from one of the APs, while the rest of the
APs are listening to them. As the transmit power is known,
the path-loss between the transmitter and other receiver APs
can be obtained. By rotating the transmitter role among
all the APs, the complete path-loss matrix can be formed.
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FIGURE 7. Monitoring: output an application using passive monitoring for
obtaining detailed information of the wireless environment.

This information can then be fed to an algorithm that calcu-
lates an optimal channel allocation [26].

In Figure 8, we show the scheme of the active monitoring
application, where 4 APs have been used. It should be noted
that this operation can be donewithout disrupting the ongoing
connections, as it is performed using the auxiliary interface.

FIGURE 8. Active monitoring scheme.

In Figure 9 we provide the output of the active monitoring
application, i.e., the ‘‘path-loss matrix’’ built after sending
beacons between the APs. The information of the ‘‘distance
in dB’’ between the 4 APs can then be used in order to
subsequently run e.g., a channel assignment algorithm [26].

B. SEAMLESS HANDOFF
As aforementioned, seamless handoff is a crucial part of the
proposed architecture. Not only is it used when the user

FIGURE 9. Monitoring: output an application using active monitoring for
calculating the path loss matrix between 4 APs.

walks and changes its AP, but it is also necessary in many
of the smart functionalities. For example, if a load balancing
algorithm is run, it can decide to move a STA from one AP to
another, requiring a seamless handoff.

1) REACTIVE HANDOFF
A reactive seamless handoff was proposed and measured
in [9]. This smart functionality has now been improved by
the inclusion of new conditions for the trigger: a subscription
is set in the AP, so it sends a message to the controller if
a number of consecutive frames (5 by default) are under a
power threshold (e.g., −56 dBm), meaning that the STA is
moving away from the AP. There is a time to reset the trigger
(1 s by default), and a hysteresis time (15 s by default) to
avoid ping-pong effect. As an example, the condition for
sending the message to the controller could be: ‘‘5 packets
below -56 dBm have been received from a STA in the last 1 s,
and a previous handoff of this STA has not happened in the
last 15 s.’’

When the controller receives the message, it sends a Scan
Request to the APs in the neighborhood. For a short period
of time (1 s by default), all neighbor APs switch their auxil-
iary interfaces to the channel of the origin AP and listen to
packets originated by the STA. The APs that are able to hear
packets of the STA, send a Scan Responsemessage to the con-
troller, which then selects the best suited AP and moves the
LVAP to it.

The handoff also requires the use of beacons with the
CSA element enabled, telling the STA to move to the channel
of the new AP (see the detailed scheme in [9]). It should be
noted that, from the point of view of the STA, this is just seen
as a channel switch within the same AP, i.e., the STA does
not know that it has been moved from one AP to another,
as the MAC address of the AP and the SSID remain the same
(they are those of the LVAP). Therefore, there is no
re-association nor IP address modification, so ongoing com-
munications are only interrupted briefly due to the channel
switching.

As broadcast beacons cannot be used with LVAPs, the use
of two different inter-beacon times was proposed in [9] so as
to improve the scalability: a value of inter-beacon time is used
normally, but a burst of beacons, with a shorter time, is sent
after the handoff.

VOLUME 6, 2018 30923



J. Saldana et al.: Unsticking the Wi-Fi Client: Smarter Decisions Using an SDWN

FIGURE 10. Scheme of the proactive handoff.

In the case of a handoff between APs in the same channel
(as it happened in [8]), the CSA beacons are not required,
so the procedure becomes simpler. In addition, the time
required by the wireless card of the STA to switch its channel
is null, so the handoff can be even faster.

2) PROACTIVE HANDOFF
In the last subsection we have explained the mechanism for
performing reactive handoffs that are triggered by the ori-
gin AP, i.e., the one to which the STA is associated. However,
another option is to define a proactive smart functionality
in the controller, following a scan - gather results - make
assignment decision loop. If this loop is fast enough, it will
perform a sort of fast load balancing, which can at the same
time be in charge of mobility management, i.e., assigning the
STA to the best suited AP.

As shown in Figure 10, the controller asks all the APs to
scan for STAs they can hear, using their auxiliary interfaces
for a short period of time (200ms by default on each channel).
After that, it is able to build a matrix of the STAs that can be
heard by each AP, and their respective RSSI values.

In order to keep track of some historical data to be used for
the decisions, a weighted RSSI (wRSSI) is defined. Its value
is updated using the average power level measured in the last
iteration. RSSIi,j stands for the average value of the RSSI of
STAi at APj, measured in milliwatts.
This is the matrix with the weighted values of RSSI:
wRSSI1,1 wRSSI1,2 wRSSI1,3 . . . wRSSI1,k
wRSSI2,1 wRSSI2,2 wRSSI2,3 . . . wRSSI2,k
wRSSI3,1 wRSSI3,2 wRSSI3,3 . . . wRSSI3,k
. . . . . . . . . . . . . . .

wRSSIm,1 wRSSIm,2 wRSSIm,3 . . . wRSSIm,k


(1)

On each iteration, the new value is calculated this way:

wRSSIN+1i,j = α · RSSINi,j + (1− α) · wRSSINi,j (2)

Where RSSINi,j stands for the average value measured
in the last iteration (i.e., the average power with which
APi receives the frames from STAj at the N th iteration),
wRSSINi,j represents the N

th value of the weighted RSSI, and
0 < α < 1 is the smoothing factor.
The value of α modifies the behavior of the algorithm:

if it is low (e.g., 0.2), the algorithm is slow and gives more
importance to the history, i.e., it takes time to make the
handoff. If it is set to a high value e.g., 0.8, the STA is
moved fast between APs, as the importance of the most recent
observation increases. In subsequent sections we will present
some tests aimed at empirically finding an optimal value for
this parameter.

It should be noted that the values of wRSSI are stored for
all STA-AP pairs (not only for the AP where the STA is
associated). The initial value is -99.9 until the AP receives
the first frame from a STA.

Using this information, an algorithm is executed to opti-
mally assign each STA to the best suited AP. For example,
an application may decide that a handover is needed when
all of the following conditions hold: a) there is an AP with
a better RSSI than the current one; b) a hysteresis time has
passed; and c) a power level threshold is reached.
If the new STA assignment requires an AP re-allocation,

the handoff mechanism is performed in a similar way to the
reactive one, i.e., a burst of CSA beacons is sent to the STA,
and then the LVAP is moved just after it. This results in
a fast and seamless handoff. From that moment (red dash
line in Figure 10), the STA will start working in the new
channel.
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V. EVALUATION
In this section we present an evaluation of the functionali-
ties just presented. We will first describe the scenarios used
for the evaluation. Then, we will present some qualitative
results aimed at illustrating the advantages of the proposed
architecture. Next, a series of tests comparing the handoff
mechanisms, including their advantages and drawbacks will
be included. Finally, some quantitative measurements will be
presented.

A. TEST ENVIRONMENTS
Two different scenarios have been used for the tests:
• AirTies’s Mecidiyekoy Test House (AirTies from now),
a two floor apartment in Istanbul, which provides
a controlled environment that allows automated and
repeatable tests by the use of robots with wheels,
which move through predefined paths carrying wireless
devices on them. APs can be placed in four different
locations. Its layout is given in Figure 11 a (only the top
floor has been used), and a robot carrying two mobile
handsets can be seen in Figure 11 b.

• A corridor between different labs in a building of Uni-
versity of Zaragoza, Spain (Unizar from now), see
Figure 12. This is a scenario with about 15 interfer-
ing APs. The tests are performed by a walking person
carrying a wireless device. As it is a more aggressive
scenario, the repeatability of the tests is not granted,
so we will only use it for obtaining qualitative results.

We will use one scenario or another depending on the kind
of tests to be performed. Both setups include a number of
off-the-shelf APs (Netgear R6100 or TP-Link 1750 Archer
with OpenWrt 15.05). They use an auxiliary USB TP-LINK
TL-WN722N wireless card. The APs are configured in dif-
ferent channels in the 2.4 GHz band; the controller runs
Debian 8.2 (Linux kernel 3.16.0.4); a DHCP server is also
included.

The network scheme used in both test scenarios is shown
in Figure 13. Control and data planes are separated. The
traffic is sent from the moving STA to a server, located in a
VM in a computer that also hosts theWi-5 controller. Flows of
UDP packets with a constant rate are used for the tests, so as
to estimate the handover time as a function of the number of
packets that do not arrive to their destination.

B. QUALITATIVE RESULTS
In order to illustrate the difference between state-of-the-art
handoff and our proposals, we have run some experiments in
Unizar using aWi-Fi networkwith 3APs, with a user carrying
a laptop moving within the coverage of the network. The
STA runs Debian 9.1 workstation (Linux kernel 3.16.0.4).
The wireless card of the STA is a LINKSYS WUSB54GC
dongle.

Figure 14 a shows a conventional handover experiment: the
laptop first connects to AP15, as it is the closest one when
the user starts walking (see Figure 12) down the corridor
(the power received in the AP is represented by the blue line

FIGURE 11. Scenarios for the tests: a) AirTies test house: b) AirTies test
robot.

‘‘monitor AP15’’). As the user keeps on moving, the received
signal from AP15 becomes weaker and the signal received
from AP14 becomes stronger (green line ‘‘monitor AP14’’)
as it is closest to the client. However, the client does not
initiate the handover until it loses connectivity with AP15
(around t = 50 s), at which point the service is interrupted as
proven by the sharp drop in the measured throughput. At this
moment, when the client initiates the handover procedure
by scanning from closer APs, it detects that AP13’s signal
(red line ‘‘monitor AP13’’) is stronger than that of AP14, and
connects to it. In other words, it has ignored AP14 although
it was the closest AP during a significant time. This is an
example of the ‘‘sticky client’’ effect, i.e., the STA prefers to
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FIGURE 12. Scenarios for the tests: Unizar lab.

FIGURE 13. Network scheme used in the tests.

stay in a known AP than to explore new options. It is obvious
that the conventional handover does not always guarantee
seamless transition when a wireless client is mobile.

In contrast, when the developed Wi-5 functionalities are
activated (Figure 14 b), a different behavior is observed.
In this case, a reactive application runs in the controller:
around t = 20 s, the signal from AP15 drops below the
predefined threshold (amber line), which is reported to the
controller. The controller then requests the two other APs to
scan for the STA for 4 s. According to the results reported by
the APs, the signal from AP14 (green line) is the strongest
one. Therefore, AP14 is selected and the STAs is handed off
to it. The same thing happens around t = 40 s. In both cases,
the throughput at the STA (black line) is barely affected, i.e.,
the handover of the client’s connection from one AP to the
other was performed seamlessly and without interruption of
service.

Finally, in Figure 14 c we present the results of a similar
experiment, in which the proactive handoff application has
been used (α = 0.8, hysteresis time = 4s). As explained

FIGURE 14. Comparison between Wi-Fi handoffs: a) state-of-the-art;
b) reactive handoff; c) proactive handoff.

before, this application performs a continuous scanning of the
channels, and periodically builds a matrix of STAs and APs.
The figure shows that, during the first 25 seconds, AP15 is
the best suited one to serve the STA: the samples obtained by
the two other APs are always below. However, at t = 25 s,
the monitoring interface of AP14 starts reporting better RSSI
values. After some time, the controller selects this AP and
moves the STA to it. A similar process happens at t = 35 s.
It can be observed that the controller performs a complete
scanning every 2-3 seconds, which is enough for giving the
best service to a walking user.
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It should be remarked that these three experiments have
been run using the very same hardware. The only difference
is that in the first case the Wi-5 software was not running,
and in the two others we activated it, with the corresponding
functionalities, showing a better performance which allows
the STA to use the best suited AP for it on each moment.

1) LIMITATIONS OF THE REACTIVE HANDOFF
In this subsection we present the results that have been
obtained after performing some scalability evaluations with
the reactive handoff in the AirTies test scenario (Figure 11a).

Two APs have been used, and a number of STAs are
initially very close to and connected to AP1, sending TCP
traffic (generated using iperf)6 to a computer connected to
the data network. Three STAs (STA2 and STA3 used in the
experiments aremobile handsets, whereas STA1 is a notebook
computer) are carried by a robot, so theymove slowly towards
the second AP simultaneously.

The handover delays for individual STAs as well as the
overall average (of all involved STAs) for each case are given
in Table 2. When there is a single STA, the handover delays
are relatively reasonable with an average value of 21.9 ms.
On the other hand, an increase in the handover delay is
observed when the number of stations increases. The average
handover delay with 2 STAs is around 1.5 seconds, whereas
it is around 1.8 seconds with 3 STAs. The reason for this is
that a number of scanning requests arrive to the AP almost
simultaneously, as the AP reports that it is ‘‘loosing’’ the
signal of the STAs. The AP has to scan for eachMAC address
for a period of 1 second, so the rest of the scanning requests
are put in a queue. This is the reason why the handoff delay
increases with the number of STAs.

TABLE 2. Handover delays for cases with different number of STAs [ms].

This limitation does not appear in the proactive handoff
scheme, as there is a continuous loop running, despite of the
movement of the STAs. Therefore, we can conclude that the
proactive handoff mechanism presents some advantages:
• New parameters, in addition to RSSI, can be considered,
in order to make smarter algorithms. Some examples
could be load balancing based on the traffic of an AP,
on the services being run, etc.

• The mobility management functionality can be inte-
grated with load balancing. This avoids potential prob-
lems caused by contradictory decisions between load
balancing and mobility management.

• Improved scalability, as the scanning time is shared for
all STAs, whereas in the reactive handoff the application

6iPerf, https://iperf.fr/

has to order the scanning for each terminal spending
longer time. This can happen if a user is carrying two
devices, e.g. using a tablet and carrying a mobile handset
in his/her pocket.

• The parameters that are used for making the decision are
more ‘‘correlated’’ in time, i.e., they correspond to the
same interval for all the STAs.

• Some historical information can also be used, giving
specific weights to new and to old data. Therefore,
the decision is not just based in the information obtained
in the last seconds.

2) OPTIMIZATION OF THE PROACTIVE HANDOFF
PARAMETERS
As explained in Section IV.B, the proactive handoff has two
main parameters, namely the hysteresis time, which avoids
frequent handoffs, and the value of α, which gives a higher
or lower weight to the historical data with respect to the last
measurement.

In this subsection we present some empirical tests aimed
at obtaining the optimal values for these two parameters in
a realistic scenario. Therefore, they have been performed at
AirTies test house. A tour is as follows (see Figure 11 a): a
user starts in front of AP1 (room 5), goes to AP4 following
the path (room 4), then to AP2 (room 3), to AP3 (room 1) and
finally back to AP1 (room 2 and room 5). Therefore, the total
number of handoffs should ideally be 4 per tour.

Tests at different speeds have been performed: a) a robot at
low speed; b) a person at walking speed (normal walk); and
c) a person walking fast (fast walk). The results for different
values of α with a fixed hysteresis time value of 4 seconds
are presented in Table 3, including the average number of
handoffs per tour (an average of 4 tours), and also the average
number of decisions (not all decisions result in a handoff),
which depends on the duration of each test. For the given
layout and movement pattern, we expect to have 4 handovers
each tour, as the STA moves in front of each AP once during
a tour.

TABLE 3. Effect of α parameter: average number of handoffs per tour.

We observe that a value of α = 0.8 provides good results
for the three speeds, as the average number of handoffs is
nearly 4.

Another test battery has been run in order to find the
optimal value of the hysteresis time. In Table 4, we show
the number of handoffs obtained for α = 0.8, when using
different values for the hysteresis time. It can be observed
that a time of 4 seconds is a good option for this parameter
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TABLE 4. Effect of hysteresis time: average number of handoffs per tour.

as the average number of handovers is close to 4 for different
mobility speeds for that case.

C. QUANTITATIVE RESULTS
This section presents some quantitative measurements of the
handoff delay. This parameter is of primary importance in
the proposed solution, as it is intended to support real-time
services in which disruption can be critical: for example, in a
Skype call or in an online game party, being disconnected for
1 or 2 seconds may jeopardize the user’s experience.

1) TEST METHODOLOGY
The methodology considers a setup including two APs and a
single STA. Two parameters are varied: inter-beacon time and
the wireless card. An application is set in the controller, which
every 3 seconds hands off the STA between the two APs. The
test environment is Unizar lab, i.e., a noisy one.
As illustrated in Figure 15, the setup includes a traffic

generator using D-ITG [27], connected to the STA with an
Ethernet cable. The STA receives this traffic by the Ethernet
card, and forwards it to the AP via the 802.11 interface. This
allows us to include a sniffer which can capture the traffic in
that cable, in addition to that in the control and data planes.
Through this setup, we can get a synchronized and combined
packet capture, which enables fine grain delay calculations.

A flow of small UDP packets (80 bytes of payload) with
an inter-packet time of 10 ms is sent from the generator
to the server. After obtaining a number of handoffs, a Perl
script obtains the delays and marks the lost packets. Finally,
a Python script calculates the delay, as the time between the
arrival of the packets before and after the handoff.

2) MODIFICATION OF INTER-BEACON TIME
First, the effect of the modification of inter-beacon time is
studied. This parameter is not fixed by the 802.11 specifi-
cation, so it can be tuned. In our case, a tradeoff appears:
on the one hand, if the inter-beacon time is too low, it will
result in a low efficiency, as a big amount of air time will just
be occupied by the beacons. In our case, the use of LVAPs
makes it even more difficult, as broadcast beacons cannot
be used (each STA receives beacons from a different virtual
MAC address).

In Figure 16, we represent a box and whisker plot
obtained after 1,779 handoffs (355 on average per inter-
beacon time value) using Intel PRO/Wireless 4965 wireless
card. Although some values are higher, the average is in some
cases 75 ms, and the vast majority of the handoffs take less

FIGURE 15. Test setup for measuring the handoff delay.

FIGURE 16. Box plot of the handoff delay, using the same hardware (Intel
PRO/Wireless 4965) and different values of inter-beacon time.

than 150 ms. Some outlier results can also be observed: as the
measurements take place in a noisy environment with more
than 15 APs, in some cases the amount of lost packets can be
higher.

Curiously, the lowest value of inter-beacon time (10 ms)
does not draw the best results. The reason for this can be that
the device is receiving too many beacons, so it becomes too
busy. A value of 60 ms can be recommended, but also 100 ms
(the default value in many commercial APs) can be sufficient
in order to provide fast handoffs.

3) EFFECT OF DIFFERENT WIRELESS CARDS
In this subsection, the behavior of three different wireless
interfaces is compared. Figure 17 shows the box plot obtained
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FIGURE 17. Box plot of the handoff delay, using a constant inter-beacon
time of 20 ms and different hardware.

with three different low cost wireless devices ($10 to 15),
namely Intel PRO/Wireless 4965, Linksys WUSB54GC and
WiPi COMFAST88. A total number of 893 handoffs have
been performed (average 297 per wireless interface). It can be
observed that the three devices have good behavior, i.e., the
average handoff time is always below 200 ms and the median
is between 50 and 75 ms.

Finally, Figure 18 shows the results obtained with the same
hardware, but using an inter-beacon time of 100 ms. It can
be observed that in this case, the WiFi behaves poorly, i.e.,
although the median and the average are low, some of the
handoffs may require up to 500 ms.

FIGURE 18. Box plot of the handoff delay, using a constant inter-beacon
time of 100 ms and different hardware.

All in all, it can be seen that the overall delays are not
significant, even for these low-cost wireless cards, and even
using an inter-beacon time of 100 ms.

VI. CONCLUSIONS
This article has presented a novel SDWN architecture that
aims to integrate a set of mechanisms that enhance the capa-
bilities of Wi-Fi APs, by means of a better coordination.
The global architecture has been presented in detail, where
the handoff mechanism is integrated with a set of active and
passive monitoring tools and other functionalities, resulting

in a solution that is able to provide smart functionalities using
low-cost commercial APs.

The framework includes a central controller which has all
the information available, and is therefore able to make smart
decisions about the assignment of clients to APs. This avoids
the problem of the ‘‘sticky client,’’ which remains connected
to the original AP it associated with, rather than moving to a
nearby one that would be a better choice for it.

Two different test scenarios have been used to compare
proactive and reactive handoff mechanisms in realistic con-
ditions, and the advantages of the proactive approach have
been highlighted. The inter-channel handoff delay has been
measured with three different devices, using five values for
the inter-beacon time, proving that fast and seamless handoffs
are possible in the scenario, even with low cost off-the-self
equipment.

As future work, the improvement of the scalability of
the system is being considered, by means of a hierarchy of
controllers: a first layer of controllers close to the APs would
be in charge of managing the handoffs with low delay, and
other layers could perform coordination between a number
of controllers. Another possibility is the integration with
other technologies as e.g., mobile networks, as required by
5G, as done e.g., in EmPOWER. Finally, better manage-
ment of the QoS could be achieved by monitoring the ser-
vices being managed by the APs, and tuning the priorities
accordingly.
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