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Integracion dinamica de entornos de computacion heterogéneos
para la ejecuciéon de workflows cientificos

RESUMEN

Los workflows cientificos se caracterizan por estar compuestos por un elevado nimero de
tareas computacionalmente muy costosas. Las necesidades planteadas por este tipo de workflow
hacen necesaria la utilizacién de entornos de computacion capaces de satisfacer estos requisitos
de computacién. En este contexto, la computacién Grid ha emergido como un paradigma
adecuado para la ejecucion de workflows cientificos gracias a la capacidad computacional y
las comunicaciones en red de estos entornos. No obstante, esta nueva “sociedad” compuesta por
Grids y workflows cientificos todavia mantiene abiertos un amplio abanico de retos y dificultades.

La posibilidad de ejecutar workflows programados en diferentes lenguajes sobre un mismo
entorno de computacién, la integracion de entornos de computaciéon heterogéneos bajo una
misma infraestructura, y la posibilidad de ejecutar diferentes partes de un mismo workflow en
diferentes entornos de computacién son algunos de los principales problemas existentes. Como
primer paso para la resolucién de estos problemas, se desarrollé una infraestructura que integra
diferentes entornos de computacién heterogéneos de forma transparente para el usuario y que
permite ejecutar workflows programados en diversos lenguajes ampliamente aceptados por la
comunidad cientifica. De esta forma, se proporcioné una infraestructura capaz de solucionar
los retos anteriores. Un aspecto ortogonal a estos retos no considerado en la infraestructura
propuesta es el proceso de asignacién de tareas a los recursos disponibles en los diferentes
entornos integrados (meta-scheduling). Este proceso es clave para la definicién de soluciones
maduras y completas a los problemas expuestos.

Para avanzar en el desarrollo de la soluciéon propuesta y mejorar la infraestructura, en
esta Tesis Fin de Maéster se propone una estrategia de meta-scheduling basada en técnicas
de simulacién que permite asignar dindmicamente el entorno de ejecucién a utilizar en cada
una de las tareas de un workflow. Para ello, se ha integrado en la infraestructura un meta-
scheduler que, para cada tarea, selecciona el entorno de ejecucion mas adecuado utilizando un
algoritmo de optimizaciéon del tiempo de ejecucién. La informacién utilizada para esta toma
de decisiones proviene de los resultados de simular la ejecucién de las tareas en los entornos
de computacién disponibles. Para soportar este proceso, se ha disenado un simulador genérico,
adaptable y extensible basado en Alea. Para cada entorno de computacién, una instancia de
este simulador ha sido customizada e integrada en la infraestructura. Asimismo, se ha definido
una metodologia para la creaciéon de workloads dindmicos que permite simular las tareas en
condiciones reales de carga. El uso de estos workloads y el propio diseno de los simuladores,
capaces de capturar la complejidad inherente de los entornos de computaciéon, han permitido
obtener un elevado grado de precisiéon en las simulaciones, tal y como se ha demostrado en la
validacion experimental realizada. Como consecuencia, se ha conseguido mejorar el rendimiento
de los workflows ejecutados.

Finalmente, la viabilidad y beneficios de la solucién propuesta se muestran mediante su
aplicacion a un workflow real en el dominio de la computacién cientifica, el workflow de andlisis
Inspiral. Para este caso de uso, la utilizacién de la infraestructura con la estrategia de meta-
scheduling propuesta ha permitido obtener una mejora del rendimiento de un 59 % respecto a la
ejecucion del workflow completo en el cluster Hermes del I3A y una mejora de un 111 % respecto
a la ejecucion del workflow en el Grid AraGrid.
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Capitulo 1 | Introduccion

El creciente interés de la comunidad cientifica por automatizar de manera sistematica la
ejecucién de sus experimentos ha supuesto el impulso definitivo a la computacién cientifica vy,
en particular, a los workflows cientificos. Este tipo de workflow presenta unas caracteristicas
muy particulares que condicionan su ejecucion: estdn compuestos por actividades complejas
desde el punto de vista de los recursos computacionales necesarios para su ejecucién, gestionan
grandes volimenes de datos como entrada/salida de las tareas ejecutadas, y necesitan
gestionar adecuadamente la disponibilidad de recursos hardware y software heterogéneos. Estas
caracteristicas han alentado el uso de entornos de computacién tipo Grid para el despliegue y
ejecucién de estos workflows, con el objetivo comin de obtener el maximo aprovechamiento a
colecciones de recursos heterogéneos y distribuidos geogréficamente [1]. En este sentido, se ha
avanzado notablemente en la comprensién de la naturaleza intrinseca de los workflows cientificos
y en los requisitos necesarios para su correspondiente ejecucion en entornos Grid. No obstante,
aun son numerosos los retos abiertos para este modelo de solucion.

1.1 Problema a resolver

Algunos de los principales problemas existentes en el ambito de workflows cientificos y
entornos de computacién Grid son: la posibilidad de ejecutar workflows programados en
diferentes lenguajes, la integracién de entornos de computacién heterogéneos bajo una misma
infraestructura, o la ejecucién de partes de un mismo workflow sobre diferentes entornos de
ejecucion.

Dentro de la linea de investigacién del autor, se pretende proporcionar una solucion integrada
a los problemas anteriores. Como primer paso, se desarrollé un prototipo de infraestructura
que permite integrar diferentes entornos de computaciéon heterogéneos y ejecutar workflows
programados independientemente del entorno de ejecucion y utilizando diferentes lenguajes. Este
trabajo fue presentado por el autor de esta Tesis Fin de Master como Proyecto Fin de Carrera
[2]. Sin embargo, la infraestructura desarrollada presenta limitaciones en la forma de asignar
trabajos a diferentes entornos de ejecucion. Estas limitaciones (ver Capitulo [2)) provocan que el
tiempo de ejecucion de los workflows pueda verse penalizado en la mayoria de las ejecuciones.

En esta Tesis Fin de Master se intenta dar solucién al problema anterior mediante la definicién
de técnicas avanzadas de asignacién de tareas a recursos y la utilizacion de informacién dindmica
que ayude a seleccionar el entorno de ejecucién mas adecuado para cada tarea. Utilizando estos
mecanismos, partes de un mismo workflow podrian ser ejecutadas en diferentes entornos, algo
que a dia de hoy no es posible con los sistemas existentes. Por tanto, este trabajo representa
la evolucién natural del Proyecto de Fin de Carrera realizado previamente, proponiendo una
solucion al tercero de los problemas comentados: la asignacién dinamica de tareas a entornos de
computacion heterogéneos. En todo caso, este trabajo no soluciona todos los problemas y retos
existentes, sino que todavia existen diferentes aspectos que deben ser estudiados e incorporados
a la infraestructura (véase la seccién [B.J]).
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1.2 Estado del arte

Han surgido diferentes trabajos de investigacion que tratan de dar respuesta a los problemas
anteriores dentro del contexto de programacién de workflows, construccién de entornos de
ejecucién y desarrollo de arquitecturas que den soporte tanto a la programacién como a la
ejecucién de workflows cientificos. En esta seccion, revisaremos los trabajos mas relevantes
exponiendo sus contribuciones principales.

1.2.1 Programacion de workflows cientificos

En la actualidad existe una amplia variedad de sistemas de gestion de workflows. La
comparacion detallada de estos sistemas ha puesto de manifiesto las diferencias existentes entre
las distintas aproximaciones desde el punto de vista de la programacién, despliegue y ejecucién de
workflows [3,/4]. Esta heterogeneidad provoca que las propuestas actuales presenten un alto grado
de acoplamiento entre los workflows cientificos y los entornos Grid concretos sobre los que seran
ejecutados. En otras palabras, los workflows cientificos son programados para ser ejecutados en
un Grid concreto. Este acoplamiento limita la flexibilidad de las soluciones y provoca, desde el
punto de vista del programador de workflows cientificos, una serie de dificultades que requieren
ser resueltas.

Entre estas dificultades destacan las siguientes: los workflows no son directamente portables
entre diferentes entornos de ejecucién; resulta costoso programar nuevos workflows reutilizando
workflows més simples programados en distintos lenguajes (esto dificulta el aprovechamiento de
iniciativas como myEXperimen@, un repositorio de workflows cientificos de acceso ptblico); es
complejo programar workflows con fuertes requisitos de cémputo para que distintas partes de
su flujo puedan ser ejecutadas en diferentes entornos de ejecucion; el fuerte acoplamiento entre
workflow y entorno de ejecucién provoca en la mayoria de los casos que los administradores
deban realizar tareas de configuracion costosas previas al despliegue del experimento; y resulta
dificil integrar en estas soluciones paradigmas de computacién de interés que han aparecido
recientemente y que permiten la optimizacién del uso de recursos en diferentes escenarios, como
por ejemplo los denominados Green/Cloud Computing.

Aunque no existe una solucién completa a las limitaciones previas, determinados trabajos
abordan parcialmente alguna de ellas. Uno de los trabajos mas destacados es el proyecto europeo
SHIWAR (SHaring Interoperable Workflows for large-scale scientific simulations on Available
DCIs). Su principal objetivo es el desarrollo de un conjunto de tecnologias de interoperabilidad
que permitan compartir y reutilizar workflows entre comunidades de usuarios que habitualmente
trabajen con distintos sistemas de gestion. Para la consecucién de este objetivo se desarrollan
dos ideas basicas. En primer lugar, un workflow podria ser encapsulado como un servicio
que es ejecutado sobre un entorno concreto. La interfaz del servicio abstraeria los detalles
concretos y facilitarfa su integracién en otros workflows (interoperabilidad de grano grueso).
Y, en segundo lugar, la posibilidad de traducir un workflow cualquiera a una representacion
comun, llamada IWIR, (Interoperable Workflow Intermediate Representation), y posteriormente
disponer de herramientas que sean capaces de ejecutarla en distintos sistemas de gestién [5]
(interoperabilidad de grano fino).

Por otro lado, independientemente del lenguaje concreto utilizado para modelar los
workflows, deben proporcionarse mecanismos para abstraer al usuario de los detalles de bajo
nivel de interacciéon con los entornos de ejecucién y el lenguaje de representacién utilizado por
el middlewares. Esto permitiria al usuario centrarse en los detalles funcionales del workflow y

"http://www.myexperiment.org/
2http:/ /www.shiwa-workflow.eu/
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las relaciones existentes entre sus componentes [6], en lugar de en la interaccién con el entorno
de ejecucién. Para ello, existe una interesante iniciativa de estandarizacién, llamada JSDL (Job
Submission Description Language) [7], que define una representacién estandar para los trabajos
que son ejecutables sobre un entorno tipo Grid. La composicion de trabajos concretos establece
un workflow; por tanto, una evolucion natural de esta especificacion seria hacia la definicién de un
lenguaje estandar de workflows. En cualquier caso, el estandar en su estado actual ha motivado
la aparicién de propuestas que, aprovechando la orientacién de servicios, facilitan la ejecucion
de trabajos JSDL en entornos heterogéneos [8,[9]. Una interfaz de servicio para el envio de estos
trabajos abstrae al programador de los detalles especificos del entorno de ejecucién responsable.

Como 1ultimo paso para la solucién de los problemas comentados, la descripcién de
los workflows, ademéas de estar basada en lenguajes estandar y ser portable, reutilizable e
interoperable, debe ser completamente independiente del entorno de ejecucién empleado. Esto
permitiria que los workflows fueran ejecutados en entornos de ejecucién heterogéneos sin que
fuese necesario realizar cambios sobre el workflow, lo cual, a su vez, facilitaria la reutilizacién
y comparticién de los workflows. Este tipo de soluciéon ha sido explorada en portales de
computacion cientifica como P-GRADE [10] mediante el empleo de un lenguaje de alto nivel y la
traduccién automatica del mismo al lenguaje concreto usado por el middleware correspondiente.

1.2.2 Entornos de computacién heterogéneos para la ejecuciéon de workflows
cientificos

El paradigma de computacién Grid surgié como respuesta a las elevadas necesidades
computacionales de los experimentos cientificos. Prometia la puesta en funcionamiento de
grandes entornos de computacion mediante la integracién y colaboracién de diferentes entornos
distribuidos a nivel mundial [I1]. Sin embargo, a dia de hoy nos encontramos muy alejados de
dicha perspectiva debido a varios problemas que dificultan enormemente la creacién de nuevos
entornos de ejecucion basados en la integracion de entornos ya existentes.

Por un lado, la heterogeneidad de los entornos de computacién Grid y la gran diversidad
de sistemas middleware (Condor [12], Globus [13], gLite [14], etc.) que gestionen los mismos,
dificultan el proceso de integracion. Por otro lado, los entornos de computacion existentes
pertenecen a organizaciones y dominios administrativos diferentes que imponen barreras a su
integracion, colaboracién y uso conjunto [I5]. Estos problemas han limitado la aplicacién de
las diferentes soluciones propuestas a escenarios en los que no existen barreras administrativas
y escenarios con diferentes entornos de ejecucién homogéneos o, al menos, con middlewares
interoperables. La dificultad para superar los problemas anteriores, ha llevado a la busqueda de
nuevas técnicas que permitan crear entornos de computacién globales.

Con este propésito ha surgido la computaciéon Cloud, o computacién en la nube, como una
forma de ver la computacién como un servicio global [16]. Dentro de esta visién global, el
Cloud se presenta como respuesta a numerosos problemas y necesidades a través de diferentes
paradigmas: laaS (Infrastructure as a Service), PaaS (Platform as a Service) y SaaS (Software as
a Service). Para la ejecucion de workflows cientificos, el paradigma IaaS propone la construccién
de entornos de computacion basados en la provision bajo demanda de maquinas virtuales. La
aplicaciéon del mismo ha llevado al desarrollo de nubes de acceso publico, o nubles piblicas, y
nubes de acceso privado, o nubes privadas.

Las nubes ptblicas, como Amazon ECH (Amazon FElastic Cloud), corresponden a entornos
de computacion en los que un proveedor de servicios Cloud ofrece una visién de recursos infinitos,
proporcionando al usuario cualquier nimero de recursos en forma de maquinas virtuales. De esta
forma, el usuario puede cubrir sus necesidades pagando sélo por los recursos que utiliza.

3http://aws.amazon.com/es/ec2/
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Las nubes privadas corresponden a una nueva forma mas flexible de organizar entornos de
computaciéon tipo Grid en la que los usuarios pueden ejecutar sus trabajos en maquinas virtuales
personalizadas. Asimismo, existen nubes hibridas que toman como base una nube privada y
recurren al uso de nubes piblicas cuando los usuarios solicitan mas recursos de los disponibles.

Con este nuevo panorama, en el que ha aumentado enormemente la heterogeneidad de los
entornos de computacién al convivir clusters, Grids y Clouds, se hace necesaria la definicién de
nuevas herramientas que permitan integrar diversos entornos de una manera mucho mas flexible
y dindmica de acuerdo a las posibilidades, necesidades y requisitos de cada usuario concreto.

Para ello, han surgido alternativas que engloban diferentes entornos proporcionando un tinico
punto de acceso, es el caso de los portales (P-GRADE [10], HPC-Europa [17], etc.) y el trabajo
previo desarrollado como parte de esta linea de investigacién [2]. Estos trabajos se basan en
el desarrollo de una capa de mediacién que abstrae los detalles especificos de cada entorno
particular y proporciona una interfaz tinica para el despliegue y ejecucién de workflows.

Sin embargo, estas soluciones presentan poca flexibilidad en cuanto al proceso de scheduling.
Los portales obligan al usuario a seleccionar el entorno de ejecucién a priori (el scheduling
es estdtico y guiado por el usuario) y en nuestro trabajo previo los diferentes entornos de
computacién compiten por ejecutar los trabajos sin tener en cuenta cudl es el mas adecuado.
Obviamente, seria deseable que el usuario sélo fuera responsable de programar su experimento y
la propia infraestructura de integraciéon determinara el entorno de computaciéon mas apropiado
en base a los requisitos indicados y la calidad de servicio requerida por el usuario. Este tipo de
decisiones deberian de ser adoptadas por meta-schedulers [3, [1§].

1.2.3 Arquitecturas de integracion

Existen diferentes modelos arquitecturales para la construccién de las infraestructuras
de integraciéon anteriores. Una de las principales alternativas consiste en el desarrollo de
una estructura jerarquica dominada por un meta-broker que integra diferentes entornos de
computacién y gestiona la ejecucién de los trabajos enviados [I8], [19]. Esta solucién se basa en
la definicién de estdandares de interoperabilidad que lidien con la heterogeneidad de los entornos
de ejecucién y permitan su integracion. Por tanto, la necesidad de usar estandares hace que la
solucién sea inviable, al menos a corto plazo. Ademas, el uso de un meta-broker afiade una nueva
barrera administrativa al ser necesario determinar la organizacién encargada de su gestion.

Otra posibilidad es utilizar un esquema descentralizado y cooperativo en el que los diferentes
entornos de ejecucién se comuniquen siguiendo un estilo P2P. Este tipo de organizacion se
ha usado para formar los denominados Grids globales y las federaciones de Grids [20} 21].
No obstante, esta solucién se limita a que todas los entornos utilicen un mismo middleware
0 a que estos sean interoperables y al establecimiento de acuerdos que eliminen las barreras
administrativas. Asimismo, pueden utilizarse modelos hibridos [I5], los cudles buscan beneficiarse
de disponer de una estructura jerarquica y de una red descentralizada. En cualquier caso, este
tipo de solucién arquitectural también se ha visto limitado por los problemas anteriores.

Independientemente del modelo arquitectural utilizado, la idea de integrar una componente
(meta-scheduler) que seleccione el recurso en el que ejecutar cada tarea no es nueva [22], 23].
No obstante, en el contexto de integracion de entornos de computacién heterogéneos, ain deben
ser abordadas distintas cuestiones. La asignacién de tareas a recursos deberia realizarse de
forma dinamica durante la ejecucion del workflow, considerando la naturaleza evolutiva de los
entornos integrados y la propia complejidad de los experimentos cientificos. Esta asignacion
requiere conocer el estado de los recursos disponibles y sus prestaciones. La actualizacion de
esta informacién es compleja y costosa y, ademads, son necesarios mecanismos de razonamiento
complejos que sean capaces de aprovechar la misma [24].

4
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La utilizacién de técnicas de prediccién ha sido muy estudiada para este aspecto [25], 26] 27].
Estas técnicas pretenden obtener, a través del andlisis de logs de ejecuciones previas, una
estimacién de cudl sera el comportamiento de los trabajos en ejecuciones futuras. Sin embargo,
suelen focalizarse en un nimero limitado de pardmetros (tiempo de cola, tiempo de ejecucién
etc.) por lo que no son capaces de capturar toda la complejidad que entranan los entornos Grid,;
como por ejemplo, la posibilidad de que los trabajos de un usuario sean expulsados para ejecutar
trabajos de un usuario con mayor prioridad.

1.3 Objetivos

Como paso previo a este trabajo, el autor realizé como Proyecto Fin de Carrera un prototipo
de infraestructura que permitia solucionar algunos de los problemas existentes en el ambito de
ejecucion de workflows cientificos en entornos de computacién heterogéneos [2]. En dicho trabajo
se abordé la posibilidad de ejecutar workflows programados en diferentes lenguajes utilizando
varios entornos de computacion heterogéneos.

Sin embargo, la infraestructura presentaba limitaciones en cuanto al proceso de seleccién
del entorno utilizado para ejecutar cada una de las tareas de un workflow (meta-scheduling).
Este proceso podia ser guiado por el usuario o determinado por la infraestructura, usando para
ello un modelo en el que diferentes entornos de ejecucién competian para ejecutar trabajos y
se seleccionaba un entorno de manera no determinista. Al no tener en cuenta ningin aspecto
referente a la idoneidad de ejecutar un tarea en cada uno de los entornos disponibles, este modelo
podia provocar una disminucién del rendimiento de los workflows.

Como respuesta a la limitacién anterior, en esta Tesis Fin de Maéster se plantea como
objetivo principal integrar en la infraestructura mecanismos que permitan que sea la propia
infraestructura la que decida el entorno més adecuado para ejecutar una tarea en base a
informacién dindmica acerca del estado de los entornos disponibles. Concretamente, se plantea
la integracién de una componente de meta-scheduling dentro de la infraestructura propuesta.
Esta componente debe encargarse de decidir el entorno de ejecucion més adecuado en base a
criterios dindmicos, que permitan realizar un 6ptimo aprovechamiento de los recursos disponibles,
mejorando las prestaciones globales de los workflows.

Asimismo, se plantea la utilizacién de técnicas de simulacién que permitan guiar las decisiones
de meta-scheduling en base al comportamiento esperado tanto de los entornos de ejecucién como
de las propias tareas. Por tanto, se estudiard una alternativa que no ha sido todavia explorada
en el contexto de meta-scheduling, pero que podria resultar adecuada para capturar y abordar
la complejidad de los entornos Grid.

Finalmente, se pretende utilizar la infraestructura desarrollada para la ejecucion de casos de
estudio en el dominio de la computacion cientifica. El objetivo es probar de manera experimental
la validez y viabilidad del enfoque propuesto y comprobar sus beneficios.

1.4 Contexto del trabajo

Esta Tesis Fin de Master ha sido realizada dentro del Grupo de I+D GIDHH] (Grupo
de Integracién de Sistemas Heterogéneos y Distribuidos) del Departamento de Informatica e
Ingenierfa de Sistemas (DIIS) de la Universidad de Zaragoza, reconocido como grupo Emergente
por el Gobierno de Aragén. Ademads, el trabajo estd respaldado por el proyecto TIN 2010-
17905 del Ministerio de Economia y Competitividad, a través de la Secretaria de Estado

“http://www.gidhe.es/
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de Investigaciéon, Desarrollo e Innovacién, titulado “Una aproximacién a la gestion flexible y
dindmica de workflows cientificos basada en Redes Objeto”.

El grupo GIDHE tiene acceso y usa regularmente distintos entornos de computacion
heterogéneos: el cluster Hermes del Instituto de Investigacién en Ingenieria de Aragén (I3A)ﬁ
y, gracias a su participaciéon en el proyecto internacional PIREGRI]jﬁ, los Grids AraGrid y
PireGrid. También dispone de acceso al entorno de computacién Cloud de Amazon (Amazon
EC2)1

Este trabajo se enmarca dentro de una de las principales lineas de investigacién del grupo,
en la cual se plantea la integraciéon de diferentes entornos de computacion heterogéneos que
permitan dar soporte a la ejecucién flexible de workflows cientificos. Dicha linea, comenzd con
el desarrollo de un prototipo de infraestructura presentado como Proyecto Fin de Carrera por
el autor de este trabajo y ha sido continuada con la realizacion de este Trabajo Fin de Master.

Finalmente, las diferentes lineas abiertas por los trabajos anteriores pretenden ser abordadas
durante el desarrollo de la tesis doctoral del autor, la cual tiene como objetivo desarrollar
una infraestructura que proporcione una soluciéon completa a los diferentes problemas y retos
existentes en el ambito de la ejecucion de workflows cientificos en entornos de computacion
dindmicos y heterogéneos. Para la realizacion de la tesis doctoral, el autor dispone de una beca
de Formacion y Contratacién de Personal de Investigacion concedida por la Diputacion General
de Aragon.

1.5 Organizacion de la memoria

El resto de esta memoria se organiza de la siguiente forma:

e En el Capitulo 2 se presenta la arquitectura en base a la cual se disenié el prototipo de
infraestructura de integracién desarrollado como trabajo previo.

e En el Capitulo B se propone una técnica de meta-scheduling basada en simulacién para la
asignacion dinamica de tareas en entornos de ejecucion heterogéneos.

e En el Capitulo [ se aplica la técnica de meta-scheduling propuesta a un caso de uso de un
workflow real, el workflow de andlisis Inspiral.

e En el Capitulo [l se recogen las conclusiones extraidas de este trabajo y se presentan las
lineas futuras de investigacion abiertas por este trabajo.

Adicionalmente, se incluyen como anexo los articulos cientificos en los que el autor de esta
Tesis Fin de Master ha participado como autor:

e En el Anexo [A]l se proporciona el articulo presentado en la III International Conference
on Cloud Computing, GRIDs, and Virtualization (CLOUD COMPUTING 2012) en su
formato original.

e En el Anexo [Bl se proporciona el articulo presentado en la II International Conference
on Simulation and Modeling Methodologies, Technologies and Applications (SIMULTECH
2012) en su formato original.

e En el Anexo [C] se proporciona el articulo presentado en las VIII Jornadas de Ciencia e
Ingenieria de Servicios (JCIS 2012) en su formato original.

http://i3a.unizar.es/
Shttp://www.piregrid.eu/
"http://aws.amazon.com/es/ec2/
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entornos de computacién

Los problemas existentes en cuanto a la integracién de entornos de computacion heterogéneos
para la ejecucion de workflows cientificos, hacen necesaria la definicién de herramientas mas
flexibles y dindmicas que permitan resolver los retos planteados. Con este propdsito, como trabajo
previo a esta Tesis Fin de Méster, se elabor6 una infraestructura orientada a servicios que permite
dar solucién a algunos de los problemas existentes [2], 28] 29]. Las principales contribuciones de
esta solucién son:

e La posibilidad de ejecutar workflows programados utilizando diferentes lenguajes
ampliamente aceptados por la comunidad cientifica.

e La programacién de workflows de manera independiente del entorno de ejecucion.

e La integracién de diferentes entornos de computacién heterogéneos y componentes de
gestion de forma dindmica y completamente transparente al usuario.

e La ejecucién de diferentes tareas de un mismo workflow en diferentes entornos de
computacion.

Sin embargo, la infraestructura también presenta limitaciones. La principal limitacion tiene
que ver con el proceso de seleccion del entorno de computacion utilizado para ejecutar cada tarea,
para el cual se usa un modelo en el que los entornos capaces de ejecutar una tarea compiten por
su ejecucion. Este modelo no tiene en cuenta factores clave como la carga de las infraestructuras
y puede llevar a una mala utilizacién de los recursos que se traduzca en una degradacién de las
prestaciones del workflow.

Para resolver esta limitacion, en este trabajo se presenta una técnica de meta-scheduling que
permite solucionar el problema anterior. La misma serd presentada en el Capitulo [3Bl Mientras,
para que el lector comprenda las caracteristicas, virtudes y limitaciones de la infraestructura
planteada, en este capitulo se van a presentar los aspectos fundamentales de la misma.

La Figura [2.1] muestra el disefio arquitectural de la infraestructura. El mismo consta de
varias capas: en la parte superior de la figura, se refleja la interaccion entre el programador
y la infraestructura a través de diferentes lenguajes de descripciéon de workflows; en el centro
se muestra la arquitectura interna de la infraestructura; y en la parte inferior, se indican los
diferentes entornos de computacion integrados junto con el middleware encargado de su gestion.
A continuacion, describiremos las caracteristicas més relevantes de cada una de estas capas.
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Figura 2.1: Disenio arquitectural de la infraestructura propuesta para la ejecucién flexible de
workflows cientificos y la integracién de entornos de computacion heterogéneos.

2.1 Capa de programacion de workflows

Desde el punto de vista de la programacién de workflows, la infraestructura sigue una
orientacién a servicios [29]. Este enfoque ofrece al usuario la visién de la infraestructura
como un servicio de ejecucién de workflows y tareas computacionalmente costosas. Asimismo,
para permitir diferentes tipos de interaccién y cubrir las necesidades de diferentes usuarios, la
infraestructura permite trabajar a dos niveles de abstraccion: nivel de workflow y nivel de tarea.

El nivel de abstraccién de workflow, reflejado en la parte superior izquierda de la Figura
2.1l permite solicitar la ejecucién completa de un workflow, de forma que la infraestructura se
encarga de la gestién de su ciclo de vida y el usuario sélo debe describir las relaciones existentes
entre las tareas usando el lenguaje de Condor DAGMan [12].

Por su parte, el nivel de abstraccién de tarea, reflejado en la parte superior derecha de
la Figura 1] permite ejecutar workflows programados en el lenguaje utilizado por alguno de
los diferentes sistemas de gestion de workflows existentes. De esta forma, pueden programarse
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workflows usando, por ejemplo, redes de referencia (una subclase de las Redes de Petri de Alto
Nivel) [30], Taverna [31] o Kepler [32]. En este caso, es el sistema de gestién de workflows el que
se encarga de controlar el ciclo de vida del workflow y solicitar la ejecucién individual de las
tareas que componen el mismo bajo demanda.

Independientemente del nivel de abstraccion empleado y el lenguaje utilizado para programar
el workflow, se utiliza el lenguaje Job Submission Description Language (JSDL) para describir
las tareas de un workflow. JSDL [7] es un lenguaje estdndar propuesto por el Open Grid
Foru para la descripciéon textual de tareas, utilizando una sintaxis XML. El mismo ha
sido ampliamente utilizado en entornos de computacién Grid. En nuestro caso, su utilizacién,
junto con el disefio desacoplado de la infraestructura, permite programar workflows de forma
completamente independiente del entorno de ejecucién. De esta forma, la infraestructura es la
que selecciona internamente el entorno de computacién a utilizar. En cualquier caso, se ofrece
la posibilidad de que el usuario indique explicitamente la infraestructura de ejecucién para no
limitar el uso de la misma y proporcionar al programador la posibilidad de decidir dénde ejecutar
cada tarea.

2.2 Capa de ejecucion de workflows

Internamente, la infraestructura se disena con una arquitectura de componentes que se
traduce en un diseno flexible en el cual las diferentes componentes se encuentran desacopladas
y pueden ser sustituidas, adaptadas o modificadas de forma dindmica y transparente para
el usuario. Concretamente, la capa de ejecucion estd formada por un broker de recursos y
un conjunto de componentes de gestion. El broker constituye el nicleo de la infraestructura,
encargandose de gestionar la interaccién con el exterior, conocer el estado de los entornos de
ejecucién y permitir la comunicacién entre las diferentes componentes del sistema. Por su parte,
las componentes de gestion ofrecen diferentes funcionalidades encaminadas a la gestién del ciclo
de vida de los workflows.

El broker estd formado por un repositorio de mensajes y una infraestructura de mediadores.
La comunicacion entre las diferentes componentes se realiza a través de mensajes que contienen
informacién de diversa naturaleza y que se almacenan en el repositorio. La implementacién
del repositorio de mensajes se ha inspirado en el modelo de coordinacién Linda [33]. Los
mensajes se codifican como tuplas y son almacenados en un espacio de tuplas. La interfaz
del repositorio proporciona una operacion de escritura de tuplas y dos operaciones de lectura
(destructiva y no destructiva) de acuerdo a la seméantica de Linda. Este enfoque se traduce en que
cada componente sélo interacciona con el repositorio y no tiene que comunicarse directamente
con otras componentes. Por tanto, el uso del repositorio de mensajes permite desacoplar las
diferentes componentes de la capa de ejecucién de la infraestructura ya que la comunicacién
entre las mismas se realiza a través del repositorio. Como resultado, se otorga flexibilidad a la
infraestructura al permitir que se anadan, modifiquen o eliminen componentes de forma dindmica
sin que esto afecte al resto de componentes.

Por su parte, los mediadores encapsulan la heterogeneidad de un middleware determinado,
teniendo completo conocimiento de sus capacidades y caracteristicas. Este disefio elimina la
necesidad de que el broker tenga que estar muy acoplado con la tecnologia concreta del entorno
Grid, permitiendo incorporar diferentes entornos de computacién heterogéneos de forma sencilla
y transparente para el programador de workflows. Internamente, el mediador es responsable de: 1)
tener informacién completa del entorno Grid que encapsula; ii) interaccionar con el repositorio
de tuplas para obtener tareas a ejecutar; iii) enviar tareas al middleware para su ejecucién

"http://www.ogf.org/
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y controlar la transferencia de los datos de entrada y de salida; y iv) insertar tuplas en el
repositorio de mensajes con el resultado de la ejecucién de las mismas para que sea tratada por
la componente adecuada. Se ha implementado un mediador para cada uno de los middlewares
(Condor y gLite) utilizados por los entornos de computacién disponibles, los cuales son, ademads,
dos de los middlewares mas utilizados en entornos Grid.

En cuanto a las componentes de gestion, éstas ofrecen diferentes funcionalidades encaminadas
a gestionar el ciclo de vida de los workflows ejecutados. Se han desarrollado: una componente
de gestién de fallos y una componente de movimiento de datos. El procedimiento de integracién
de estas componentes es similar al utilizado en los mediadores. Cada componente de gestion
interacciona con el repositorio de mensajes para retirar mensajes con la etiqueta asociada a esa
componente y procesarlos. Por lo tanto, la utilizacién de estas componentes puede ser debida a
la necesidad de un procesado concreto (p. ej. meta-scheduling) o como respuesta al resultado de
otra componente (p. €j. gestién de fallos), permitiendo la composicién dindmica de complejas
cadenas de accién. Con la integracién de estas componentes, se consigue gestionar de forma
completa el ciclo de vida de un worfklow. Pueden consultarse mas detalles sobre las componentes
de movimiento de datos y gestién de fallos en [2], 28].

A modo de ejemplo, para que el lector comprenda la interaccién existente entre las
componentes, mostraremos el proceso seguido para ejecutar una tarea. En primer lugar, la
descripcién de la tarea se almacena en el repositorio de mensajes. Los mediadores capaces
de ejecutar dicha tarea compiten por su ejecuciéon. Como resultado la tarea es asignada a un
entorno concreto (este proceso se detalla en el siguiente péarrafo). Antes de ejecutar la tarea,
el mediador solicita el movimiento de los datos de entrada necesarios. Una vez transferidos, el
mediador envia la tarea al Grid para que se ejecute. Cuando la tarea finaliza o falla, el mediador
solicita el movimiento de los datos de salida a su ubicacion final, recupera el log de ejecucién e
introduce dicha informacion en el repositorio de mensajes. Si la tarea ha finalizado correctamente
se coloca la misma en el repositorio de mensajes hasta que es recuperada por el usuario. Si por
contra, la tarea ha fallado, la componente de gestién de fallos obtiene la causa del fallo y toma
alguna decision al respecto, como por ejemplo, reejecutar la tarea en otro entorno o notificar
al usuario del error que se ha producido. En caso de que la tarea sea reejecutada, se repite el
proceso, mientras que si se decide avisar al usuario del fallo, se actia como si hubiera acabado
correctamente e indicando el error.

Por tanto, el proceso de scheduling de nuestra infraestructura se corresponde con el proceso
anterior, en el que los mediadores compiten por ejecutar tareas. Este proceso se construye en
base a la seméantica de las operaciones de lectura definidas en el modelo Linda. Asi, se establece
que, cuando dos o mas componentes realizan una operacién de lectura sobre una misma tupla,
se selecciona una de las componentes de manera no determinista, siendo ésta la que obtiene la
tupla. De esta forma, el proceso de scheduling de la infraestructura consiste en que todos los
mediadores capaces de ejecutar una tarea realizan una operacion de lectura sobre la tupla que
contiene la informacién de la tarea, siendo el propio repositorio el que selecciona uno de los
mediadores de manera no determinista.

2.3 Capa de entornos de computacion
En lo que corresponde a los entornos de computacion, se han integrado: el cluster Hermes

del Instituto de Investigacién en Ingenieria de Aragén (I3A), el cual es gestionado utilizando
el middleware Condor; y dos Grids pertenecientes a la Iniciativa Grid Europea (EGI)@:

2http://i3a.unizar.es/
Shttp://www.egi.cu/
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AraGrid] y PireGridﬁ, gestionados por el middleware glite y administrados por el Instituto
de Biocomputacion y Fisica de Sistemas Complejos (BIFI)@.

La principal diferencia del modelo de integracién propuesto, con respecto a otras soluciones
[15] (18], reside en que la misma se realiza desde una perspectiva de usuario de los entornos de
computacion y no desde un punto de vista de administrador. Este enfoque permite evitar las
barreras administrativas que surgen a la hora de integrar entornos gestionados por diferentes
organizaciones ya que, en nuestro caso, esta integracién es completamente transparente para el
entorno de ejecucién.

A su vez, el diseno desacoplado de la solucién permite aislar al usuario de los detalles de
ejecucion referentes a cada entorno, siendo la infraestructura la encargada de lidiar con dicha
complejidad. La capa de mediadores desarrollada, permite afrontar las diferentes caracteristicas
de cada una de estos entornos y gestionar su heterogeneidad. De la misma manera, este diseno
facilita la integracién de entornos de computacién (puede realizarse de forma dindmica) y la
reutilizacién de los mediadores desarrollados para gestionar otros entornos gestionados por los
mismos middlewares (el mediador de un middleware puede ser utilizado en cualquier entorno
gestionado por dicho middleware).

2.4 Breve resumen de las aportaciones de la infraestructura

En resumen, la orientacién a servicios de la infraestructura ofrece al usuario una visién de
servicio de ejecucion de workflows y tareas computacionalmente costosas. De esta forma, se
posibilita la ejecuciéon de workflows programados en diferentes lenguajes. Ademds, el uso de
JSDL, como lenguaje estandar de descripcion de tareas, permite programar los workflows de
manera independiente del entorno de ejecucion.

Internamente, la naturaleza abierta y flexible de la solucién propuesta se basa en el uso de
un broker de recursos formado por un repositorio de mensajes basado en Linda y un conjunto
de mediadores. El repositorio de mensajes facilita la integracién y sustitucién de mediadores y
componentes de gestion de forma dindmica. Los mediadores encapsulan la heterogeneidad de los
diferentes entornos de computacién utilizados, desacoplan el broker de recursos de los detalles
de los diferentes middleware de Grid, abstraen al usuario de la complejidad de los mismos y
pueden ser reutilizados en entornos gestionados por un mismo middleware. El uso conjunto
del repositorio de mensajes y los mediadores permite definir una politica de competencia que
posibilita la ejecucion de las tareas de los workflows en diferentes entornos de ejecucion utilizando
las operaciones ofrecidas en el modelo Linda. Finalmente, la integraciéon de varias componentes
de gestion permite mejorar la gestién del ciclo de vida de las tareas ejecutadas ofreciendo servicios
de movimiento de datos y gestién de fallos.

*http://www.araGrid.es/
Shttp://www.pireGrid.eu/
Shttp://bifi.es/es/
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Capitulo 3 | Meta-scheduling basado
en simulacion

La infraestructura descrita en el capitulo anterior presenta una clara limitacion en cuanto
al proceso de asignacién de tareas a entornos de computaciéon. En dicho proceso no se utiliza
informacién sobre el estado de los entornos de computacion, si no que se utiliza un modelo
no determinista Este modelo no utiliza ningin tipo de informaciéon para decidir el entorno
concreto a utilizar. Esto puede llevar a una mala utilizacién de los recursos y a la disminucién
de las prestaciones del workflow. Para solucionar este problema, es necesario incluir en la
infraestructura algin tipo de técnica de meta-scheduling que tenga en cuenta informaciéon
dindmica sobre el estado de los entornos de ejecucién y utilice dicha informacién para guiar
el proceso de asignacién de tareas a entornos de computacion.

En este capitulo, se detalla la estrategia de meta-scheduling propuesta, se muestran sus
beneficios y se detalla el proceso de asignacién de tareas realizado al incorporar un meta-
scheduler. Dicha estrategia utiliza técnicas de simulacién para obtener datos que permitan tomar
decisiones de meta-scheduling. Por tanto, debido a su importancia en el proceso, se detallan
los aspectos fundamentales referentes a la simulacién como es el diseno de los simuladores, la
metodlogia de creacién de los workloads y la validacién de los resultados obtenidos. Finalmente,
se proporcionan algunos detalles referentes a la implementacién del meta-scheduler.

3.1 Proceso de asignacion de tareas a entornos de computacion

Como se indico en el capitulo anterior, la infraestructura soporta dos mecanismos de seleccién
del entorno a utilizar para ejecutar una tarea. El primero consiste en que el usuario indica el
entorno de ejecucién en el modelo del workflow. La utilizacion de este scheduling estatico y guiado
por el usuario plantea dos problemas: en primer lugar, el usuario no suele tener informacién para
determinar cudl es el entorno mas adecuado para ejecutar cada tarea, y en segundo lugar, el hecho
de que la eleccién sea estdtica (se realiza al comienzo de la ejecucién del workflow) implica que
cuando se ejecuta cada tarea la situacion sera diferente de la inicial, y los criterios de seleccion
pueden haber variado. Por tanto, ésta no es una alternativa adecuada para sacar el maximo
partido a los entornos de computacién integrados y asegurar los requisitos de calidad de servicio
solicitados por los usuarios.

La segunda posibilidad es que sea el propio sistema el que asuma la responsabilidad de
tomar dicha decision. Para ello se propuso una estrategia de seleccién en la que los mediadores
compiten por ejecutar trabajos y se selecciona uno de ellos de forma no determinista. Esta
estrategia presenta varios inconvenientes:

e Los mediadores no consideran cuestiones de calidad de servicio (QoS) acerca de la ejecucién
de los trabajos en el entorno que representan. Esto puede llevar a que una tarea se ejecute
en un entorno inadecuado, degradando el rendimiento de todo el workflow.
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e Las decisiones de scheduling son adoptadas localmente por cada mediador. Por tanto, uno
de ellos podria monopolizar la ejecucion de todos los trabajos llevando a una situacion de
sobrecarga de uno de los entornos de computaciéon mientras el resto permanecen vacios.
Esto provocaria que los trabajos se vieran afectados por elevados tiempos de espera en
una situacion en la que existen recursos libres.

e Los mediadores ignoran el estado actual de los recursos, la posible evolucién de los
mismos y el comportamiento de los trabajos ejecutados en el entorno. De nuevo,
esto puede llevar a que se ejecuten trabajos en condiciones en las que el entorno
estd sobrecargado o a la eleccién de un entorno inadecuado para la ejecucién de un
determinado trabajo, degradando las prestaciones y realizando un mal aprovechamiento
de los recursos disponibles.

Para solventar los inconvenientes anteriores, se propone incorporar en la infraestructura una
estrategia de meta-scheduling basada en la utilizacién de técnicas de simulacién [34]. La Figura
[B.I muestra las diferentes fases del proceso, el cual detallaremos a continuacion:

1. Inicialmente, las tareas pendientes (abstractas) de ejecucién, almacenadas en el repositorio
de mensajes, son recuperadas por el meta-scheduler.

2. El meta-scheduler determina los entornos capaces de ejecutar dichas tareas y solicita a los
mediadores correspondientes que simulen su ejecucién.

3. Al recibir la peticién de simulacién, los mediadores obtienen el estado del entorno de
ejecucién y construyen un workload que refleje el estado de la misma y su evolucién futura
(la metodologia de construccién de los workloads se detalla en la seccién B.3).

4. Los mediadores realizan la simulacion de las tareas indicadas con el workload construido
y devuelven el resultado al meta-scheduler.

5. Cuando el meta-scheduler ha recibido el resultado de todas las simulaciones, elige el entorno
més adecuado en base a un algoritmo de optimizaciéon y almacena dicha informacién en la
descripcién de la tarea. De esta forma, la tarea se convierte en una tarea concreta.

6. Finalmente, el meta-scheduler envia la tarea al repositorio de mensajes para que sea
recuperada y ejecutada por el mediador correspondiente en el entorno seleccionado

Esta solucién, basada en la utilizacién de un meta-scheduler que asigna trabajos a diferentes
entornos en base a la informacién proporcionada por simuladores, permite mejorar el rendimiento
de los workflows al tener en cuenta el estado actual y futuro de los entornos de computacion
y aplicar algoritmos de optimizacién de los criterios deseados. Concretamente, en este caso se
utiliza un algoritmo para optimizar del tiempo de ejecucién. En cualquier caso, el andlisis de
diferentes algoritmos de optimizaciéon queda fuera del alcance de este trabajo.

3.2 Diseno de los simuladores

Para soportar el proceso anterior, es necesario extender los mediadores integrando un
simulador dentro de los mismos. El simulador debe ser capaz de: i) modelar diferentes entornos
de computacién incluyendo la organizacién de los recursos, sus caracteristicas (procesadores,
memoria RAM, caracteristicas de la red) y la politica de scheduling; ii) permitir la construccién
dindmica de workloads que contengan las tareas a simular y tareas que representen la carga de
fondo del sistema; y, finalmente iii) simular la ejecucién de tareas midiendo pardmetros como el
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Figura 3.1: Componente arquitectural para realizar meta-scheduling basado en simulacién.

tiempo de ejecucién o el tiempo de cola. Asimismo, para facilitar el desarrollo de diferentes
simuladores, el simulador debe proporcionar una interfaz comin que sea independiente del
entorno a simular. Por ltimo, siguiendo la linea anterior, el diseno debe ser facilmente adaptable
y reutilizable para construir nuevos simuladores.

Para posibilitar la ejecuciéon de trabajos en nuestra infraestructura se han construido
simuladores para entornos gestionados por Condor y gLite. La elecciéon de estos middlewares se
debe a que son dos de los middlewares mas empleados para gestionar entornos de computacion
de tipo Grid, y a que son los utilizados por los entornos integrados dentro de la infraestructura
propuesta.

Como base para los simuladores desarrollados se ha utilizado Alea [35]. Alea es un simulador
basado en eventos y construido sobre GridSim [36]. Alea extiende GridSim proporcionando
un scheduler centralizado, mejorando algunas funcionalidades y aumentando la escalabilidad y
la velocidad de la simulacién. Ademds, Alea proporciona un entorno de experimentacién fécil
de configurar y utilizar, el cual ayuda en la adaptacién del simulador a nuevos entornos. La
implementaciéon de Alea ha sido extendida como parte de este trabajo en aspectos como la
posibilidad de definir requisitos de memoria, la definicion de un modelo de Grid mas completo
o la definicién de nuevas politicas de scheduling. A continuacién, abordaremos el diseno de un
simulador de Condor y su reutilizacion para construir un simulador de glite.

3.2.1 Diseno del simulador de Condor usado en Hermes

Para ilustrar el diseno realizado, se va a detallar el diseno del simulador de Condor que
se usa en el cluster Hermes. Hermes es un cluster de computacion alojado por el Instituto de
Investigacién en Ingenieria de Aragén (I3A). Estd formado por una gran variedad de recursos
de computacion heterogéneos y dispone de un total de 1308 procesadores y 2.56 TB de memoria
RAM.

En lo que respecta al disefiado realizado, el cual puede observarse en la Figura B2l como
entrada se proporciona el workload que indica las tareas a simular y un modelo del Grid sobre
el que se van a ejecutar las mismas; mientras que, como salida se indican los resultados de la
simulacion de dichas tareas en el entorno indicado. Internamente, el simulador estd formado
por cuatro componentes fundamentales: la componente de carga de trabajos, la componente de
carga de maquinas, el scheduler y el recolector de resultados.
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Figura 3.2: Diseno arquitectural del simulador de Condor.

El workload se representa utilizando el formato GWF (Grid Workload Format) propuesto
por el archivo de workloads de Grid [37]. Este workload es el que contiene las tareas a simular
y agrupa tanto las tareas objetivo de la simulaciéon como otras tareas que modelan la carga de
fondo del entorno. La metodologia de construccion de los workloads se detallard mas adelante.

El modelo del Grid corresponde a un fichero de texto que contiene la informacién de los
nodos de computacion del Grid. La representacién usada en este modelo, se ha extendido
para posibilitar la definicién de modelos més detallados al usados por defecto en Alea. La
representacién de cada nodo incluye el nimero de méquinas que lo forman, el nimero de CPUs
por maquina, la cantidad total de memoria por maquina, la arquitectura de las maquinas del
nodo, su sistema operativo y las caracteristicas de la red. Junto con este modelo, se incluye un
modelo de fallos que permite reflejar cambios dinamicos en el entorno durante la simulacién
(caidas de nodos y fallos de maquinas).

La componente de carga de trabajos lee la descripcién de los trabajos y se la envia al
scheduler. Este médulo ha sido extendido para soportar la definicién de requisitos de memoria
y el usuario y grupo, u organizacién virtual, correspondiente a cada trabajo.

La componente de carga de méquinas es la responsable de obtener la descripcién de los
nodos del entorno de computacion. Este mdédulo se ha extendido para ser capaz de tratar toda
la informacién proporcionada dentro del modelo del Grid (anteriormente sélo se permitia indicar
el nimero de méaquinas y procesadores).

El Scheduler es la componente mas compleja y la tnica que es necesario modificar para
construir nuevos simuladores. La componente ha sido extendida para soportar la politica de
scheduling basada en prioridades de usuario que usa Condor. Esta politica funciona del siguiente
modo: cuando un trabajo llega al scheduler, el mismo es encolado en la cola de trabajos del
usuario. Esta cola se ordena por la prioridad propia de los trabajos de ese usuario y el instante
de llegada. Cuando el scheduler solicita la ejecucién de un nuevo trabajo, los trabajos se ordenan
por la prioridad de su usuario, selecciondndose el trabajo con mayor prioridad de todos los
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disponibles. Entonces, se seleccionan las méquinas que tienen suficientes recursos (procesadores
y memoria) para ejecutar ese trabajo y las maquinas que podrian tener los recursos solicitados
si expulsasen alguno de los trabajos que estan ejecutando en ese momento. Estas méaquinas
son seleccionadas como candidatas potenciales para ejecutar el nuevo trabajo. Cuando se ha
completado la lista de candidatas potenciales, la misma se ordena de acuerdo a multiples
criterios (preferencias del trabajo, preferencias de la méquina, etc.) para encontrar el recurso mas
adecuado. En el caso de que no haya ningun recurso disponible el trabajo vuelve a ser encolado
en la cola del usuario y el scheduler intenta ejecutar otro trabajo. Finalmente, cuando se ha
podido seleccionar un trabajo y un recurso adecuado para su ejecucion, el trabajo es enviado al
recurso actualizandose el estado del mismo. Si para posibilitar la ejecucién del trabajo en dicho
recurso es necesario expulsar un trabajo, el scheduler se encarga de reencolar dicho trabajo para
que pueda ser ejecutado en otro momento.

Finalmente, el recolector de resultados es la componente encargada de almacenar los
resultados de la simulaciéon y proporcionarlos como salida. Cuando un trabajo es enviado a un
recurso, es expulsado o una maquina falla, el recolector de resultados almacena dicha informacion.
Asimismo, cuando un trabajo finaliza su ejecucién correctamente, el recolector almacena la
informacién relativa al mismo en el fichero de salida de la simulacién. Para cada trabajo, se
indica el tiempo de llegada, el tiempo que ha permanecido el mismo en la cola, el tiempo de
ejecucion, el recurso en el que se ha ejecutado y el niumero de expulsiones que ha sufrido.

3.2.2 Diseno del simulador de glLite usado en AraGrid

La FiguraB.3muestra la arquitectura del simulador de gLite utilizado en AraGrid. AraGrid es
un Grid regional gestionado por el Instituto de Biocomputacion y Fisica de Sistemas Complejos
(BIFI). Estd formado por cuatro sites que se encuentran geograficamente distribuidos en
diferentes facultades (dos sites en Zaragoza, uno en Huesca y otro en Teruel). En total, el Grid
dispone de 1728 procesadores y 4 TB de memoria RAM repartidos de forma homogénea entre
los diferentes sites. Gracias a la extensibilidad y facilidad de uso del simulador desarrollado, se
ha podido reaprovechar el simulador de Condor para la elaboracién del simulador de gLite. De
esta forma, la construcciéon de este nuevo simulador ha sido rapida y sencilla. En consecuencia,
el diseno del simulador de gLite es anédlogo al del simulador de Condor presentado anteriormente
(Figura [3.2]).

Si comparamos los disenos arquitecturales de ambos simuladores (Figuras y B3), se
puede ver como sélo ha sido necesario modificar el scheduler ya que gLite utiliza un politica de
scheduling jerarquica, diferente de la de Condor. En dicha politica, los trabajos enviados son
gestionados por un scheduler global que envia los mismos a alguno de los schedulers locales
dependiendo de los requisitos del trabajo, su ranking, la ocupacién de los sites que forman el
Grid y los recursos a los que puede acceder la organizaciéon virtual del usuario que envia el
trabajo. Por su parte, los schedulers locales de los diferentes sites utilizan una politica FCFS
[38] (First Come First Serve) para ejecutar los trabajos dentro de los recursos del site.

3.3 Metodologia para la creacion de workloads

La creacién de los workloads utilizados para reflejar el estado de cada entorno y su evolucién
es un aspecto clave en el proceso de simulacién. Su elaboracién se realiza mediante el anélisis de
informacién histérica de un largo periodo de tiempo (en nuestro caso se han utilizado logs de 1
ano) y considerando sélo los momentos representativos; por ejemplo, las horas de carga pico de
los dias laborables en los meses de mayor utilizacién del entorno de ejecucién [39]. Se asume que
cuantos mas datos se tengan en cuenta, mas realista y representativo serd el workload generado.
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Figura 3.3: Diseno arquitectural del simulador de gLite con detalle de uno de los schedulers
locales.

Una vez extraidos los datos relevantes se utilizan técnicas de regresion y ajuste de curvas para
construir modelos probabilistas que modelen diferentes aspectos como el tiempo de ejecucion, el
tiempo de cola o los recursos utilizados.

La importancia de utilizar un workload apropiado ha sido identificada en varios trabajos
[40, 41]. Los trabajos anteriores proponen la generacién de un dnico workload que considere
Unicamente momentos de carga extrema o carga media del entorno de computacién. Entonces,
el workload obtenido se utiliza para customizar la configuracién del entorno y obtener una mejora
de sus prestaciones en la situacién elegida (extrema o media) [39].

Sin embargo, con fines de simulacidn, estas aproximaciones no son vélidas ya que debe
considerarse el estado real de los recursos. Si se utiliza un workload medio o extremo como entrada
del simulador, los resultados de la simulacién no se ajustardn al comportamiento obtenido en
la ejecucién real de las tareas al no realizarse la misma en condiciones de carga reales. En
consecuencia, como la informaciéon proporcionada por los simuladores se utiliza para tomar
decisiones de meta-scheduling, el uso de un workload no representativo puede llevar a tomar
malas decisiones de meta-scheduling que degraden las prestaciones del workflow en lugar de
mejorar las mismas.

Nuestra propuesta consiste en construir varios workloads que representen diferentes
situaciones representativas y que dependan de la carga de los recursos (carga baja, carga media
y carga alta), la fecha (dfas laborables y festivos) y el momento del dia (manana, tarde y noche).
De esta forma, cuando se va a realizar una simulacion se obtiene el estado actual del entorno de
ejecucion y se selecciona el workload méas adecuado. Ademads, a la informacién del workload se
le anade la informacién de los trabajos que se encuentran actualmente en ejecucién y encolados
obteniendo un workload que representa el estado actual del entorno y su evolucion.

De forma detallada, el proceso que se lleva a cabo cuando el meta-scheduler solicita que se
simule la ejecucion de una tarea es el siguiente:
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1. Cuando un mediador recibe una peticion de simulacién, construye un workload que describe
las tareas que se deben simular.

2. A continuacién, el mediador consigue informacién sobre el estado del entorno de
computaciéon y los trabajos que se encuentran en ejecucion actualmente o estdn encolados.

3. Con la informacién del estado de los recursos, se adapta el modelo predefinido del Grid a
la situacion actual, incluyendo los fallos existentes en los recursos.

4. Con la informacion de los trabajos que se estan ejecutando o estan en la cola y teniendo
en cuenta la fecha actual, se selecciona el workload mas adecuado a la situacion actual.

5. Al workload anterior se le anade la informacién de las tareas que se estdn ejecutando
actualmente y las que se encuentran encoladas. Con esto se obtiene un workload que
representa el estado actual y la evolucién futura del entorno.

6. Cuando se han creado los dos workloads (el workload con las tareas a ejecutar y el workload
con el estado del entorno de ejecucién), se combinan los mismos para crear un unico
workload que sirve como entrada del simulador.

7. Se realiza la simulacién utilizando el workload anterior.

8. Cuando la simulaciéon acaba, el mediador obtiene los resultados y filtra los mismos para
proporcionar unicamente al meta-scheduler los resultados referentes a las tareas objetivo
de la simulacién.

La implementacién de este proceso se encapsula dentro del mediador. Este se encarga de
obtener informacion acerca del estado del entorno de ejecucion y realizar diferentes procesados
de la informacién obtenida para adaptar el modelo del entorno de computacién a la situacion
actual y construir el workload de entrada. Para facilitar la realizacion de las simulaciones, los
simuladores ofrecen una interfaz comin independiente de los detalles concretos del simulador y
un formato comun para la descripcién de los datos de entrada y salida.

3.4 Validacion de los simuladores

El objetivo de los simuladores desarrollados es utilizar los mismos como herramienta
de decisién en el proceso de meta-scheduling. Por tanto, la validacion de los resultados
proporcionados por los mismos es fundamental para verificar la viabilidad y utilidad de la
solucién [42]. Para ello, se ha comparado la utilizacién de los recursos, la duracién de los trabajos
y los tiempos de cola en el entorno real y en el entorno simulado.

La Figura B4 muestra una comparaciéon de la utilizacién media del cluster Hermes
(gestionado por Condor), extraida de los logs de ejecucién del tdltimo ano, y la utilizacién
obtenida de la simulacién de esos mismos trabajos. La comparacién se presenta en un ciclo
diario, con el eje horizontal indicando la hora del dia y el vertical mostrando el porcentaje de
utilizacién de recursos. Como se puede observar, los resultados del entorno simulado son muy
similares a los obtenidos en el escenario real. Ambas gréficas muestran la misma tendencia,
siendo los resultados de la simulacion ligeramente inferiores. En términos del error incurrido en
la simulacién, en media el error es del 15.09 % con una desviacién tipica del 8.03 %.

Para validar el indicador de rendimiento de los trabajos se exploran las métricas de tiempo de
ejecucion y tiempo de cola. La Figura[B.B muestra la comparacién de ambos pardmetros mediante
las correspondientes funciones de probabilidad acumulada. En ambos casos, se muestra el eje
horizontal en escala logaritmica para dotar a las graficas de una mayor claridad. La Figura[3.5+a
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Figura 3.4: Comparacién de la utilizacién del cluster Hermes entre el entorno real y el escenario
simulado.

muestra la comparacién entre el tiempo de ejecucion en ambos entornos el cual es muy similar en
ambos casos. En contraposicién, si nos fijamos en la Figura B.0lb, la distribucién de los tiempos
de cola experimentados en el entorno real y en el entorno simulado es diferente. Esto se debe a
que el simulador es capaz de ejecutar trabajos sin ningin tipo de retardo, mientras que Condor
se ve afectado por numerosos retardos como las notificaciones entre los diferentes componentes
distribuidos, la duracién del ciclo de scheduling o la actualizacién y propagacion del estado. Para
corregir este error y reducir su influencia en los resultados, se pueden emplear dos técnicas: la
primera consiste en afiadir un retardo sintético al tiempo de ejecucion obtenido como resultado
y la segunda consiste en anadir dicho retardo a la ejecucién de los trabajos dentro del simulador.
En cualquier caso, se esta estudiando la manera méas efectiva de incorporar estos aspectos al
simulador (véase la Seccién [B.1).

En el caso del simulador de gLite, se ha realizado el mismo tipo de analisis que el realizado
para el simulador de Condor. Para ello se ha utilizado como entorno de prueba AraGrid. En este
caso, la comparacién en términos de utilizaciéon de los recursos depara resultados ligeramente
mejores ya que la politica de scheduling de glite entrafia menos complejidad y es més facil de
replicar. Concretamente, el error en el que se incurre en este caso es tan sélo del 1.19 % con una
desviacién tipica del 0.85%. Respecto al indicador de rendimiento de los trabajos, como era de
esperar, se observa el mismo comportamiento que en Hermes. La distribucién de los tiempos de
ejecucién es practicamente la misma en ambos escenarios, mientras que la distribuciéon de los
tiempos de cola es diferente en el escenario simulado y el entorno real debido a que el simulador
sblo es capaz de reflejar el tiempo que pasa un trabajo en cola debido a que no hay recursos
disponibles.
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Figura 3.5: Comparacién del rendimiento de los trabajos para el cluster Hermes en el entorno
real y el escenario simulado en términos de: a) Tiempo de ejecucién, b) Tiempo de cola.

3.5 Meta-scheduler

Como se ha comentado a lo largo de este capitulo, la integracién de un meta-scheduler en la
capa de ejecucion de la infraestructura, permite mejorar el proceso de scheduling no determinista
aplicado anteriormente. Ahora, los mediadores se limitan a obtener tareas que tienen como
destino el entorno que representan (ya no compiten por tareas abstractas), dejando que el meta-
scheduler obtenga las tareas abstractas y las transforme en tareas concretas asignandoles un
entorno de ejecucién concreto.

La transformacién de las tareas de abstractas a concretas llevada a cabo por el meta-scheduler
suele realizarse en base a algtun tipo de algoritmo de optimizacién que considere aspectos como el
rendimiento, el coste o la fiabilidad de la ejecucién [43]. Asimismo, este proceso suele apoyarse en
algun tipo de técnica que proporcione indicadores para los pardmetros anteriores [25, 26] 27]. En
este caso concreto, se ha decidido utilizar un algoritmo de optimizacién del tiempo de ejecucion
utilizando como indicadores los resultados obtenidos al simular la ejecuciéon de una tarea en
diferentes entornos de computacion.

Por tanto, cuando el meta-scheduler obtiene una tarea abstracta, solicita a los mediadores
que simulen su ejecucién en el entorno que representan y espera los resultados. Cuando se
reciben los resultados, se selecciona como entorno de ejecucién aquel en el que se ha obtenido
un menor tiempo de ejecucién en la simulacién. Por su puesto, esta interaccién e intercambio de
informacién se realiza a través del repositorio de mensajes.

No obstante, el meta-scheduler se ha disenado para que pueda modificarse el algoritmo de
seleccién de la infraestructura de forma sencilla y que el cambio sea transparente para el resto
de la infraestructura. De esta forma, se facilita la utilizaciéon de diferentes algoritmos, siendo el
estudio del algoritmo de meta-scheduling més adecuado uno de los trabajos futuros propuestos
(vedse la secci6n [B.T]).
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Para probar la viabilidad y utilidad del meta-scheduler, se va a ejecutar un workflow cientifico
real en diferentes condiciones de carga. Para determinar la mejora obtenida, se va a comparar
el tiempo de ejecucién obtenido al usar la infraestructura respecto a la ejecucién aislada del
workflow en Hermes y AraGrid.

De esta forma, en este capitulo se va a ejecutar el workflow cientifico de andlisis Inspiral
[44] con la solucién propuesta. En primer lugar, se presentard una descripcién de alto nivel
del workflow y su correspondiente implementacion en Taverna. A continuacién, se muestran los
detalles referentes al entorno de experimentacion y la configuracion del experimento. Finalmente,
se muestran y analizan los resultados obtenidos al ejecutar el workflow con la infraestructura
propuesta comparando los mismos con los resultados que se habrian obtenido al ejecutar el
experimento sin dicha infraestructura.

4.1 Workflow de analisis Inspiral

El workflow de andlisis Inspiral es un workflow cientifico que analiza e intenta detectar
ondas gravitacionales producidas por varios eventos en el universo utilizando datos obtenidos de
la coalescencia de sistemas binarios compactos como estrellas binarias de neutrones y agujeros
negros [44]. La Figura [ muestra la estructura del workflow (FiguralfIla) y su implementacién
en Taverna (Figura[4.Ilb). Como puede observarse, la relacién entre cada una de las tareas que
forman una fase en el disefio de alto nivel y la implementacion correspondiente del workflow en
Taverna es inmediata, siendo muy sencilla la composicién del experimento. Internamente, cada
una de las cajas que representan las tareas en Taverna encapsula varias operaciones sencillas que
generan la informacion de la tarea, ordenan su ejecucién utilizando la infraestructura y obtienen
los resultados de la tarea.

El experimento consta de diferentes fases, cuya descripcion detallada puede consultarse en
[34, [44], que realizan el procesamiento de grandes conjuntos de mediciones generadas por un
conjunto de sensores y detectores. Los trabajos Inspiral son los méas complejos en términos
computacionales y los que mas recursos demandan. El resto de tareas aplican diferentes
operaciones de filtrado, chequeo y transformacién de los datos de entrada de cara a reconocer y
validar las ondas gravitacionales proporcionadas por la tarea Inspiral.

4.2 Preparacion del experimento

Como entornos de ejecucién para la realizacién del experimento se han utilizado Hermes y
AraGrid y se ha procedido a ejecutar el workflow Inspiral en dichos entornos de computacion
con la infraestructura y sin ella. Concretamente, se ha ejecutado el workflow durante un dia
entero (24 horas) y se ha repetido el experimento durante varios dias para obtener resultados
representativos.
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Figura 4.1: Workflow cientifico de andlisis LIGO Inspiral: a) Descripcién de alto nivel, b)
Implementacién en Taverna.

En lo que respecta a la configuracion del experimento, no es necesario ningun tipo
de configuracién especial ya que la misma es generada automadaticamente por las diferentes
componentes de la infraestructura. Este disefio simplifica la utilizacién de la infraestructura,
haciendo que el proceso de meta-scheduling basado en simulacién sea completamente
transparente para el usuario.

4.3 Analisis de resultados

Como se ha comentado anteriormente, el workflow Inspiral puede ser ejecutado tanto en
Hermes como en AraGrid. Sin embargo, como se puede observar en la Figurald.2] ambos entornos
muestran una tendencia a tener diferentes niveles de carga a lo largo del dia, lo que provoca que,
dependiendo de la carga que presenten, sea mas adecuado enviar los trabajos a un entorno o a
otro. Concretamente, en los diferentes experimentos realizados, se ha observado que resulta més
oportuno enviar los trabajos a Hermes por la manana y durante la noche, mientras que por la
tarde es mas apropiado enviar los trabajos a AraGrid.

Evidentemente, la carga del sistema no es el inico criterio a considerar ya que el rendimiento
de un entorno Grid depende de muchos factores y su analisis es complejo. La utilizacion de
un simulador como herramienta de decisiéon permite lidiar con esta complejidad y mejorar el
rendimiento obtenido en la ejecucién del workflow como se muestra en la Figura Dicha
figura muestra el tiempo de ejecucién total de cada etapa del workflow Inspiral ejecutado de
forma completa en cada entorno (la barra izquierda corresponde a Hermes mientras que la barra
derecha corresponde a AraGrid) y ejecutado utilizando la infraestructura con la politica de
meta-scheduling propuesta (barra central de la figura).

Los resultados muestran que la utilizacién de la infraestructura de integracién desarrollada
junto con la politica de meta-scheduling propuesta permite obtener una mejora del rendimiento
en todas las tareas del workflow. Concretamente, se obtiene una mejora del 59 % respecto a la
ejecucién del workflow en Hermes y un 111 % respecto a la ejecuciéon del mismo en AraGrid.
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Figura 4.3: Resultados experimentales para cada una de las etapas del workflow Inspiral.

Respecto a la sobrecarga que introduce la simulacién en términos de tiempo de ejecucién,
el proceso de simulacién de Hermes es mas complejo y tarda entre 3 y 4 minutos para una
bolsa de 10000 tareas, mientras que para AraGrid lleva en torno a 1 minuto. Ademads, el tiempo
de simulacién es insignificante en comparacién con el tiempo de ejecucion de cada etapa y las
transferencias de datos entre entornos usan enlaces de alta velocidad lo que implica que el tiempo
de ejecucion disminuya a pesar de la sobrecarga introducida.
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Por tanto, queda claro que la utilizacién de la infraestructura permite realizar un mejor
aprovechamiento de los recursos, lo que lleva a una mejora de las prestaciones de los workflows
ejecutados. Esta mejora se observa independientemente del tipo de tarea a ejecutar, ya que la
informacién proporcionada por los simuladores permite inferir el entorno en el que los trabajos
se ejecutaran mas rapido al pasar menos tiempo encolados y verse menos afectados por las
expulsiones.
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futuro

El trabajo realizado de forma previa a la elaboracién de esta Tesis Fin de Master se ha
encaminado a resolver diferentes problemas en el ambito de ejecucién de workflows cientificos
en entornos de computacién dindmicos [2), 28], 34], 29]. Por su parte, este Trabajo Fin de Méster
ha permitido avanzar en el desarrollo de la solucion propuesta. Concretamente, ha permitido
mejorar el proceso de seleccién del entorno més adecuado para ejecutar cada tarea. En cualquier
caso, todavia quedan diferentes retos abiertos en este campo, los cuales seran abordados durante
el desarrollo de la tesis doctoral del autor.

En este capitulo, se pretende dar una vision general de algunas de las posibles lineas
de trabajo futuro abiertas. Estas lineas incluyen la mejora de diferentes aspectos de la
infraestructura y la integracién en la misma de nuevas caracteristicas que anadan distintas
funcionalidades. Finalmente, se presentan las conclusiones obtenidas en esta Tesis Fin de Méster.

5.1 Lineas futuras

En primer lugar, uno de los aspectos a mejorar en la infraestructura presentada es la gestién
de los fallos que se producen al ejecutar trabajos en entornos de computacién tipo Grid. Estos
pueden deberse a diferentes causas como errores en la programacién del workflow, fallos propios
de la aplicacién que se ejecuta o fallos debidos al propio entorno de ejecucion. Para lidiar con
estos fallos, se ha incluido una componente de gestién de fallos que trata los mismos de forma
general. Sin embargo, seria deseable incluir un modelo de gestion de fallos que permita realizar
un tratamiento més personalizado de los mismos a diferentes niveles. Una posible solucién seria
utilizar un sistema de gestion de fallos jerarquico. De esta forma, los propios mediadores deberian
ser capaces de tratar fallos relacionados con su entorno de ejecucién. Por su parte, la componente
de gestién de fallos genérica se encargaria de los fallos que no pueden ser tratados por los
mediadores y ofreceria politicas de mas alto nivel para la reejecucién de trabajos en otros entornos
o la utilizacién de workflows sustitutos [45]. Por tanto, la utilizacién de un sistema jerarquico de
fallos permitiria realizar un mejor tratamiento de los fallos ya que los mediadores pueden tener
mas informacién que la componente de gestion del fallo concreto que se ha producido y reducir
la sobrecarga del broker en el caso de que los fallos puedan ser tratados por el mediador.

Otro punto delicado de la infraestructura de integracién planteada es el broker de
coordinacién que gestiona los trabajos a ejecutar en los entornos disponibles. Dependiendo
del nimero de workflows cientificos que estén siendo ejecutados y su complejidad, este broker
podria estar sujeto a situaciones de sobrecarga e, incluso, a potenciales fallos. En ambos casos,
las consecuencias serian criticas desde el punto de vista de la solucién de integracién que se
propone. Una posible solucién seria el uso, durante estas situaciones, del servicio de colas Amazon
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SQ@ (Amazon Simple Queue Service), como alternativa més flexible al uso de Linda. Otra
posibilidad seria utilizar un sistema de coordinacion distribuido que incrementase la escalabilidad
y tolerancia a fallos de la infraestructura [46].

También se pretende mejorar la politica de meta-scheduling basada en simulacién propuesta
en este trabajo. Dicha mejora pretende aumentar la precision de la simulacién contemplando
aspectos como el movimiento de datos entre diferentes entornos.

Asimismo, se plantea mejorar el proceso de generacién de workloads. Generalmente, la
construccién de workloads se realiza de forma manual debido a su elevada complejidad y a
la dificultad para decidir el modelo estadistico que mejor se ajusta a los datos. Sin embargo,
seria deseable utilizar algin tipo de técnica que permita generar workloads de forma automatica
sin que el usuario tenga que intervenir en el proceso [47]. Esto permitiria refinar los workloads
en base a los nuevos datos obtenidos en cada ejecucion y liberar al administrador de dicha tarea.

Para mejorar el proceso de asignacién de tareas a infraestructuras, ademas de mejorar la
precision de los simuladores, se pretende mejorar el propio meta-scheduler. Para ello, se plantea
explorar y comparar algoritmos de meta-scheduling que usen diferentes modelos y técnicas
algoritmicas como modelos econémicos [48], algoritmos genéticos [49] o algoritmos basados en
inteligencia animal [50, [51]. El objetivo de esta comparacién es determinar bajo que condiciones
los algoritmos ofrecen un mayor rendimiento y permiten optimizar la solucién propuesta.

Un aspecto muy importante ligado a los algoritmos de meta-scheduling es la definicién de
pardmetros de calidad de servicio (QoS) y acuerdos de nivel de servicio (SLAs) [52]. En este
punto, se plantea la utilizacién de algoritmos de negociacién de contratos para cumplir los
parametros de calidad de servicio solicitados por el usuario [53]. También se pretende dar soporte
a requisitos de calidad de servicio que no estén uinicamente basados en métricas de rendimiento,
si no también en otros aspectos menos habituales, pero que también son demandados por la
comunidad de workflows cientificos [54], es el caso de requisitos de coste o requisitos de tolerancia
a fallos.

Otro aspecto clave en el &mbito de los workflows cientificos es el denominado provenance [55],
la recoleccién de datos que permitan reproducir los experimentos, compartir dichos experimentos
y reutilizar las técnicas, herramientas y metodologias empleadas. En este punto, se plantea el
registro de toda la informacion referente al proceso de ejecucién de los workflows y la utilizacion
de estédndares (XE@, OPM [56]) para almacenar dicha informacién y permitir la generacién
automadtica de workflows que faciliten las cuestiones anteriores.

De cara a dotar al framework de un mayor nimero de recursos computacionales, se plantea
integrar entornos de computacion basados en Cloud que permitan obtener recursos bajo demanda
y ayuden a satisfacer la calidad de servicio requerida por el usuario. En esa misma linea, se
pretende desarrollar nuevos mediadores que permitan integrar nuevos entornos de computacion
incluyendo Grids gestionados por diferentes middlewares (ARC [57], UNICORE [5§], etc.),
entornos de computacién voluntaria y efimera a través de sus respectivos middlewares (p. €j.
BOINC [59]) o clusters de computacién basados en la utilizacién de tarjetas graficas.

Finalmente, se pretende aplicar la infraestructura desarrollada a la resoluciéon de problemas
computacionalmente costosos ya sea dentro del ambito académico o empresarial. Para ello, se
pretenden establecer acuerdos de colaboracién con otros grupos de investigacién y con empresas
y la realizacién de estancias en centros de investigacion de referencia internacional.

Thttp://aws.amazon.com /es/sqs/
2http://www.xes-standard.org/
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5.2 Conclusiones

En este trabajo se ha presentado una estrategia de meta-scheduling basada en el uso de
técnicas de simulacién. Ademaés, se ha integrado un meta-scheduler que implementa dicha
estrategia en una infraestructura que permite ejecutar workflows cientificos, programados en
diferentes lenguajes, en varios entornos de computacion heterogéneos. Esta solucién ha permitido
abordar uno de los principales retos existentes en el dmbito de la ejecucion de workflows
cientificos: la posibilidad de ejecutar diferentes partes de un mismo workflow en diferentes
entornos de computacion, obteniendo una mejora en el rendimiento global del workflow.
Finalmente, por medio de un caso de uso real en el ambito de la computacién cientifica se
ha validado experimentalmente la viabilidad de la solucién y sus beneficios.

Para guiar el proceso de meta-scheduling se han utilizado técnicas de simulacion, algo que
no habia sido todavia explorado para este propédsito. Esta solucién, ha permitido tener en
cuenta diferentes parametros importantes para la toma de decisiones como la carga actual y
esperada de los entornos de ejecucién o la politica de scheduling utilizada en cada uno de ellos.
El desarrollo de un simulador genérico, el cual ha sido diseniado para ser facilmente reproducible
y adaptable, ha permitido desarrollar simuladores para diferentes entornos de computaciéon de
forma sencilla. Asimismo, el desarrollo de una metodologia para la construccién dindmica de
worklodas ha permitido simular las tareas en condiciones de carga reales, mejorando la precisién
de los resultados obtenidos en las simulaciones. Por tanto, la soluciéon propuesta se ha mostrado
como una estrategia vélida y efectiva al ser capaz de abordar la complejidad inherente de los
diferentes entornos de computacién proporcionando resultados muy parecidos a los obtenidos
en el entorno real. Este aspecto ha sido comprobado mediante la validaciéon experimental de la
técnica.

Este trabajo ha establecido las bases para un modelo de scheduling dindamico, transparente
para el usuario y que trata de aprovechar todos los recursos disponibles para mejorar el
rendimiento de los workflows. En cualquier caso, no se trata de un trabajo cerrado o finalizado,
sino que se han abierto nuevas posibilidades y lineas de trabajo futuro. La utilizacién de diferentes
algoritmos de meta-scheduling que no sélo optimicen el tiempo de ejecucién, si no que permitan
satisfacer varios tipos de requisitos de calidad de servicio y el establecimiento de acuerdos de
nivel de servicio que garanticen al usuario un nivel minimo de servicio son algunos de los aspectos
que podrian incluirse en la solucién presentada.

Finalmente, el trabajo de investigacion ha dado lugar a tres publicaciones cientificas,
con revisién por pares, en dos congresos internacionales: el III International Conference
on Cloud Computing, GRIDs, and Virtualization (CLOUD COMPUTING 2012) y el
1I International Conference on Simulation and Modeling Methodologies, Technologies and
Applications (SIMULTECH 2012); y un congreso nacional: las VIII Jornadas de Ciencia e
Ingenierfa de Servicios (JCIS 2012), todos ellos de referencia en los diferentes campos abordados
(computacién Grid, simulacién y servicios de computacion, respectivamente).
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