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Resumen

La realidad virtual (VR) es una nueva tecnologia inmersiva que estd llegando al nivel del
consumidor hoy en dia. La llegada de este nuevo medio conlleva la necesidad de generar nuevos
contenidos. Para ello, es necesario entender las diferencias de VR con los medios tradicionales.
Cuando el usuario se sumerge en esta tecnologia, se encuentra con un entorno que cubre los 360
grados a su alrededor y en el que tiene una gran libertad de accién desconocida hasta el momento.
Por ello, es de suma importancia estudiar cémo el usuario le presta atencién al entorno virtual
(VE), ast como el estudio de técnicas de control de la atencién. En esta interfaz entre el usuario y
el VE se encuentra la interaccion de varios sentidos. Una forma de poder controlar la interaccion
o la atencion del usuario es mediante supresién perceptual. En concreto, este trabajo se centra
en el estudio de la atencién visual en VR, ya que es el sentido dominante con el que exploramos
el VE. Durante este trabajo se mostrara como otro de los sentidos, el oido, es capaz de influir
en la percepcién visual en un entorno de VR hasta el punto de suprimirla durante unos instantes.

Existen distintos mecanismos de supresion visual bien conocidos. Ya sea debido al movimien-
to, a un flash, un parpadeo o un rapido movimiento del ojo, existen momentos en los que el ser
humano no es consciente de los cambios en los estimulos visuales que ocurren a su alrededor. Es-
tos mecanismos son utilizados en distintos &mbitos, pero normalmente requieren de un estimulo
que los desencadene. En este trabajo se realiza un experimento con usuarios en el que se observa
cOmo seis tipos de sonidos distintos son capaces de causar una supresion visual por medio de
efectos intermodales en una escena realista en VR. Este hecho da pie a sustanciales mejoras
en las técnicas y metodologias existentes, como la eliminacién de hardware anadido cuyo coste
resulta prohibitivo para un usuario medio. La inspiracién de este trabajo surge de la interseccion
entre varios campos: el entendimiento de los sistemas anatémicos y procesos fisiolégicos que mo-
delan cémo se procesa la informacién sensorial en el cerebro humano, junto con el conocimiento
de los retos presentes en informatica grafica respecto a VR, han hecho posible que surja la idea
de este trabajo.

Durante el experimento que se desarrolla en este trabajo, se demuestra que los seis tipos
de sonidos probados (entre ellos una frecuencia pura, ruido blanco, marrén y rosa) pueden
desencadenar la supresion visual, dispuestos en varias localizaciones fuera del campo visual del
usuario. Durante esta supresion, los participantes no son capaces de detectar la aparicion de
un estimulo visual frente a ellos, ni de reconocer correctamente la forma del estimulo visual
presentado en las pocas ocasiones en las que este es detectado. Una vez encontrado el efecto de
supresion visual se analiza cémo diversos factores influyen en el mismo, y se observa una gran
robustez del fenémeno de supresién en cuanto a todos los niveles de los factores comprobados.
Se discute cémo se podria integrar este efecto en una nueva técnica de control de la atencién en
VR y como esta técnica podria ayudar a aumentar la eficacia del tratamiento de exposicién para
aracnofobia con un nuevo tratamiento que los pacientes podrian llevar a cabo por su cuenta, sin
necesidad de contar con un terapeuta en todo momento.
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1. Introduccién

1.1. Contexto del proyecto

El auge de los sistemas de VR a nivel de consumidor ha permitido abrir nuevas lineas de
investigacién (ver Seccién 2.2). Algunos trabajos se centran en paliar o eliminar las limitaciones
y dificultades técnicas que siguen existiendo [1], otros en crear nuevas técnicas que mejoren la
usabilidad de esta nueva tecnologia [2]. Existe un tercer cuerpo de trabajos que abarca todas
las técnicas o aplicaciones que no entran directamente en ninguno de los dos anteriores, si no
que pueden trabajar de forma ortogonal a cualquiera de los dos para mejorar su aplicabilidad y
potenciar su eficacia [3, 4]. Como en el caso de este trabajo, este tltimo cuerpo busca una forma
de aprovecharse de las peculiaridades de la interaccion humana con el entorno.

La interaccién humana con el entorno puede entenderse a partir de tres de sus sentidos: vista,
oido y tacto. Estos tres sentidos forman parte de la interaccién tanto con el mundo fisico como
con el entorno virtual (VE). En concreto, la vista y el oido son los que mas estimulos del VE
reciben. De forma analoga a la interaccién con el entorno, definimos la atencién visual que un
humano presta a su entorno mayormente a partir de una informacion a priori simple: ;Hacia
donde estd mirando?

El conocimiento sobre la atencion es valioso en si mismo, porque nos aporta informacién sobre
el comportamiento humano en distintos entornos. En medios tradicionales (y con el foco puesto
en la atencién visual), esta informacién ha resultado ser 1til para campos tan diversos como
marketing [5] (a la hora de colocar elementos atrayentes para el consumidor en los anuncios),
generacién de contenido [6], compresién de video o imagen [7] (para preservar con mayor calidad
las zonas en las que el usuario se va a fijar més), robética [8], visién por computador [9] e incluso
medicina [10].

Ademds, poder dirigir la atencién visual del usuario permite ayudar al generador de contenido
a comunicarse con el usuario de forma més eficaz, haciendo que le preste mas atencién a las zonas
de mayor interés del medio que se le presenta [11]. También es posible aumentar sus capacidades
discriminativas y de reconocimiento en tareas de distinta naturaleza, desde el entretenimiento
hasta la medicina [12].

Ser capaz de modelar, predecir y controlar la atencién del usuario cobra ain mas importancia
en el ambito de la realidad virtual. De repente, el usuario adquiere un nuevo grado de libertad
que no poseia en los medios mas tradicionales. Al encontrarse en un entorno virtual inmersivo
vy que le rodea por completo, posee la opciéon de dirigir su atencién a cualquier parte de ese
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1. Introduccion

entorno, dejando de percibir la parte del mismo que queda fuera de su campo de visién (FOV).
Hasta ahora, la forma fisica de presentacién de los medios permitia en general contener toda
la informacién del mismo dentro del FOV del usuario. Incluso al pensar en una pantalla de
cine, un periddico o un escenario de teatro parece evidente que el usuario puede percibir toda
la informacién necesaria de la manera en que ha sido diseniada por el generador de contenido.

Durante este trabajo se pretende conocer hasta qué punto los modelos, predictores y técnicas
de control de la atencion pensados para medios tradicionales son aplicables a VR. Se estudiardan
sus limitaciones y se propondran alternativas o nuevas técnicas para modular la atencién en VR,
discutiendo cudl o cudles de dichas técnicas son aplicables en el ambito médico actual.

Después de estudiar las técnicas de control de atencién en medios tradicionales, queda claro
que algunas de ellas se benefician de efectos de supresiéon perceptual (como las técnicas de
subtle gaze direction). Por ello, se decide como un primer paso para la obtencién de una técnica
de control de la atencién, encontrar un efecto de supresion perceptual consistente en VR. En
concreto, debido a la fuerte influencia del sonido en los entornos inmersivos y a la necesidad de
crear una técnica que no sea visualmente intrusiva, se busca que dicho efecto sea de caracter
intermodal. Es decir, que un estimulo sonoro sea capaz de producir una supresién visual de algtiin
tipo. Con este efecto conseguido, la propuesta de una técnica de control de la atencién asociada
es practicamente inmediato.

1.2. Objetivo del proyecto

Este trabajo se sitda en la interseccién entre los campos de percepcién e informatica grafica.
Concretamente, se busca entender el funcionamiento de la percepcion audiovisual y su relacion
con la atencién en medios inmersivos y aplicar los conocimientos adquiridos a entornos de reali-
dad virtual (VR). Su objetivo tltimo es encontrar una idea o aplicacién que permita mejorar
procesos de rehabilitaciéon motora o hacer mas efectivo el tratamiento de exposicién para fobias,
ambas aplicaciones médicas que ya hacen uso de la VR [13, 14]. En concreto, se pretende de-
mostrar que un estimulo auditivo es capaz de influir en la percepcion visual hasta el punto de
producir una supresiéon perceptual momentanea que hace que el sujeto no sea consciente de la
informacién del entorno virtual en el que se encuentra inmerso por unos instantes. Poder inducir
una supresién perceptual de esta forma implica la posibilidad de manipular el entorno virtual
en el que se encuentra el usuario sin que éste sea consciente de ello, haciendo que su atencién
pueda ser controlada.

1.3. Alcance del proyecto
El alcance de este proyecto incluye:

= Recopilacion del trabajo previo relacionado con la percepcién audiovisual, modelos y pre-
dictores de la atencién, técnicas de control de la atencion y aplicaciones existentes relacio-
nadas con VR.



1. Introduccion

s Estudio de la atencién en entornos de VR. Andlisis de técnicas existentes de control de la
atencién y sus limites.

= Propuesta de una nueva técnica de control de la atencién basada en interacciones entre
los sistemas visual y auditivo. En concreto, demostracién de la existencia de un efecto de
supresién visual causado por el sonido.

= Diseno, implementacién y andlisis mediante estudios de usuarios del efecto de supresién
visual producido por una fuente de sonido para un conjunto controlado de condiciones.

= Discusién y planteamiento de su aplicacién en procesos médicos de rehabilitacién motora
y tratamiento de exposiciéon para fobias.

1.4. Organizacién del proyecto

Primero se explica el marco tedrico basico necesario para comprender el resto del trabajo
explicado a lo largo de la memoria en el Capitulo 2. Después, en el Capitulo 3 se presenta un
breve resumen de los trabajos previos relacionados con modelado de la atencién, predictores
de la atencién y técnicas de control de la atencién en medios tradicionales ademas de distintos
efectos de supresion perceptual. En el siguiente Capitulo (Capitulo 4) se presenta el experimento
realizado en este trabajo y se discuten sus resultados (Capitulo 5). A continuacién se relaciona
el experimento con las técnicas de modelado y control de la atencién en VR (Capitulo 6) y se
propone cémo utilizar una técnica de control con el efecto demostrado a partir del experimento,
aplicado al area de la medicina (Capitulo 7). Por tltimo se exponen las conclusiones de este
trabajo y se esboza la ruta a seguir como trabajo futuro.

1.5. Planificacion

Durante los tres meses aproximados de duracién del proyecto, el trabajo se ha dividido
en las siguientes tareas: documentacion del marco tedrico, estudio del estado del arte, diseno,
implementacién y andlisis de los dos experimentos realizados durante este trabajo, planteamiento
de aplicaciones en el campo de la medicina, documentacién y redaccion de la memoria. La
distribucién de estas tareas a lo largo del tiempo se puede ver en la Figura 1.1.

Las tareas de implementacién del experimento se han llevado a cabo principalmente en C#
con el IDE Visual Studio asociado al programa Unity 3D. Tanto los estimulos visuales como
auditivos han sido obtenidos con licencias Copyleft, que permiten su uso libre y gratuito. El
andlisis de los resultados se ha llevado a cabo con Matlab y R. Se han realizado copias de
seguridad tanto para la escena completa del experimento como para el cédigo implementado,
junto con un sistema de versionado de archivos en Google Drive.

En cuanto al disefio del experimento, se ha seguido un método iterativo en el que en cada
iteracion se presentaba y discutia un borrador del experimento y se proponian mejoras y nuevas
soluciones para la siguiente iteracion. Finalmente, con la propuesta final de diseno del experi-
mento se realizé un piloto con dos participantes para ajustar los distintos parametros asociados

10



1. Introduccion

al mismo y mantenerlos fijos para el resto de participantes, asi como para comprobar si se pro-
ducia el efecto esperado y para asegurar que no hubiese fallos de implementacién durante el
experimento.

L. ||
|
|
|
|
I
|
]
| |
]
Documentacién  |Bibliografia 11
y bibliografia Redaccién de la memoria 37
401

Figura 1.1: Diagrama de Gantt de las actividades realizadas a lo largo del proyecto.
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2. Marco teérico

En este capitulo se describen varios conceptos, tanto tedricos como practicos, que se utilizan
a lo largo de este trabajo. La intencion de este capitulo es la de ayudar a hacer de este docu-
mento un conjunto de informacién autocontenida. Sin embargo explicar en profundidad todos
los conceptos que aqui se utilizan seria demasiado extenso. Por ello, se explican los fundamentos
de cada concepto que se consideran suficientes y necesarios para sustentar la teoria utilizada en
este trabajo. Para una explicacién mas detallada se recomienda consultar la bibliografia de este
trabajo.

2.1. Los sistemas sensoriales

Los sistemas sensoriales (externos) son los encargados de procesar distintos tipos de energia
para convertirla en informacién relevante acerca de parte de la realidad circundante a un indi-
viduo. Se reciben distintos tipos de estimulos del exterior que son procesados y desencadenan
diversas respuestas, visibles o no, tanto en el cuerpo del receptor como hacia su entorno. En la
Figura 2.1 se puede observar de forma resumida una distribucién de las zonas de procesado final
del input sensorial de los dos sentidos o modalidades en los que este trabajo se centra: la audi-
tiva y la visual. Cada sistema sensorial se apoya en érganos o células altamente especializadas
para transformar la energia de los estimulos en pulsos eléctricos capaces de viajar por el sistema
nervioso.

El contral motor El tacto y la presién

La concentracién, la planificacién,
la resolucién de problemas

corpora

El habla Ellenguajef
El lébule frontal Lalectura
Ellébulo parietal
El olfato La visién

El I6bule temporal
El I6bule occipital El oido

El cerebelo El reconocimiento facial El cerebelo

Figura 2.1: Esquema de las zonas de la corteza cerebral en las que se terminan de procesar los estimulos sensoriales
externos que recibe el cerebro humano. También aparecen algunas zonas de respuesta asociadas a estos estimulos,
como la corteza motora o el drea del habla. Imagen de [15].
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2. Marco teodrico
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Iris Retina

DURHEQ RSKLARS

HEMI?ER
CEREBRAL DERECHO

Figura 2.2: Izquierda: Esquema anatémico del ojo. Derecha: Camino que sigue la informacién relacionada con los
estimulos visuales hasta llegar a la corteza cerebral. Imagen de [16].

Sistema visual. En el caso del sentido de la vista, su 6rgano especializado es el ojo. En
la Figura 2.2 se puede ver un esquema de este 6rgano y del camino que siguen los impulsos
producidos por los estimulos visuales hasta alcanzar la corteza del 16bulo occipital.

Los rayos de luz penetran en el ojo a través de la cornea y a continuacién pasan a través de la
pupila. La luz contintia su camino en un nuevo medio (el humor vitreo) hasta que llega a la retina.
El punto de mayor concentracion de rayos de luz en la retina es la févea, el punto de maxima
visién. A lo largo de la retina (y con mayor concentracién en dicho punto) se encuentran los conos
y los bastones, que son células altamente especializadas capaces de transformar la informacion
luminosa en impulsos eléctricos que llegan hasta el nervio éptico y salen del ojo hacia el cerebro.
El nervio 6ptico penetra en el craneo y se dirige hacia el quiasma éptico (situado en la base
del encéfalo), lugar en el que se cruzan los dos nervios dpticos. En el quiasma algunas fibras
del nervio 6ptico cambian de hemisferio segtin la zona de la retina en la que se ha recibido
el estimulo, como se puede ver en la Figura 2.2. Durante este recorrido de la informacién se
produce un primer procesado en el niicleo geniculado lateral del tdlamo, y a partir de ese punto
surgen las radiaciones épticas que viajan hasta la corteza visual donde se obtiene finalmente la
informacién del entorno. Gracias a las diferencias percibidas por cada uno de los ojos se puede
estimar la profundidad a la que se encuentran los objetos vistos.

En cuanto a la forma en la que los ojos se mueven, podemos distinguir entre dos tipos de
patrones: por un lado, existen las sacadas, que son movimientos rapidos del ojo entre dos puntos.
Por otro lado, se producen las fijaciones, que tienen lugar cuando el ojo se encuentra inmdvil o
fijo en un objeto o zona a la que se estd prestando atencion visual.

Sistema auditivo. En el caso del sonido, el érgano que procesa los estimulos hasta trans-
formarlos en senales eléctricas es el oido. El oido se compone de tres partes: oido externo, medio
e interno, como se puede observar en la Figura 2.3.
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2. Marco teodrico
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Figura 2.3: Izquierda: Esquema anatémico oido. Derecha: Camino que sigue la informacién relacionada con los
estimulos sonoros hasta llegar a la corteza cerebral. Imagen de [17].

La oreja actiia como un receptor de vibraciones (ondas sonoras) que captura y transmite a
través del conducto auditivo hasta el timpano. Al llegar al timpano, la vibracién se transfiere
hacia los huesos del oido medio, que la amplifican y conducen hacia la ventana oval del oido
interno. En este punto se produce un cambio al medio liquido de la misma forma que en el
sistema visual la luz llega al humor vitreo tras atravesar la pupila. En el oido interno este liquido
(perilinfa) estimula las células ciliacas dentro de la céclea. Estas células son las encargadas de
transformar el estimulo recibido en impulsos eléctricos que viajaran a través del nervio auditivo
hacia la corteza auditiva, pasando por el nicleo geniculado medial del tdlamo. La diferencia
temporal de las vibraciones que llegan a cada uno de los oidos permite localizar la direccién de
la fuente que los ha originado.

{Como se relacionan ambos sentidos entre si? La informacién sonora y visual se puede
complementar para ofrecer una mejor idea del mundo que nos rodea. Los estimulos procesados
por sus sistemas asociados se mezclan o coordinan para estimar con mayor precisiéon el movi-
miento de un objeto [18], para poder cruzar con mayor seguridad una calle abarrotada o para
entender mejor lo que dice una persona [19]. A pesar de que el sentido visual humano parece
ser dominante sobre el resto debido a sus ventajas a la hora de obtener informacion espacial del
entorno [20], el sentido auditivo muestra un valor tinico al suplir las carencias del primero, por
ejemplo informédndonos de lo que ocurre fuera de nuestro campo de visién, en la oscuridad o
detréas de cualquier objeto que bloquee nuestra visién [21]. A nivel neurolégico, se ha demostra-
do que existen zonas del sistema nervioso que procesan ambos tipos de estimulos o que se ven
afectados por las dos modalidades [22, 23] y que nuestra percepcién puede verse alterada cuan-
do se procesan estimulos provenientes de distintas modalidades que muestran incongruencias
[24]. Conocer la existencia de estas interacciones multimodales permite sacar el méximo partido
a las particularidades de nuestros sistemas perceptuales y crear aplicaciones més efectivas o
sorprendentes para el usuario.
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Figura 2.4: Sistema de VR completo de HTC Vive. Consta de unas gafas de VR (centro) que se colocan en la
cabeza y contienen tanto una pantalla para cada ojo como unos auriculares que transmiten el sonido de forma
binaural, dos mandos (inferior izquierda y derecha) con los que el usuario puede interactuar con su entorno y dos
trackers (superior izquierda y derecha) o localizadores que sirven para realizar el posicionamiento y seguimiento
del jugador en la estancia fisica. El movimiento capturado puede ser trasladado al VE de tal forma que el usuario
se vea reflejado en el mismo de una forma més realista. Imagen obtenida de la pagina oficial de HTC Vive.

2.2. La realidad virtual

La realidad virtual (VR) es una tecnologia multimedia surgida en la década de los 90. Sin
embargo, debido a limitaciones tanto de hardware como de software su llegada al consumidor se
ha visto retrasada hasta hace pocos anos. El auge de la VR viene acompanado por una explosién
en nuevas aplicaciones que se aprovechan de esta tecnologia (en educacién [25], medicina [26],
entretenimiento [27], etc.) y nuevas lineas de investigacién que buscan aumentar la frontera del
conocimiento gracias a su uso. La VR constituye un medio nuevo y fundamentalmente diferente
a los medios convencionales [28] que se caracteriza por un alto grado de inmersién y presencia,
ademds de nuevas formas de interaccién con el entorno virtual (VE).

Existen muchos distribuidores de gafas de VR, pero uno de los méas conocidos y el utilizado
en este trabajo es el sistema de realidad virtual de HTC Vive (Figura 2.4). Las especificaciones
de este sistema de VR se pueden ver en la Tabla 2.1. El head mounted display (HMD) presenta
integrado un eyetracker de la empresa Pupil Labs (Figura 2.5), cuyas especificaciones se pueden
consultar en la Tabla 2.2. Los eyetrackers son aparatos utilizados para medir la posiciéon de la
pupila y el movimiento ocular. Se utilizaran en este trabajo para obtener datos adicionales de
los participantes del experimento.

Los sistemas de VR permiten a los usuarios sentirse inmersos en los VE sin requerir un
alto grado de concentraciéon. Cuando el usuario se encuentra en VR se cumple el principio de
suspension de la incredulidad que le permite disfrutar de la experiencia dejando a un lado su
sentido critico. Los trackers del sistema permiten una interaccion més natural con el entorno,
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Pantalla AMOLED dual 3.5”

Resolucién 1440x1600 pixeles por ojo (2880x1600)
Tasa de refresco 90Hz

Campo de visiéon (FOV) | 110 grados

Tabla 2.1: Especificaciones técnicas del sistema de VR HTC Vive.

Figura 2.5: Montaje del eyetracker de Pupil Labs en el sistema de VR de HTC Vive. El eyetracker consiste en
dos cdmaras de visién infrarroja montadas cada una en un anillo con varios LEDs que se colocan sobre las lentes
de las gafas de VR y apuntan directamente al ojo del usuario. Imagen obtenida de la web oficial de Pupil Labs.

lo que aumenta el grado de inmersién. Pese a las grandes ventajas de este nuevo medio se debe
tener en cuenta que cualquier desajuste entre lo que el usuario espera percibir debido al VE y
lo que percibe realmente producird un malestar fisico en el usuario (simulator sickness).

Las diferencias entre VR y el resto de medios convencionales son también las razones de que
surjan grandes retos de investigacién a su alrededor. Una forma de mejorar la experiencia del
usuario y evitar los problemas asociados a esta tecnologia es utilizar un mejor hardware. Otra,
es tener en cuenta las particularidades del sistema sensorial humano y aprovecharlas para crear
aplicaciones de forma mas inteligente y eficaz. Los trabajos de grandes grupos de investigacion
de reconocida fama internacional como Nvidia e Intel [3, 4] ademds del grupo Graphics and
Imaging Lab de la Universidad de Zaragoza, del que la autora forma parte, sugieren que este es
un camino prometedor y potencialmente beneficioso para el campo [29, 30].

Frecuencia de muestreo | 120Hz
Campo de visién (FOV) | Hasta los limites de HTC Vive

Precisiéon 0.08 grados
Latencia de camara 5.7ms
Resolucién 640x480

Método de calibracién 2D - 7 puntos

Tabla 2.2: Especificaciones técnicas del sistema de eyetracker de Pupil Labs montado en el HMD de HT'C Vive.
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3. Trabajo relacionado

A continuacién se presenta un resumen del trabajo relacionado con este proyecto. Para
facilitar la comprensién del mismo, éste se presenta agrupado por distintas categorias, cada una
de ellas relacionada con un aspecto concreto o la totalidad del trabajo que se desarrolla en
este documento. Esta seccién no pretende ser exhaustiva, si no dar una idea general de algunos
campos relacionados con este trabajo.

Supresion perceptual e interacciones intermodales. Existen diversos trabajos que se
dedican a estudiar cémo funcionan los mecanismos responsables de la supresién perceptual.
Existen fenémenos bien conocidos, como la rivalidad binocular [31], la ceguera inducida por
el movimiento [32], la supresién causada por un flash [33] o supresién sacddica [34]. Existe
también la supresién perceptual intermodal, como la ilusién de la linterna [24] en la que un
sonido influye en la percepcién de continuidad de un estimulo visual. Estos fenémenos sirven,
entre otras cosas, para estudiar las diferencias entre el procesamiento consciente e inconsciente
de los estimulos visuales, o para utilizar estimulos visualmente invisibles en un experimento. En
el caso del control de la atencién, la supresiéon visual permite modificar el entorno del usuario
sin que este sea consciente de los cambios. Se ha demostrado recientemente que las interacciones
intermodales se mantienen en VR [35]. De hecho, existen varios experimentos que utilizan la
supresién perceptual para dirigir, controlar o predecir la atenciéon del usuario en VR como los
trabajos de Arabadzhiyska et al. [4], Sun et al. [3], Langbehn et al. [36] y Bolte et al. [37]. Estos
trabajos se explican mas a fondo en la Seccién 3.1.

Modelos de atenciéon convencionales. Existen muchas formas de modelar la atencién
humana. Por un lado hay modelos analiticos que tratan de predecir la atencién [38]. Por otro,
colecciones de descubrimientos o reglas que describen con rasgos generales el comportamiento
humano. Algunas se centran en el oido [39] pero la mayoria de ellas se centra en la atencién visual
[40], ya que la vista es el sentido dominante en los humanos (Seccién 2.1). Otros trabajos tienen
en cuenta més de una modalidad, como la audiovisual [41]. Una de las teorias aceptadas es la de
Wolfe y Gray [42], que clasifica las caracteristicas que mas llaman la atencién de los estimulos
visuales en tareas de busqueda. El trabajo de Ditterich et al. demuestra que la atencién visual y
las sacadas estan correladas [43, 44]. La atencién visual también se relaciona con el sonido [45].

Una forma de predecir dénde se fijara alguien es calcular un mapa de saliencia. La saliencia es
una caracteristica propia de un objeto que indica cuanto resalta comparado con su entorno local.
Los mapas de saliencia pueden calcularse a partir de las propias caracteristicas de la imagen,
teniendo en cuenta por ejemplo los factores que nos llaman la atencién de la teoria de Wolfe
[46]. Otra forma de calcularlos es la que se utiliza en el trabajo de Sitzmann et al. [29], donde el
mapa de saliencia de una escena se calcula promediando las observaciones reales de un conjunto
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de personas. Otra forma de estudiar en qué partes y en qué orden se ha fijado alguien son los
scanpaths. Estas visualizaciones pueden aportar informacién extra sobre la duracién de cada
fijacién y el patrén espacial seguido [47].

Podemos entender por control de la atencién una modificacién intencionada de la misma,
va sea haciendo que el objetivo de la atencién cambie o que pase por alto ciertos eventos. Un
parpadeo de alta frecuencia presentado en una imagen puede captar nuestra atencién [48]. Si
alguien grita nuestro nombre en medio de una fiesta nos llamara la atencién (cocktail party effect
[49]). Todas estas técnicas pueden clasificarse como sutiles o invasivas. Las primeras ocurren sin
que el usuario sea consciente de que ha recibido un estimulo que le ha hecho modificar su atencién
[50]. Las segundas utilizan estimulos obvios que llaman la atencién de forma abierta [51]. Las
técnicas sutiles incluyen seguir la mirada de otra persona [52], ligeras modulaciones de color o
luminancia [53], parpadeos de una frecuencia determinada [54] o aplicacién de filtros de blur
sobre la escena [11]. Las técnicas invasivas incluyen resaltar con cajas rojas los objetos a los que
hay que prestarles atencion o modificar su tamano [55]. La atencién auditiva se puede mejorar
con estimulos visuales [56] y viceversa [57].

Uso de VR en medicina. La realidad virtual ha demostrado ser un recurso valioso para la
medicina [58]. Junto con las terapias tradicionales, es capaz de mejorar el tratamiento en casos
tan diversos como la disminucién del dolor [59], diagnéstico de problemas psicolégicos [60], reha-
bilitacién motora [61], tratamiento de exposicién para fobias [62] y evaluacién de preoperatorio
[63]. También sirve a la hora de educar en salud [64]. Esta nueva tecnologia no es sélo 1til para
los pacientes, si no también para los médicos, ayudandoles por ejemplo a tratar de forma més
eficiente imagenes médicas [65] asi como a integrar la informacién obtenida a partir de imégenes
médicas con el paciente [66], a realizar operaciones tanto con la asistencia de robots [67] como a
distancia [68]. Una de sus grandes aplicaciones es el entrenamiento para estudiantes de medicina
[69] en distintos tipos de situaciones y procedimientos, normalmente utilizando simuladores de
operaciones [70]. Se ha llegado a un punto en el que la realidad virtual no forma parte dnica-
mente de laboratorios de investigacién, si no que ya existe en el mercado [71] e incluso algunos
hospitales [72]. Se puede por tanto afirmar que la VR se entrelaza cada vez més con el campo
de la medicina. Por ello, cualquier avance significativo en esta tecnologia posee el potencial de
ayudar a mejorar la calidad de vida de los pacientes que la usan actualmente y de permitir que
mas gente se beneficie de su uso.

3.1. Experimentos previos de supresion perceptual

Existen varios experimentos previos que utilizan la supresiéon perceptual para dirigir, con-
trolar o predecir la atencion del usuario en VR.

El trabajo de Arabadzhiyska et al. [4] (Figura 3.1) utiliza el conocimiento previo sobre
las caracteristicas de las sacadas para crear una nueva técnica de renderizado foveal. En el
renderizado foveal se pretende reducir el coste computacional de la escena renderizando a maxima
calidad sélo la zona a la que el usuario estd mirando directamente. Las zonas a las que no
presta atencién se renderizan con una calidad menor. El problema surge durante los cambios de
atencién del usuario. Un cambio de atencién o un cambio del lugar al que el usuario esta mirando
implica que la zona que debe renderizarse con mayor calidad debe moverse con el usuario. Si
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este movimiento se produce después del cambio de atencién visual, el usuario verd la zona de
mala calidad durante unos instantes, lo que produce una mala experiencia. Pero, jcomo predecir
el nuevo lugar al que acabard mirando el usuario? Con la ayuda de un eyetracker y conociendo
la naturaleza balistica de las sacadas [73], Arabadzhiyska et al. pueden conocer el punto de
aterrizaje de la mirada del usuario antes de que la sacada termine, por lo que pueden mover
la zona de maxima calidad a este punto de aterrizaje antes de que el usuario llege al mismo.
Durante las sacadas no somos conscientes de los cambios en nuestro entorno [34] (supresién
visual causada por una sacada), por lo que el usuario no se da cuenta del cambio ni ve una zona
de mala calidad en ningtin momento.

(b)

Figura 3.1: Ilustracién del método de Arabadzhiyska et al. de renderizado foveal (dltima columna). Imagen de [4].

En el caso de Sun et al. [3] (Figura 3.2) también se utiliza la supresién visual causada por
sacadas. El d&mbito de aplicacién de esta técnica es la redireccién en el espacio fisico (o redirected
walking - RDW). Las técnicas de RDW surgen en VR para intentar solucionar el problema de la
diferencia entre el espacio fisico disponible para utilizar el HMD y el espacio virtual en el que se
puede mover el usuario. Su objetivo es modificar la trayectoria fisica del usuario sin que este se
dé cuenta para que le dé la sensacion de que dispone de un espacio mayor, equivalente al virtual,
por el que puede moverse libremente. Este tipo de técnicas poseen limitaciones en cuanto al
ratio entre espacio fisico y virtual que son capaces de relacionar sin que el usuario sea consciente
de ello. Llega un punto en el que el usuario ve el mundo virtual demasiado distorsionado o se
da cuenta de que sus movimientos reales no se trasladan de la forma que se esperaria al mundo
virtual. Para mitigar este problema y permitir un ratio mayor de redireccionamiento, Sun et al.
proponen modificar el entorno del usuario cuando este no sea consciente del cambio. Utilizan un
eyetracker para identificar los momentos en los que se producen las sacadas, y los aprovechan
para aumentar la modificacién necesaria para la técnica de RDW sin que el usuario note ningin
cambio. Ademads, para aumentar la frecuencia con la que pueden aplicar su técnica, inducen
sacadas artificiales mediante estimulos visuales. En este caso la supresién visual se induce con
un estimulo visual.

Existen otros trabajos, como el de Langbehn et al. [36] que se aprovechan de la supresién
visual que se produce durante los parpadeos para introducir modificaciones en el mundo virtual
sin que el usuario se dé cuenta. Bolte et al. [37] también tratan de reorientar y reposicionar
al usuario dentro del VE aprovechiandose de la supresién sacddica. Estos articulos no seran
discutidos en més detalle en este trabajo.

La clave para que estos trabajos funcionen es la supresién perceptual (visual, en este caso)
que puede producirse de varias formas, entre ellas durante las sacadas. Su mayor limitacién es
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Camino virtual

Camino fisico

(a) Ojo izquierdo, antes de la sacada (b) Después de la sacada () Setup experimental. A la izquierda, el camino fisico superimpuesto con el camino virtual seguido

Figura 3.2: Ilustracién del método de Sun et al. de renderizado sacadico. En la imagen de la derecha se puede
observar la diferencia entre el camino recorrido fisicamente por el usuario (azul) y el recorrido en la estancia
virtual (naranja). Imagen de [3].

la necesidad de un eyetracker para poder aplicar estas técnicas. Los eyetrackers son dispositivos
en general de un precio elevado que no estan al alcance del consumidor medio, aunque si de
un equipo de investigacién. Uno de los objetivos de este trabajo es conseguir un efecto similar
al de estas técnicas eliminando la necesidad de ningtin hardware adicional. La eliminacién del
eyetracker supone una reduccién dréstica en el coste del hardware necesario (en el caso concreto
del eyetracker de Pupil Labs para el HMD de HTC Vive, su precio actual es de 1400€ frente
a los 1399€ que cuesta el sistema completo de HTC Vive), ademds de una reduccién de carga
computacional para la maquina (el procesamiento de la informacién que llega de las cdmaras
del eyetracker consume al menos la totalidad de un nicleo del ordenador, y requiere de un
sistema de almacenamiento con espacio suficiente y lo bastante rapido para la transferencia de
las imdgenes que se graban). Por ello cabe destacar que la técnica propuesta en este trabajo,
que se explicard en la Seccién 4.1, no necesita de un eyetracker para funcionar. Sin embargo se
ha elegido utilizar uno para poder obtener mas datos de los participantes.

Para poder eliminar la necesidad de un eyetracker es necesario estudiar una forma alterna-
tiva y no intrusiva de producir la supresién visual. Se desea evitar utilizar estimulos visuales
potencialmente visibles para desencadenar la supresién y depender de una accién consciente
del usuario [36]. El método a emplear deberia ser no intrusivo para el usuario, y a la vez lo
suficientemente fiable para poder aplicarlo de forma consistente.

Se sabe (Seccién 2) que el procesamiento de los estimulos auditivos y visuales esta relacio-
nado. También que los estimulos auditivos pueden generar sacadas, reduciendo su latencia y
mejorando su precisién [74]. En el experimento explicado en la Seccién 4.1 se demuestra que se
pueden utilizar distintos tipos de sonidos para desencadenar supresién visual de forma consis-
tente, fenémeno que podria ser aplicado a las técnicas descritas en esta seccién que se sirven de
la supresion perceptual para su funcionamiento. Este efecto no depende de un eyetracker para
su funcionamiento, por lo que cumple con los requisitos propuestos en este trabajo.
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En este capitulo se describe la idea que fundamenta este trabajo: la biisqueda de una nueva
técnica de supresion perceptual (en concreto visual) para VR desencadenada mediante estimulos
sonoros, a partir de la cual se pueda construir un modo de controlar la atencién, con posibles
aplicaciones en el campo de la medicina. Los resultados obtenidos se analizan en el Capitulo 5.

4.1. Descripcion del experimento

Las interacciones entre el sistema humano visual y el auditivo son complejas y todavia no se
entiende del todo su funcionamiento a nivel del sistema nervioso. Sin embargo, estd demostrado
que un estimulo de una modalidad puede influir en la otra, provocando tanto una mejora de su
rendimiento, bien conocida [74], como un efecto de supresién [75, 76, 24].

El objetivo de este experimento es encontrar un sonido que desencadene sacadas o produzca
algin otro tipo de supresion visual. Como se ha visto en la Seccién 3.1, una vez se obtiene un
método de supresion perceptual éste se puede aplicar a varias técnicas de control de la atencién.
La supresion en si hace que el usuario no sea consciente de las modificaciones del VE a su
alrededor, por lo que es una forma por si misma de controlar la atencion, o desviarla, en el
momento mas oportuno.

Experimento realizado

Participantes. Un total de 35 participantes realizaron el experimento. La media de edad
de los participantes era de 24 anos con una desviacién de 8. Del total, 13 eran mujeres. Todos
tenfan vision normal o corregida y no presentaban problemas auditivos. 34 participantes no
conocian el objetivo del experimento.

Equipamiento. El hardware utilizado durante el experimento ha sido un sistema de RV
completo HTC Vive Pro (las gafas de VR (HMD) y dos trackers con una superficie calibrada
de 4x1.5m por la que el usuario podia moverse libremente durante el experimento). Integrado
en el sistema se encuentra un eyetracker de Pupil Labs (frecuencia de muestreo = 120Hz). Las
especificaciones completas del HMD y del eyetracker se pueden consultar en la Seccién 2.2. Un
unico ordenador se utilizaba para el experimento, con un procesador i7-7700 a 3.6GHz, 16GB de
RAM y una tarjeta grafica Nvidia 1060GTX con 6GB de memoria DDR5 dedicados. En cuanto
al software, todas las escenas fueron programadas en Unity 3D (versién 2018), utilizando los
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plug-in de Pupil Labs para grabar, el software de Steamm VR para integrar el sistema de VR y
el plug-in de captura VR-capture disponible para Unity. El SO utilizado es Windows 10.

Estimulos visuales. Los estimulos visuales (Figura 4.1) consistian en cinco formas simples
(circulo, cuadrado, rombo, pentdgono y estrella de cinco puntas) con relleno blanco y un borde
de un grosor del 5% del tamano de la forma de color gris para evitar que el estimulo se pudiera
confundir con un fondo blanco. El tamano de los estimulos es de un grado en el campo visual.
Al aparecer, los estimulos visuales permanecen 24ms en el campo de visién del usuario. Tanto el
tamano del estimulo como el tiempo de visualizacién se han fijado siguiendo el trabajo de Hidaka
et al. [76] en el que se demuestra que los estimulos auditivos pueden empeorar la discriminacién
de estimulos visuales en una pantalla convencional. El estimulo visual puede aparecer en tres
localizaciones posibles de forma aleatoria: en el centro del campo visual del usuario (FOV),
cuatro grados a la derecha del centro del FOV o cuatro grados a la izquierda del centro del
FOV. En adelante, estas tres condiciones seran visFront, visRight y visLeft respectivamente.
Antes de la realizacion de este experimento se realizé un experimento previo con 7 participantes
para asegurar que estos estimulos son visibles en unas condiciones idénticas excepto por la
ausencia de estimulos sonoros. En el Anexo A puede encontrarse una descripcion detallada de
este experimento y sus resultados y la motivacién para las distintas localizaciones de los estimulos

' OO0

Figura 4.1: Estimulos visuales presentados durante el experimento.

Estimulos sonoros. Los estimulos auditivos consisten en un conjunto de seis posibles soni-
dos, elegidos en base a la literatura: ruido blanco [76], ruido rosa [77], ruido marrén (los cambios
aleatorios entre una nota y la siguiente pueden llamar la atencién més que algo predecible [21]),
frecuencia pura [21], sonido de supervivencia [21] y voz humana [21]. La hipétesis es que estos
sonidos llamaran la atencién del participante, que producird sacadas o algin otro tipo de res-
puesta visual hacia el origen del sonido. Todos los estimulos presentan la misma duracién, 400ms,
para que los sonidos més complejos (el de supervivencia y la voz humana) sean distinguibles.
Los sonidos aparecen en tres posibles localizaciones, siempre fuera del FOV del participante:
detras, a la izquierda y a la derecha. Los sonidos se localizan fuera del FOV del participante
para desencadenar una mayor desviacién de su atencién [21]. En la Tabla 4.1 se puede observar
una relacién completa de los estimulos presentados en este experimento.

Procedimiento. Los participantes se encuentran en una sala virtual similar a un salén a
tamafio real como el de la Figura 4.2. Aparecen detrds de la mesita y la alfombra y tienen un
espacio real de 4x1.5m para moverse libremente durante el experimento. Antes de introducirles
en esa escena se les muestra otra similar pero sin mobiliario, en la que se explican las mecanicas
del experimento que realizardn y pueden acostumbrarse al VE. Al participante se le explica que
vera aparecer formas visuales sencillas en su campo visual y que cuando vea una debera avisar
al experimentador. El participante no sabe cuantas formas diferentes pueden aparecer, ni cua-
les, antes de verlas. También se le dice que escuchard sonidos aleatorios durante el experimento
que pueden o no coincidir con la aparicién de los estimulos visuales, pero que sélo debe avisar
al experimentador cuando detecte un estimulo visual, aunque reconozca su forma. Cuando el
experimentador es avisado pulsa un botén del teclado y aparece una pantalla traslicida en las
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Factores vs Con-
diciones

Condicién visual
18 estimulos

Condiciéon sonora
18 estimulos

Condicion bimo-
dal 18 estimulos

Factor posicién

(visual) 3 niveles (aleatorio) | 0 3 niveles (aleatorio)
Factor forma . . . .

. 5 niveles (uniforme) | 0 5 niveles (aleatorio)
(visual)

Factor tipo so-

0

6 niveles (aleatorio)

6 niveles (uniforme)

nido
Factor localiza-
cién sonido

0 3 niveles (aleatorio) | 3 niveles (uniforme)

Tabla 4.1: Tabla resumen de las condiciones exploradas en este experimento.

cuatro paredes de la habitacién con la pregunta ;Qué ha visto?. En ese momento el experimen-
tador pregunta al participante cual es el estimulo que ha visto para registrar su respuesta. El
usuario contesta con el nombre de la forma que ha visto si la ha reconocido, o dice que no la ha
reconocido si ese es el caso. El experimentador guarda la respuesta del usuario pulsando otro
botén del teclado (uno distinto para cada estimulo visual, otro para cuando el usuario ha visto
algo pero no ha reconocido la forma) y el experimento continta. Si el experimentador ha pulsado
el primer boton del teclado por error sin que el participante le haya indicado nada, existe otra
tecla para indicar esta posibilidad y anular el registro de la respuesta.

Durante el experimento pueden aparecer estimulos sélo visuales, audiovisuales (la forma
precedida por un sonido en una localizacién fuera del campo visual del participante), o sélo
auditivos, en los que el usuario no debe avisar al experimentador. Llamaremos a estas condi-
ciones condVis, condBi y condSoun respectivamente. En cada experimento, el participante ve
18 estimulos de cada una de las tres condiciones. Durante el disefio del experimento, se decidié
utilizar este procedimiento por varias razones.

= Los estimulos de la condicién condVis sirven como centinelas para asegurar que el usuario
esta prestando atencién a la tarea indicada.

= Los estimulos condVis permiten obtener una segunda confirmaciéon de su visibilidad para
el participante. Ademads sirven como linea de base para compararlos con los estimulos
audiovisuales, lo que permite tanto un estudio estadistico de los datos entre distintos
usuarios como dentro de un mismo usuario.

= Al haber estimulos de distintos tipos, es menos probable que el participante asocie el sonido
con la aparicién del estimulo visual. Si esto ocurriera, el participante podria anticipar el
momento de aparicion de un estimulo visual al escuchar el sonido, y se desea evitar este
efecto.

= Los estimulos condSoun, poseen una funcién distractora para evitar el efecto de habituacion
ya mencionado.

= Los estimulos condBi son la forma ma&s directa de saber si el participante es consciente de
que se ha producido un cambio visual cuando escucha el sonido. Si el usuario no reporta
haber visto una forma, esto quiere decir que la parte sonora del estimulo ha distraido la
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atencion del participante el tiempo suficiente como para que este no sea consciente de
haber visto el estimulo visual durante la duraciéon del mismo.

Cada estimulo visual aparece durante 24ms, cada sonido dura 400ms, y el tiempo entre
estimulos tiene una duracién aleatoria entre 5 y 10s. En el caso de los estimulos condBi, la
parte visual aparece 100ms después de que el sonido haya comenzado a reproducirse. El orden
de los estimulos es aleatorio para cada participante para evitar efectos debidos al orden de
presentacién. Durante el experimento, los usuarios oyen los 6 sonidos una vez en cada una de las
3 localizaciones posibles (18 estimulos condBi). También ven 18 estimulos condVis repartidos
de tal forma que cada geometria se repite al menos 3 veces. Ya que en el experimento previo
(Anexo A) se ha comprobado la visibilidad de los estimulos visuales en las tres localizaciones
posibles dentro del FOV del participante, en este experimento la localizaciéon de la parte visual
del estimulo tanto en la condicién condBi como en condVis es aleatoria y no se muestrea de
forma exhaustiva para mantener el tamano del experimento y sobre todo su duracién dentro de
unos limites aceptables que no causen malestar debido a pasar un tiempo excesivo en VR. Los
18 estimulos restantes de la condiciéon condSoun se presentan también de forma aleatoria.

Todos los usuarios ven los mismos estimulos del experimento (condBi) y control (condVis)
iguales, y se les presenta el mismo nimero de estimulos (18x3 condiciones, 54). Adicionalmente
los participantes escuchan un sonido de fondo durante la duracién del experimento, que consiste
en sonido ambiente de un parque [78] que se escucha a través de una de las ventanas del saldn,
que estd abierta, y un podcast de noticias [79] que se escucha por un altavoz situado en la escena
a la derecha de la televisién. La intencién del sonido de fondo es hacer la escena més compleja y
realista, y evitar que el inico sonido que escuche el participante sea el de los estimulos condSoun.

Antes de comenzar, el usuario recibe una explicacién del procedimiento del experimento y
el sistema para comunicar las respuestas al experimentador. Se le informa de la presencia de
sonidos aleatorios durante el experimento, de que los estimulos visuales apareceran y desapare-
ceran muy rapidamente y de que debe estar centrado en reconocer la aparicién de los estimulos
visuales. El usuario es informado de que si siente cualquier tipo de malestar o mareo debe avisar
al experimentador para que pare el experimento. Antes de que el experimentador le ponga el
HMD, el participante rellena un cuestionario con datos sociodemograficos (edad, género, estu-
dios, trabajo, problemas visuales y uso y experiencia previa con VR). Una vez puesto el HMD,
se realiza una calibracién del eyetracker en la que el usuario debe mirar fijamente a un punto
que se mueve por siete localizaciones fijas de la pantalla. Por tdltimo, después de realizar el
experimento, el usuario rellena la segunda parte del cuestionario (si ha sentido algin tipo de
malestar, si ha visto u oido algo extrano, o ha notado algin cambio a lo largo del tiempo en el
experimento, si ha sido consciente de los temas que se trataban en el podcast que se escuchaba de
fondo y un apartado de escritura libre por si quiere comunicar algo més al experimentador). En
el Anexo B se puede ver el cuestionario que rellenaron todos los participantes. Opcionalmente,
como agradecimiento por su participacion, los usuarios podian probar un minijuego del HMD
después de realizar el experimento.

Como ultima consideracion sobre el experimento, es necesario tener en mente que los estimu-
los elegidos en esta ocasion estan desprovistos de cualquier tipo de semantica en relaciéon con
la escena presentada. Esto implica que los estimulos visuales (formas geométricas simples, pla-
nas, que flotan en el aire) destacan de forma intencionada en el contexto en el que han sido
colocados (un escenario realista y complejo). Lo mismo ocurre con los sonidos, que no estan
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Figura 4.2: Escena obtenida de la tienda de Assets de Unity 3D [80], en la que los usuarios realizan el experimento.
Vista del HMD. La posicién inicial de los participantes se encuentra a la derecha de la mesa, en frente de la
televisién.

integrados en el ruido de ambiente. Este hecho no es casual, si no calculado, en un intento de
que el efecto encontrado en este experimento sea lo mas conservador posible. Si los estimulos
visuales hubieran tenido un significado seméntico relacionado con la escena vista por los parti-
cipantes del experimento, estos habrian pasado desapercibidos més ficilmente, potenciando el
efecto de supresién perceptual. De la misma manera, si los estimulos sonoros formasen parte de
la ambientacion, es posible que los participantes no hubiesen sido conscientes de la presencia de
los mismos. Ambos estimulos pueden adaptarse al contenido en todo momento, para acentuar
el efecto aqui mostrado.
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En esta Seccion se realiza un analisis de los resultados obtenidos en el experimento de la
Seccién 4.1. Primero se comprueba que existen diferencias significativas entre las condiciones
condVis y condBi (Seccién 5.1) y se comparan los resultados de la condicién visual con el
experimento previo (5.2). Una vez comprobado que existen estas diferencias, se estudia cuéles de
los factores manipulados en el experimento influyen de forma significativa en ellas (Seccién 5.3).
Se analiza la deteccién y el reconocimiento de estimulos visuales por separado, y se profundiza
més en las particularidades de los estimulos de la condicién condBi (Seccién 5.3). Por tltimo,
se comentan los resultados obtenidos con los eyetrackers de forma cualitativa (Seccién 5.5) y
parte de la informacién subjetiva reportada por los participantes sobre la intrusividad de los
sonidos presentados en el experimento (Seccién 5.4). En la Seccién 5.6 se resumen los resultados
obtenidos en el andlisis.

5.1. Analisis de las condiciones visual y bimodal

En total, se presentan 36 estimulos visuales a cada participante. Estos 36 estimulos visuales
son siempre una de las cinco formas descritas en el Capitulo 4. De esas 36 formas, la mitad
(18) aparecen 100ms después de que se haya iniciado uno de los seis sonidos utilizados en el
experimento.

Siete participantes fueron eliminados del andlisis por no superar el 25 % ni de deteccién ni de
reconocimiento de los estimulos visuales. Para esta eliminacion sélo se han utilizado los estimulos
de la condicién condVis que servian como control en el experimento. Los resultados presentados
en esta Seccion corresponden a los 28 participantes restantes.

Se presenta un resumen de los resultados en la Tabla 5.1 para la deteccién de los estimulos
visuales y en la Tabla 5.2 para el reconocimiento. En las esta Seccién y en la Seccién 5.3 se
explica cémo se han realizado los analisis que aparecen en ellas.

Si se tiene en cuenta ese total de 36 formas (condVis+condBi), la deteccién media de los
participantes es del 36.44 % (4+6.97 % desviacién tipica), de los cuales reconocen correctamente
un 58.04 % (£14.55%). Debido a la diferencia con la media del experimento previo (Anexo A),
en el que se detectaban y reconocian 50 estimulos visuales en igualdad de condiciones con el
experimento de la Seccién 4.1) en el que el porcentaje de deteccién era aproximadamente del
88 % v el de reconocimiento del 72 % se sospecha que existen diferencias significativas entre las
condiciones condVis y condBi.
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Deteccié d Fi

e,ecmon . ¢ Influye | P-valor sura Efecto
estimulos visuales asociada
Condicién Decrece para condBi. La presencia de soni-
(condVis vs | Si < 0,001 | Figura 5.1 do disminuye la deteccién de los estimulos
condB1) visuales
Forma del . . .

; . No 0.821 Ninguna La forma no influye en la deteccién
estimulo Visual
Localiz?cic')n No 0.199 Figura 5.5 Lz?s tr'e/s lo'cal.izaciones produ'c/en una dis-
del sonido minucién similar en la deteccién
Los seis sonidos explorados producen una

Tipo de sonido | No 0.57 Figura 5.6 disminucion similar en la deteccién para

condVis+condBu.

Tabla 5.1: Tabla resumen de los resultados obtenidos para la deteccién de estimulos visuales en el experimento

de la Seccién 4.1

Reconocimiento Ficura
de estimulos | Influye | P-valor 8 . Efecto
. asociada
visuales
Condicién Decrece para condBi. La presencia de so-
(condVis vs | Si < 0,001 | Figura 5.3 nido disminuye el reconocimiento de los
condBt) estimulos visuales
Forma del ] ‘ El pentagono es 51gn1ﬁcatlyam?nte dlf.e—
) . Si < 0,001 Figura 5.3 rente del resto. Para condBi la influencia
estimulo Visual .. .
significativa de este factor desaparece.
Localizacidn La presencia del sonido en una de las tres
. Si < 0,001 | Figura 5.5 localizaciones estudiadas disminuye signi-
del sonido . o
ficativamente la tasa de reconocimiento
La presencia de uno de los seis tipos de
Tipo de sonido | Si 0.015 Figura 5.6 sonido estudiadios disminuye significativa-

mente la tasa de reconocimiento

Tabla 5.2: Tabla resumen de los resultados obtenidos para el reconocimiento de estimulos visuales en el experimento

de la Seccién 4.1
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Para comprobarlo se realiza un test de Wilcoxon (puesto que no podemos asegurar la nor-
malidad de nuestros datos) para contrastar si las medias de deteccién de los estimulos visuales
en la condicién condVis y en la condicién condBi pertenecen a la misma distribucién. Se rechaza
la hipétesis nula con un p-valor < 0,001. Para el caso de reconocimiento en ambas condiciones,
también se rechaza la hipdtesis nula con un p-valor < 0,001. Cabe destacar que el test de Wil-
coxon, al no asumir la normalidad de las distribuciones presentadas es mas estricto a la hora de
rechazar la hipdtesis nula, por lo que el enfoque utilizado es conservador.

Se puede por tanto concluir que existe una diferencia significativa tanto en la deteccién co-
mo en el reconocimiento de los estimulos presentados ante los participantes dependiendo de la
condicién a la que pertenezca el estimulo (condBi o condVis). En concreto la tasa de reconoci-
miento y deteccién decrece para la condicién bimodal (deteccién del 18.25 % (418.75 %)
y reconocimiento del 5% (+11.14 %) del total de estimulos) con respecto a la condicién visual
(deteccion del 69.21 % (£36.41 %) y reconocimiento del 55.76 % (£32.44 %) del total de estimu-
los), lo cual nos indica que existe una interaccién significativa en la que el sonido influye en la
percepcion visual. Existen varias hipotesis que explican este comportamiento:

» Se ha demostrado que los sonidos pueden producir sacadas [81]. Es posible que los partici-
pantes realicen sacadas hacia el origen del sonido (fuera de su FOV, por lo que la sacada
deberia dirigirse hacia la periferia de su campo de visién) sin ser conscientes de ello. La
sacada debe ocurrir en algiin momento durante los primeros 100ms del sonido y mante-
nerse durante la aparicién y desaparicion del estimulo visual (que dura 24ms), lo que hace
que el participante no pueda ver la forma que se presenta ante él en la zona foveal de su
campo de vision.

= Como se explica en la Seccién 2.1 existen zonas del sistema nervioso humano que se ven
afectadas por las modalidades visual y auditiva. En el Capitulo 3 se explica que existen
efectos de supresion visual causados por estimulos sonoros. Es posible que el procesamiento
del estimulo sonoro, que aparece en congruencia temporal con el visual y se extiende més
alld de su duracién, suprima el procesamiento de la informacion visual en el cerebro.

5.2. Comparacién con el experimento previo

Se realiza un test de Wilcoxon para comparar la deteccién y el reconocimiento de la con-
dicién visual de este experimento (condVis) con los resultados del experimento previo. En el
experimento previo (explicado en el Anexo A), se detectaban y reconocian 50 estimulos visuales.
En el experimento previo se demuestra que los dos factores explorados (forma y localizacién del
estimulo visual) no influyen en la deteccién de los estimulos visuales, y que tinicamente la forma
influye en el reconocimiento de los mismos. El experimento previo demuestra la visibilidad de
estos estimulos, con una tasa de deteccién media del 88.10 % y del 71.96 % de reconocimiento.

El reconocimiento obtenido en este experimento no es significativamente diferente del obteni-
do en el experimento previo. Sin embargo, el porcentaje de deteccién si que es significativamente
menor. La diferencia puede ser debida a varias razones:

= Los usuarios que han realizado este experimento no son los mismos que realizaron el
experimento previo.
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» La presencia de distractores (los estimulos sonoros) puede afectar al comportamiento de
exploracién y busqueda del usuario negativamente.

= Mientras que en el experimento previo todos los participantes tenian algin tipo de expe-
riencia previa con la VR, en este experimento solo 18 de los participantes habian probado
la VR alguna vez, por lo que es posible que la novedad del experimento les distrajera de
su tarea de busqueda.

Debido a esta diferencia, el analisis estadistico se centrard en comparar las condiciones condVis
y condBi de este experimento, y no se comparard la condicién audiovisual con el experimento
previo.

5.3. Analisis de significancia de los factores

Se ha utilizado un Generalized linear mized model (GLMM) para realizar un anélisis es-
tadistico sobre la influencia que los distintos factores del experimento tienen sobre la respuesta
de los participantes. Se ha utilizado este modelo y no un anélisis ANOVA porque la variable
objetivo no es normal. Ademads, queremos tener en cuenta efectos aleatorios (en este caso el
efecto del usuario). Por tltimo, el modelo debe ser robusto y poder manejar situaciones en las
que no todos los usuarios han visto los mismos estimulos debido tanto al efecto de la supresién
visual como a otros factores discutidos en el Anexo A. Después del andlisis de significancia,
se realiza un analisis post-hoc con tests pairwise de Fisher, ya que este test permite comparar
variables binarias, para encontrar cudles de los niveles son significativos dentro de cada factor
con significancia.

No se estudia la influencia de la posicion del estimulo visual, ya que en el experimento
previo (Anexo A) se demuestra que los cambios en este factor no son significativos a la hora de
detectar o reconocer el estimulo visual. Los factores que se estudian son, por tanto: la forma del
estimulo visual (5 niveles), la localizacién del sonido (3 niveles), el tipo de sonido (6 niveles) y el
usuario como efecto aleatorio. La variable respuesta se ha binarizado y es modelada como una
distribucién binomial.

En ninguno de los andlisis realizados el efecto aleatorio debido al usuario que ha realizado el
experimento ha resultado ser influyente en la respuesta obtenida.

El anélisis se ha separado en dos niveles. Primero, se ha analizado la influencia de los factores
en la deteccién del estimulo visual. Después, se ha analizado la influencia de los mismos en el
reconocimiento del estimulo visual.

Deteccién. En un primer paso, se realiza un analisis sobre las respuestas a todos los estimu-
los con componente visual (condVis+condBi). La presencia del sonido tiene un efecto significa-
tivo (p-valor < 0,001) sobre la variable respuesta (Figura 5.2). Cualitativamente este efecto se
observa en la Figura 5.1, en la que se puede observar la media de deteccion para cada usuario
separada por condicién. El porcentaje de deteccion en la condicion condBi es consistentemente
inferior al de la condicién condVis en todos los usuarios, indicando que el sonido tiene una
fuerte influencia en el hecho de si un usuario ve o no un estimulo. Incluso hay tres
usuarios (uno de ellos con un porcentaje de deteccién de estimulos en la condicién condVis del
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100 %) que no han sido capaces de detectar ninguno de los estimulos en la condicién condBi.

En un segundo paso, se analizan unicamente las respuestas correspondientes a la condicién
condBi para estudiar si dentro de la misma existen diferencias en cuanto a los distintos niveles
de los factores que afectan al estimulo auditivo, sin encontrar ningin efecto significativo). No se
encuentra ninguna diferencia significativa dentro de esta condicién, por lo que se puede concluir
que tanto las localizaciones utilizadas como fuente del sonido como los distintos tipos de sonidos
afectan de una forma similar a la deteccion de estimulos visuales, por lo que debe existir un
mecanismo comiun a estos sonidos que sea el causante de la supresién visual.

Deteccidn de los estimulos por usuario
T I I I I I T I T

0.9 —

0.8 N

0.7] N

%

0.3 n

0.2

0.1

01 3 4 5 6 7 8 9 10 11 12 13 14 15 18 20 21 22 23 25 26 27 28 29 30 32 33 34
ID usuario

Figura 5.1: Media de deteccién de cada uno de los usuarios que han realizado el experimento. Azul: condVis.
Naranja: condBi.

Reconocimiento. Se realiza un andlisis sobre la proporcién de estimulos visuales recono-
cidos correctamente de entre aquellos que han sido detectados. La presencia del sonido influye
en el hecho de que el usuario sea capaz de reconocer correctamente el estimulo (Figura 5.4).
La forma del estimulo visual (como se ha demostrado en el experimento del Anexo A) sigue
influyendo en el reconocimiento del mismo, sin embargo su influencia pasa a ser no significativa
si se tienen en cuenta tunicamente los estimulos de la condicién condBi. El efecto de este factor
separado por condicién puede observarse en la Figura 5.3. El reconocimiento de estimulos es
consistentemente mayor en la condicién condVis. Sin embargo, existen diferencias que ocurren
dentro de ambas condiciones, como la mayor tasa de reconocimiento de la forma extrella. Pese a
que la capacidad de reconocimiento se ve mermada en los estimulos bimodales, se puede apreciar
cierta consistencia en el reconocimiento de ambas condiciones lo que podria indicar un procesa-
miento visual independiente del efecto de supresion producido. Es posible que los estimulos
visuales se sigan procesando aunque el usuario no sea consciente de ello.

Influencia del sonido dentro de la condicion bimodal. Se han estudiado los dos factores
relacionados con el sonido Unicamente en los estimulos de la condicién condBi. Ni la localiza-
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Deteccidn: significancia factor sonido. CondVis + CondBi

T T T T 1
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Deteccién: factor localizacién sonido 1

Sin
sonido
Back

Left

Right

Sin Back Left Right
sonido

Figura 5.2: Anélisis post-hoc realizados tras ver que la presencia de sonido influye de forma significativa en la
deteccion de los estimulos visuales. Arriba, tipo de sonido. Abajo, localizacién del sonido. En blanco los p-valores
significativos (p < 0,05). Como puede observarse, el efecto de la ausencia de sonido es significativamente distinto
al resto. El efecto es una disminucién de la deteccién.

cién (p-valor 0.199) ni el tipo de sonido (p-valor 0.573) ni su interaccién (p-valor 0.308) tienen
influencia significativa en la deteccién de estimulos. Es decir, es la presencia o ausencia del
sonido lo que causa la supresién visual. En cambio, tanto la localizacién del sonido (p-valor
< 0,001) como la interaccién entre esta y el tipo de sonido (p-valor 0.004), asi como el tipo de
sonido (p-valor 0.015), si que influyen a la hora de reconocer el estimulo.

FEn la Figura 5.5 se pueden observar los porcentajes de deteccién y reconocimiento para cada
una de las tres localizaciones del sonido. El porcentaje de reconocimiento es menor cuando el
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Reconocimiento de estimulos visuales por forma
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Figura 5.3: Tasa de reconocimiento por forma comparando las dos modalidades. Azul: condVis. Naranja: condBi.

sonido proviene directamente desde atrds, aunque este efecto no es signifivativo. La Figura 5.6
muestra los porcentajes de deteccién y reconocimiento segin los distintos tipos de sonido de la
condiciéon bimodal. En este caso, tampoco se encuentras diferencias significativas en los tests
post-hoc dentro de la condicién bimodal. Adn asi, se ven efectos fuertes como el hecho de que
ningun usuario ha reconocido correctamente ningun estimulo visual cuando el sonido asociado
es el ruido rosa. El ruido blanco también presenta un porcentaje de reconocimiento por debajo
del 10 %, lo que concuerda con el experimento de Hidaka et al. [76]. Por tultimo, la frecuencia
pura también presenta un porcentaje de reconocimiento bajo, lo que apoya la idea de Spence et
al. [21] de que las frecuencias puras producen un mayor desvio de la atencién, al ser sonidos que
no solemos escuchar en un entorno natural.

5.4. Informacién subjetiva proporcionada por los usuarios

Después del experimento, los usuarios rellenaron un formulario en el que se les preguntaba
especificamente si habian oido algo extrafio entre otras cosas (ver el Anexo B para consultar
las preguntas del cuestionario). A continuacién se resumen las respuestas proporcionadas en
relacién con los estimulos auditivos:

= Cuatro de los 35 usuarios indicaron que los sonidos no parecian corresponder con la escena.

= Tres usuarios comunicaron que habia ruidos molestos en el experimento. En concreto, los
pajaros que piaban por la ventana, las interferencias (ruido blanco, rosa o marrén) que se
escuchaban y los gritos, respectivamente.

» Los sonidos que mas llamaron la atencién fueron los gritos (14 usuarios) y el sonido del
tren (7 usuarios).
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Reconocimiento: significancia factor sonido. CondVis + CondBi
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Figura 5.4: Andlisis post-hoc realizados tras ver que la presencia de sonido influye de forma significativa en el
reconocimiento de los estimulos visuales. Arriba, tipo de sonido. Abajo, localizacién de sonido. En blanco los
p-valores significativos (p < 0,05). Como puede observarse,el efecto de la ausencia de sonido es significativamente
distinto al resto. El efecto es una disminucién del reconocimiento.

En general parece que los sonidos utilizados no son molestos para la mayoria de los participantes,
pero parece que los sonidos mas complejos (el grito y el tren) si que son mds intrusivos en la
experiencia. Teniendo esta informacién en cuenta se pueden disenar sonidos que causen supresion
visual y que pasen desapercibidos para los usuarios dentro del sonido ambiente. Pese a estas
observaciones, no hay diferencias significativas en los distintos tipos de sonido utilizados en
cuando a su influencia sobre la disminucion del porcentaje de aciertos de los participantes, por
lo que todos han sido eficaces para este experimento.
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5. Analisis de los resultados obtenidos

Deteccion y reconocimiento de estimulos visuales por posicién del sonido (condBi)
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Figura 5.5: Tasa de reconocimiento segin la localizacién del sonido. Verde: Deteccién en la condicién condBi.
Amarillo: reconocimiento en la condiciéncondBi.

Deteccion y reconocimiento de estimulos visuales por sonido (condBi)
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Figura 5.6: Tasa de reconocimiento segin el tipo de sonido. Verde: Deteccién en la condicién condBi. Amarillo:
reconocimiento en la condicién condBi.

5.5. Analisis cualitativo de los datos de eyetracker

Como se explica en la Seccién 3.1, el experimento descrito en este trabajo no necesita el
uso de un eyetracker. Sin embargo, se ha utilizado uno para obtener més informacién de los
participantes. En este apartado se presenta un primer anélisis cualitativo de los datos de uno
de los participantes que permite obtener ciertas intuiciones sobre el comportamiento del sistema
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visual durante la supresién perceptual. Este conocimiento servird como base para realizar en
el futuro un andlisis completo y cuantitativo de los datos obtenidos. En la Figura 5.7 se puede
observar un ejemplo de lo que ocurre cuando al usuario se le presenta un sonido. Como se
suponia, una de las causas de que el usuario no vea el estimulo visual es la supresion sacadica
inducida por el sonido. Esto concuerda con los trabajos que indican que el sonido puede producir
sacadas [74, 82]. Sin embargo, es necesario un andlisis mas profundo, metddico y formal para
llegar a afirmar que esta es la causa Unica y principal del efecto de supresién visual observado.

Sou no[ loc: !eft \1/is pos: frqnt

‘I T T T T T
0.9" ] 0.0 |
=
=
0.8t 1Y 08 i
3 3
0.7 1= o7 1k
e =
06 S 06 &)
-9 5200%, 1.a -OF b ey e =
% ;_a J, g % oo B @ 020 \oe»" o \gao@RoTRO _g
0.5 oo | 1 e 1S 05 g
= o S Y
= ©
0.4r Q- 15 04r 138
© c
c <]
[ e
0.3t 12 031 -5
[e] (o]
@] )
o
0.2 E 0.2 |
0.1} 1 0.1f |
072122 2126 213 2134 2138 072122 2126 213 2134 21338
Tiempo Tiempo

Figura 5.7: Izquierda: Posicién horizontal de la mirada a lo largo del tiempo. Derecha: Posicién vertical de la mirada
a lo largo del tiempo. Las lineas rojas verticales indican la duracién del sonido, y las verdes la del estimulo visual.
En este ejemplo en concreto, el sonido se localizaba a la izquierda del usuario y el estimulo visual directamente
en el centro de su FOV. Se produce una sacada en direcciéon del sonido, alejando la vista del estimulo visual, que
desaparece antes de que el ojo vuelva a su posiciéon anterior.

5.6. Resumen de los resultados obtenidos

En resumen, los resultados obtenidos son los siguientes:

= Se produce supresion perceptual en la condicién bimodal en la que esté presente el sonido
que afecta tanto a la deteccion como al reconocimiento de los estimulos visuales. Esta
supresion se puede ver en las Figuras 5.1 y 5.3.

= Kl factor posicién del estimulo visual no afecta ni a la deteccién ni al reconocimiento, como
se demuestra en el experimento previo (Anexo A).

s El factor de forma del estimulo visual afecta al reconocimiento de los estimulos visuales.
Sin embargo, cuando se tienen en cuenta tinicamente estimulos de la condicién condBi su
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influencia deja de ser significativa.

La presencia del sonido afecta de forma significativa tanto a la deteccién como al recono-
cimiento de los estimulos visuales como se puede observar en las Figuras 5.1 y 5.3.

La localizacién de la fuente del sonido no influye significativamente ni en la deteccién ni en
el reconocimiento de los estimulos visuales, pese a que se observa un efecto de disminucion
de ambos cuando el sonido se presenta directamente desde detrds.

Todos los tipos de sonido utilizados influyen tanto en la deteccién como en el reconocimien-
to de los estimulos. Es interesante destacar que ningun usuario ha sido capaz de reconocer
correctamente los estimulos visuales asociados al ruido rosa.

El analisis cualitativo de los datos de eyetracker parece sugerir que uno de los mecanismos
del efecto de supresion visual encontrado es la supresién sacadica.

36



6. Atencién en VR

Como se ha explicado en la Seccién 3.1, la supresion perceptual y el control de la atencién
estdn intrinsecamente relacionados. En la Seccién 4.1 se ha demostrado la existencia de un
fenémeno de supresién visual intermodal desencadenado por estimulos sonoros. Esta supresion
visual se puede integrar en técnicas existentes del control de la atencién, como se explica a lo
largo de esta Seccion.

Se ha demostrado que ciertos comportamientos bien conocidos de la percepciéon humana se
mantienen al introducir a un usuario en un VE [35] mediante replicacién de experimentos. Sin
embargo, debido a la diferencia inherente entre los medios tradicionales y la VR, es necesario
revisar las afirmaciones aceptadas sobre como funciona la atencion humana en este nuevo medio.
Existen cuerpos de trabajo que se dedican a esta labor, como el de Sitzmann et al. [29]. En este
trabajo se realiza un estudio en el que se obtiene la medida de saliencia de varias escenas
inmersivas a partir de datos obtenidos de varios usuarios que exploran dichas escenas mediante
un eyetracker montado en las gafas de realidad virtual (HMD por sus siglas en inglés). Una de
las conclusiones que obtienen en este trabajo es que existe un sesgo ecuatorial de la atencién. Es
decir, la gente le presta més atencién a lo que se encuentra a lo largo del ecuador de una escena
dentro de un entorno virtual (VE). Esto incluye por ejemplo la linea del horizonte, las paredes
de una habitacién, los objetos que se encuentran a una altura similar a la del observador, etc.

Otro estudio relacionado con la atencién en realidad virtual es el de Serrano et al. [30]. En su
trabajo, se estudia como las ediciones de video aplicadas a la cinematografia tradicional afectan
a la experiencia del usuario y a su sensacién de continuidad de la historia cuando esta viendo una
escena en VR. Durante este estudio, proponen una serie de métricas que sirven para medir la
atencion de un usuario en VR a partir de los datos obtenidos con un eyetracker de su exploracién
de las escenas. También describen una serie de guias para generar nuevo contenido en funcién
de la reaccion que se espera suscitar en el espectador. En su trabajo, descubren que distintas
técnicas cinematograficas tienen efectos sobre la atencion del espectador que hay que tener en
cuenta en VR. Otros trabajos se centran de forma méds especifica en como ciertos aspectos de
una escena de VR influyen en la atencién del usuario. En concreto, en un trabajo pendiente de
publicar en el que ha participado la autora de este trabajo, se estudia cémo se perciben distintos
materiales en un VE en funcién del sonido que emiten al ser golpeados por una baqueta de
madera.
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6.1. Control de la atenciéon en VR

Dirigir la atencién de una persona sin que esta sea consciente de ello no es un problema
trivial. Cuando se trata de dirigir la atencién de un usuario en VR, el reto es ain mayor.
Como se ha explicado en la Seccién 1.1, el usuario tiene el control total de la cdmara en el VE.
Bloquear su movimiento natural es una técnica no recomendada, ya que una diferencia entre los
movimientos naturales del usuario y los virtuales provoca malestar general, mareos y niuseas
entre otros sintomas [83]. Una posible solucién es permitir al usuario moverse libremente, pero
mostrar contenido Uinicamente en una zona del espacio a la que el usuario acabara mirando. Sin
embargo, este tipo de enfoque malgasta el potencial del entorno inmersivo de 360 grados que
permite la tecnologia de VR.

Existen otras técnicas que tratan de dirigir la atenciéon del usuario de forma no sutil. En
el trabajo de Renner [84] se estudia el uso de flechas, dianas, esferas y tuneles para dirigir la
atencion de los usuarios en tareas de busqueda en VR. Gruenefeld et al. utilizan puntos de
colores para guiar al usuario hacia objetos que se encuentran fuera de su FOV [85]. Incluso
existen trabajos que se sirven de distintas modalidades (como la téctil [86]) junto con estimulos
visuales para guiar la atencién visual. El problema en general de estas técnicas es el intrusismo
de los estimulos visuales que presentan. Pese a su efectividad, mostrar estimulos ajenos a la
escena puede afectar negativamente a la sensacién de inmersion del usuario y a su experiencia.
Por ello, en este trabajo se busca una forma de poder dirigir la atencién visual del usuario que
no presente estimulos visuales adicionales en la escena.

Una alternativa actual es el uso de técnicas de redireccién sutil o subtle gaze direction [53]
que se basan en la utilizacién de estimulos visuales en la periferia del FOV del usuario. Estos
estimulos, correctamente presentados, son préacticamente indetectables. Su funcionamiento se
basa en que un cambio del contenido visual en la periferia del FOV desencadena una sacada (un
movimiento rapido del ojo durante el cual no se es consciente de los cambios en el entorno hasta
cierto punto [87]) cuyo propédsito puede ser doble. Por un lado, se puede dirigir la atencién hacia
el punto de aterrizaje de la sacada para que el usuario siga un camino visual mediante sucesivas
sacadas hasta llegar a la zona que se le quiere mostrar. Por otro lado, se puede aprovechar el
tiempo que dura la sacada para hacer ligeros cambios en el entorno hasta que la zona de interés
aparece dentro del FOV del usuario, gracias a la supresién perceptual que ocurre durante la
misma. En la Seccién 3.1 se discuten més a fondo las desventajas de estos métodos y por qué se
ha optado por una propuesta diferente. Sin embargo, la idea de aprovecharse de esta supresién
perceptual para conseguir dirigir la atencién del usuario en VR sigue siendo la propuesta central
de este trabajo.

En resumen, debido a la libertad adicional que el usuario posee en los entornos de VR se
vuelve mas necesario que nunca ser capaces de dirigir su atencién para que no pase por alto
ninguin contenido interesante. Este proceso o técnica de redireccion debe llevarse a cabo de forma
sutil, para que no se vea afectada negativamente la sensacion de inmersién del usuario y ademas
la técnica utilizada deberia ser transferible a un HMD de prestaciones comerciales de forma
practicamente inmediata. Debido a la subjetividad inherente a la percepciéon humana y a las
restricciones de hardware establecidas, este es un desafio que todavia no ha sido resuelto. En este
trabajo se propone utilizar un efecto de supresion visual producido por un estimulo sonoro como
desencadenante para una técnica de control de la atencién. En concreto, con el experimento
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descrito en la Seccién 4.1 se ha obtenido un nuevo método para desencadenar supresion visual
en VR.

Propuesta de técnica de control de la atencién. Durante este trabajo se ha obtenido
una nueva forma de desencadenar la supresién visual en VR mediante un efecto intermodal, en
concreto sonoro. La especificaciéon formal y comprobacién de una técnica de control de la atencién
es un trabajo que queda fuera de la envergadura de este trabajo, pero que se desarrollard en un
futuro como parte de la tesis de la autora. Sin embargo, a continuacion se esboza una técnica
de control de la atencién que utiliza dicho efecto:

= Se introduce al usuario en una escena de mayor o menor complejidad, idealmente con un
sonido ambiente continuo que disimule en cierta medida los estimulos sonoros que se van
a utilizar.

» Durante la tarea que el usuario esté realizando (ya sea busqueda, exploracién o cualquier
otra) se reproduciran los sonidos que desencadenan la supresién perceptual.

= Gracias al experimento realizado en este trabajo, sabemos que existe cierta probabilidad
de que pasados 100ms del inicio del sonido haya una supresiéon de por lo menos 24ms.

= El tiempo de supresion visual se aprovecha para modificar el entorno del usuario, ya sea
moviendo el mismo respecto al punto de vista del usuario [3], o realizando pequenos cambios
en el entorno como la aparicién o desaparicién de ciertos objetos.

= Este fenémeno puede repetirse las veces que sea necesario, puesto que no se ha encontrado
ningun signo de habituacién en el experimento realizado (hasta las 18 repeticiones que se
han probado).

Este fendmeno puede aplicarse a cualquier técnica que utilice la supresién visual de forma
modular, sin necesidad de modificar ningin otro aspecto.
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f. Aplicaciones a la medicina

Como se ha explicado en el Capitulo 3 la VR ya se utiliza en medicina. En concreto, uno de
los tratamientos en los que la atencién del paciente es decisiva es el tratamiento de exposicién
para fobias. Una parte importante del tratamiento de cualquier fobia es la exposicion al estimulo
temido hasta que este deja de producir temor. En la mayoria de los casos, el temor se mantiene
por el refuerzo negativo que resulta de evitar el estimulo temido [88]. Una de las componentes
caracteristicas de una fobia es la conducta de evitacion y escape, que incluye la distraccién del
desencadenante del miedo mediante la fijacion de la atencién en otros estimulos.

La realidad virtual ya se utiliza en el tratamiento de exposicién con resultados positivos [62]
para el paciente ya que presenta varias ventajas sobre un tratamiento de exposicién tradicional.
Entre ellas, el terapeuta posee un mayor control sobre el nivel de exposicién y el paciente se
encuentra en un entorno que no supone un peligro real para él y que le permite afrontar su
miedo de forma gradual y segura.

Sin embargo, dada la fuerte componente que supone la atencién del paciente en la fobia, se
puede suponer que una técnica del control de la atencién seria capaz de influir hasta cierto punto
en la rapidez de su recuperacién. En esta Seccién se describe una propuesta de tratamiento de
exposicién utilizando control de la atencién en VR mediante supresién visual desencadenada
por estimulos sonoros. Este tratamiento de exposicién no ha sido probado todavia con ningin
paciente que sufra de aracnofobia, por lo que un caso de uso real permanece como trabajo futuro.

7.1. Propuesta de tratamiento de exposicién para aracnofobia

Una de las ventajas de este tipo de tratamientos, es que pueden servir de apoyo al tratamiento
realizado por el terapeuta [89]. Fuera de la consulta, el paciente puede decidir realizar una o varias
sesiones de exposicién con la aplicaciéon propuesta en un entorno seguro como su casa sabiendo
que no correra ningun peligro real. Este tratamiento podria llevarse a cabo con distintos grados
de implicaciéon por parte del terapeuta, desde sesiones semanales de seguimiento a no tener
ningin tipo de contacto con el paciente durante el experimento. Los aspectos a seguir durante
este tipo de terapia se enumeran a continuacion.

» Inicialmente, el paciente rellena un cuestionario sobre su miedo a las aranas [90]. Ademés,
contesta a preguntas sobre su estado de dnimo y el grado de miedo y evitacién que sentiria
hacia una arana pequeinia, mediana y grande. Por ltimo, el paciente indica el grado de
impedimento que le supone su fobia (miedo paralizante, huida, evasién, etc.) y cudnto
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espera mejorar con el tratamiento [91].

= Si el terapeuta esta presente, este realizard una evaluacion clinica del miedo del paciente
a una arafa real.

» Procedimiento: Los pacientes se colocan el casco y aparecen en una habitacién virtual.
En las primeras etapas del tratamiento, o si su nivel de ansiedad o miedo es muy alto, se
encontraran con un entorno amigable como el de la Figura 7.2 (Arriba). Cuando disminuye
el miedo a lo largo de las sesiones y el paciente se considera preparado, se le introduce
en un entorno hostil (Figura 7.2, abajo). Este cambio en el entorno busca romper con la
monotonia y suscitar una respuesta emocional en el paciente, para evitar la sensacion de
control sobre el mismo. Ambos escenarios presentan una radio o television.

e Primero se permite al usuario explorar la habitacién durante dos minutos sin que
pase nada, para que se acostumbre al nuevo entorno.

e Pasado este tiempo, la arana (Figura 7.1) aparece en el campo de visién. Idealmente,
se ve cémo sale andando desde detras de alguno de los muebles de las estancias
para darle una sensacién de realismo mayor. Al principio, la arana aparece lejos del
paciente, pero dentro de su campo de vision.

e Si el paciente evita mirar a la arana durante mas de 20 segundos, se aleja de ella
o directamente mira en otra direccién se inicia el sistema de redireccionamiento con
supresién visual. La radio o televisién del entorno serviran como sonido ambiente de la
escena. Sobre ese sonido se reproducirda un estimulo adicional que cause la supresién
visual. Teniendo en cuenta que los seis sonidos utilizados en el experimento de la
Seccién 4.1 son capaces de desencadenar la supresién visual (Seccién 5.3), se elige
utilizar los tres sonidos de ruido camuflados como interferencias del sonido ambiente.

e En este caso, cada vez que el sonido produzca una supresién perceptual (aproximada-
mente 100ms después del inicio de la reproduccién) se modificara el entorno alrededor
del paciente (de la misma forma que Sun et al. [3] modifica la escena sin que el usua-
rio sea consciente de ello) para mantener a la arafia siempre dentro de su campo de
vision.

e Cuando el paciente se acostumbre a tener a la arafia en su campo de vision, la arana se
acercara a él paulatinamente. Cada vez que la arana se acerque se repetira el proceso
de supresion perceptual si es necesario. Si el paciente cuenta con alguien que le ayude,
incluso puede utilizar un peluche similar a la arana para tocarlo cuando la arana esté
a su lado.

= El paciente debe intentar superar sus limites, pero sabiendo siempre que puede detener el
experimento si este resulta ser demasiado.

= Después del tratamiento el paciente vuelve a rellenar los cuestionarios sobre su miedo a
las aranas y ansiedad. Si no se realizan maés sesiones, estos cuestionarios pueden volver a
rellenarse como seguimiento en distintos intervalos de tiempo que van desde una semana
después del procedimiento hasta un ano después [91].
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Figura 7.1: Modelo escogido para disefiar una escena de exposiciéon para el tratamiento de aracnofobia.

Figura 7.2: Entornos escogidos para la escena de exposicién del tratamiento de aracnofobia. Estos entornos han
sido escogidos segtn el nivel de respuesta emocional que pueden desencadenar. Arriba: entorno amigable, para los
primeros pasos de la exposicién. Abajo: entorno frio para aumentar el nivel de estrés o desasosiego del paciente.
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8. Conclusiones y trabajo futuro

En resimen, los resultados obtenidos del experimento realizado durante este trabajo son los
siguientes:

= Se produce supresion perceptual en la condicién bimodal debido a la presencia del sonido.

s El factor de forma del estimulo pierde su influencia significativa en el reconocimiento de
los estimulos cuando se analiza inicamente la condicién bimodal.

= La presencia del sonido afecta de forma significativa tanto a la detecciéon como al reco-
nocimiento de los estimulos visuales independientemente del tipo de sonido usado o su
localizacién.

= Una de las posibles causas del efecto observado es la supresion sacadica.

En este proyecto se ha demostrado, hasta donde sabemos, por primera vez, que el fenémeno
de supresién visual causada por un estimulo auditivo tiene lugar en un entorno de VR con
estimulos complejos. Cuando se reproduce un sonido fuera del campo de visién de un usuario en
VR se desencadena un efecto de supresién perceptual que afecta a la visién, por lo que el usuario
no es consciente de los cambios en los estimulos visuales que tiene delante de si. Esto sélo se
habia comprobado en un entorno controlado y en medio tradicional, en el trabajo de Hidaka et
al. [76], con estimulos muy concretos (parches de Gabor) y teniendo en cuenta uinicamente el
efecto sobre el reconocimiento o discriminacién del estimulo visual. Este descubrimiento es 1til
como método adicional para generar una supresiéon visual, ya utilizada en trabajos existentes
tanto en VR como fuera de ella. De hecho, el resultado inmediato de este trabajo serd una
publicacién en la que ya se estd trabajando.

En cuanto al efecto de supresién, éste ha resultado ser robusto a variaciones de factores. Los
seis tipos de sonidos probados en tres localizaciones diferentes han sido capaces de desencadenar
la supresién sobre las cinco formas diferentes que se han explorado, y todos los participantes del
experimento descrito en la Seccién 4.1 se han visto afectados por el mismo, independientemente
de su sexo, edad o experiencia previa con VR. Este efecto no sélo influye en la deteccién del
estimulo visual, si no también en su reconocimiento, ya que ademds del bajo porcentaje de
estimulos detectados en la condicién bimodal (18.25 %), el porcentaje de estimulos correctamente
reconocidos es aun menor (5 %).

Atn asi, quedan fronteras abiertas, y muchas oportunidades de trabajo futuro interesantes.
Por ejemplo, un andlisis en profundidad del espacio de los sonidos. La idea inicial de este trabajo
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era encontrar un estimulo no intrusivo que desencadenase supresién perceptual. ;Es posible
generar este mismo efecto con sonidos mas sutiles o con frecuencias que el oido humano no percibe
de forma consciente? Durante este trabajo se han realizado pruebas y evaluaciones conservadoras
pero, jqué pasaria si los estimulos visuales y auditivos se integrasen semdanticamente con la
escena?, jaumentaria el efecto de supresion del sonido?

Otra linea de trabajo futuro interesante es un estudio formal y robusto de los datos de
eyetracker de los usuarios. De los 54 estimulos presentados, 18 no poseen componente visual, por
lo que no se ha obtenido una respuesta directa de los participantes respecto a ellos. ;Qué ocurre
cuando se reproducen estos sonidos? Por otro lado, en la seccion de andlisis se ha sugerido que el
efecto puede deberse a la supresion sacddica, pero ain se desconoce si ese es el tinico mecanismo
que influye en la supresion visual o si es un comportamiento comun a todos los usuarios.

Como se comenta en la Secciéon 4.1, ningtin participante tenia problemas auditivos. ;En
qué medida se mantendra este efecto en personas que estan perdiendo la sensibilidad ante las
frecuencias mas agudas debido a la edad, o en personas que sélo oyen correctamente por uno de
los oidos?

Saber que la atencién visual puede verse suprimida por un estimulo de otra modalidad
reabre la pregunta de cémo de relacionadas estan la atencion visual y la auditiva. Una linea de
trabajo futuro interesante es el estudio de modelos de atenciéon multimodal en VR que ayuden a
comprender mejor las interacciones de los distintos sistemas sensoriales a la hora de formar una
percepcion del entorno virtual que rodea al usuario. Existen modelos en medios tradicionales,
como el de Min et al. [41] que tienen en cuenta esta interaccién. Trasladarlo a VR, anadiendo
los efectos de supresién, permitird obtener una mejor idea de cémo se relacionan los usuarios
con el entorno.

Finalmente, se ha esbozado en el Capitulo 7 un posible tratamiento de exposiciéon para
la aracnofobia. Para saber realmente si este tratamiento mejora en algo con respecto a los
tratamientos actuales debe realizarse un estudio formal con un grupo de control, otro que se
someta a terapia convencional y un ultimo que siga el método propuesto en este trabajo. Este
estudio deberia llevarse a cabo junto con uno o varios profesionales de la salud que pudiesen
aportar su punto de vista en cuanto a mejoras y necesidades para sus pacientes.

Personalmente, este trabajo ha supuesto una forma de expandir los conocimientos asentados
en el master. Este trabajo servird como primera piedra de mi tesis de doctorado en un tema
que cada vez me resulta mas apasionante. Explorar problemas atin sin respuesta supone nuevos
e interesantes retos que afrontar continuamente. Pese a que el trabajo a veces me ha puesto a
prueba, considero que he aprendido muchas cosas que antes desconocia y lejos de verlo como un
punto y final lo considero como un camino abierto a un gran ntimero de posibilidades para los
siguientes pasos de mi vida académica. De nuevo gracias a mis directoras y al grupo de inves-
tigacién en el que se ha desarrollado este TFM he podido comenzar un programa de doctorado
que tampoco serd el final de mi vida académica.
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Anexo A. Experimento previo

A lo largo de este anexo se describe el experimento previo realizado para asegurar que
los estimulos visuales utilizados en el experimento descrito en la Seccién 4.1 son visibles en
condiciones idénticas sin la presencia de estimulos auditivos. De esta forma se asegura que el
hecho de que el participante no vea los estimulos visuales no se debe a que estos se muestran
durante demasiado poco tiempo o a que son indistinguibles del fondo de la escena.

A.1. Descripcién del experimento

Participantes. Un total de 7 participantes realizaron el experimento. La media de edad de
los participantes era de 27 anos con una desviacién estandar de 4.6 anos. Del total, 1 sujeto era
mujer. Todos los sujetos tenfan visién normal o corregida y no presentaban problemas auditivos.
Los participantes conocian el objetivo del experimento descrito en la Seccién 4.1, pero no el de
este experimento.

Equipamiento. El hardware utilizado durante el experimento ha sido un sistema de RV
completo HTC Vive Pro (las gafas de VR (HMD) y dos trackers con una superficie calibrada
de 4x1.5m por la que el usuario podia moverse libremente durante el experimento). Integrado
en el sistema se encuentra un eyetracker de Pupil Labs (frecuencia de muestreo = 120Hz). Las
especificaciones completas del HMD y del eyetracker se pueden consultar en la Seccién 2.2. Un
unico ordenador se utilizaba para el experimento, con un procesador i7-7700 a 3.6GHz, 16GB de
RAM y una tarjeta grafica Nvidia 1060GTX con 6GB de memoria DDR5 dedicados. En cuanto
al software, todas las escenas fueron programadas en Unity 3D (versién 2018), utilizando los
plug-in de Pupil Labs para grabar, el software de Steam VR para integrar el sistema de VR y
el plug-in de captura VR-capture disponible para Unity. El SO utilizado es Windows 10.

Estimulos visuales. Los estimulos visuales (Figura 4.1) consistian en cinco formas simples
(circulo, cuadrado, rombo, pentagono y estrella de cinco puntas) con relleno blanco y un borde
de un grosor del 5% del tamano de la forma de color gris para evitar que el estimulo se pudiera
confundir con un fondo blanco. El tamano de los estimulos es de un grado en el campo visual,
y al aparecer, los estimulos visuales permanecen 24ms en el campo de visiéon del usuario. Tanto
el tamano del estimulo como el tiempo de visualizacién se han fijado siguiendo el trabajo de
Hidaka et al. [76], en el que se demuestra que los estimulos auditivos pueden empeorar la discri-
minacion de estimulos visuales en una pantalla convencional. El estimulo visual puede aparecer
en tres localizaciones posibles: visFront, visRight v visLeft. En visFront, el estimulo aparece en
el centro del campo de vision del usuario. En wvisRight y visLeft el estimulo aparece desplazado
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cuatro grados hacia la derecha o la izquierda, respectivamente. La razon de utilizar estas tres
localizaciones es doble. Por un lado, comprobar si los estimulos se detectan de forma maés precisa
cuando aparecen en el centro del campo de visién que cuando aparecen desplazados a la izquier-
da o la derecha. Por otro lado, evitar que el usuario se acostumbre a verlos aparecer siempre
en el mismo lugar. Se decide mantener la posicién vertical a lo largo del ecuador del campo de
vision para facilitar la tarea de deteccidon y reconocimiento, ya que sabemos gracias al trabajo
de Sitzmann et al. [29] que es a lo largo de este ecuador donde més se concentra la atencién de
un usuario en VR.

Estimulos sonoros. En este experimento no existen estimulos auditivos propiamente di-
chos, pero si que se presenta un sonido de ambiente igual al del experimento descrito en la
Seccién 4.1. En concreto, se oye el mismo podcast de noticias en espafniol y el sonido ambiente del
parque, en las mismas localizaciones. En el siguiente experimento, descrito en la Seccién 4.1, este
sonido ambiente también estara presente. Utilizarlo en este experimento previo permite obtener
una linea base de comparacién en las mismas condiciones que se usaran mas adelante.

Procedimiento. Los participantes se encuentran en la misma sala virtual que se utilizara
en el siguiente experimento (Figura 4.2). Aparecen en el mismo lugar y tienen disponible el
mismo espacio para moverse libremente. Al participante se le explica que verd aparecer formas
visuales sencillas en su campo visual y que cuando vea una debera avisar al experimentador.
Este pulsa un botén del teclado y aparece una pantalla traslicida en las cuatro paredes de
la habitacién con la pregunta ;Qué ha visto?. En ese momento el experimentador pregunta al
participante cudl es el estimulo que ha visto para registrar su respuesta. El usuario contesta con
el nombre de la forma que ha visto si la ha reconocido, o dice que no la ha reconocido si ese
es el caso. El experimentador guarda la respuesta del usuario pulsando otro botén del teclado
(uno distinto para cada estimulo visual, otro para cuando el usuario ha visto algo pero no ha
reconocido la forma) y el experimento continta. Si el experimentador ha pulsado el primer botén
del teclado por error sin que el participante le haya indicado nada, existe otra tecla para indicar
esta posibilidad y anular el registro de la respuesta.

Durante el experimento aparecen 50 estimulos visuales aleatorios que el participante debe
reconocer. Estos estimulos aparecen en un intervalo aleatorio de entre 5 y 10 segundos y se
distribuyen uniformemente en las localizaciones visFront, visRight y visLeft. Los resultados de
este experimento se utilizan como linea de base para la condicién sélo visual en contraposicién
con la condicién audiovisual condBi del experimento de la Seccién 4.1. El objetivo primordial
de este experimento es evaluar la visibilidad de las formas en las tres localizaciones posibles
(visFront, visRight y visLeft). Como informacién secundaria, también se obtiene una medida de
la tasa de discriminacién de dichos estimulos visuales. En el primer caso hablamos de deteccion
de la presencia de un estimulo visual, y en el segundo de reconocimiento del estimulo visto
entre varias formas posibles. La hipdtesis es que la tasa de deteccion sera superior a la de
reconocimiento para este experimento.

Antes de comenzar, el usuario recibe una explicacion del procedimiento del experimento y el
sistema para comunicar las respuestas al experimentador. El usuario es informado de que si siente
cualquier tipo de malestar o mareo debe avisar al experimentador para que pare el experimento.
Antes de que el experimentador le ponga el HMD, el participante rellena la primera parte del
cuestionario del Anexo B. Una vez puesto el HMD, se realiza una calibracién del eyetracker en
la que el usuario debe mirar fijamente a un punto que se mueve por siete localizaciones fijas de la
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pantalla. Después de realizar el experimento, el usuario rellena la segunda parte del cuestionario.

A.2. Resultados

precision sobre estimulos visuales totales
1 T T T T T T T

DE' I -

0.6

0.3r 7

0 I I I I I I I
1 2 3 5 6 7 10

1D usuario | identificacion del estimula visual
|:| reconocimiento de la forma

Figura A.1: Resultados para cada uno de los 7 usuarios que llevaron a cabo el test. En azul deteccién sobre el
total de estimulos y en amarillo reconocimiento sobre el total de estimulos para cada usuario.

En media, los participantes detectaron un 88.10 % (£5 % desviacién tipica) de los estimulos
visuales, de los cuales reconocieron correctamente un 71.96 % (£25%). En la Figura A.1 se
puede observar el porcentaje de deteccion y reconocimiento para cada uno de los participantes
del experimento. Como se esperaba, el porcentaje de deteccion es mayor que el de reconocimiento
para todos los participantes.

Al agrupar segin las formas mostradas durante el experimento (Figura A.2) se observa
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una tasa de aciertos razonable para las cinco formas distintas presentadas en el experimento.
Pese a que la tasa de deteccién es alta en todos los casos, el circulo tiene un porcentaje de
reconocimiento ligeramente superior y el pentdgono inferior, por lo que es posible que la forma
del estimulo afecte al porcentaje de reconocimiento. En cuanto a la posicién del estimulo visual
(Figura A.3) se observan porcentajes similares para las tres posibles localizaciones. En las Figuras
A4y A.5 se puede observar un desglose por cada usuario de estos dos factores.

reconocimiento medio por figuras
80 T T T T T |

I - (mero de apariciones
: numero de formas correctamente reconocidas

50

40 I

10 -

D I I I | I
circulo cuadrado rombo pentagono  estrella

1D estimulo visual

Figura A.2: Deteccién y reconocimiento medio por forma de estimulo visual. En azul deteccién sobre el total de
estimulos y en amarillo reconocimiento sobre el total para cada forma.

Anilisis estadistico. Se ha utilizado un Generalized linear mized model (GLMM) para
realizar el andlisis estadistico sobre la influencia del factor forma y el factor posicion sobre los
porcentajes de deteccién y reconocimiento de los estimulos visuales presentados en este experi-
mento. La variable respuesta se ha binarizado y es modelada como una distribucién binomial.
Se ha utilizado este tipo de modelo teniendo en cuenta que los datos no puede ser considerada
normal. Los dos factores se comparan de forma simultanea y se utiliza el ID de usuario como
factor agrupante. Se ha realizado un andlisis para el caso de la deteccién del estimulo (si el
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reconocimiento medio por posicion
140 - - -

- numera de apariciones
|:| numero de formas correctamente reconocidas

1201

100
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201 ]

D 1 1 i
frente iZquierda derecha

Posicion del estimulo respecto al observador

Figura A.3: En azul deteccién sobre el total de estimulos y en amarillo reconocimiento para cada posicién del
estimulo visual.

participante ha visto algo o no) y otro para el reconocimiento del estimulo (si ha sido capaz de
distinguir correctamente la forma que ha visto o no).

En el caso de la deteccién de estimulos, ni la forma (p-valor=0.63) ni la posicién (p-
valor=0.21) del estimulo ni las interacciones de primer nivel entre ambos (p-valor=0.27) influyen
significativamente en la detecciéon del mismo. Por el contrario, en el caso del reconocimiento de
estimulos la forma si que influye significativamente (p-valor=0.001), mientras que la posicién
(p-valor=0.28) del estimulo y la interaccién de ambos factores (p-valor=0.11) siguen sin hacerlo.
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Figura A.5: En azul deteccién sobre el total de estimulos y en amarillo reconocimiento para cada posiciéon del
estimulo visual.
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A.3. Conclusiones

Como se esperaba, se ha obtenido un nivel de deteccién alto para los estimulos visuales en
las tres localizaciones utilizadas. El reconocimiento de la forma visual, con un porcentaje menor
de aciertos, provee de un nivel de dificultad adicional a la tarea presentada.

Se puede concluir que los estimulos son visibles en las condiciones y escenario presentados
en este experimento. Hay que tener en cuenta que el usuario se mueve libremente por la escena.
Sus movimientos (tanto cambios de posicién como de orientacién) influyen en cierto grado en
los estimulos que no son detectados. Es posible que algunos estimulos hayan aparecido cuando
el usuario estaba girando la cabeza, o incluso parpadeando. Por ello, es légico que la tasa de
deteccién no siempre sea un 100 %.

Teniendo esto en cuenta, no se debe esperar una tasa de aciertos del 100 % en la condicién
visual del experimento descrito en la Seccién 4.1, pero si una diferencia significativa entre las
tasas de acierto de la condicién visual y la audiovisual.
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Anexo B. Formulario participantes

En este anexo se presenta el formulario que han rellenado todos los participantes de los dos
experimentos llevados a cabo en este trabajo. La primera cara (pre-test) se rellenaba antes de
comenzar el experimento. La segunda cara (post-test) se realizaba al finalizar el experimento. Se
animaba a los participantes a escribir cualquier apreciacién que considerasen interesante sobre
el experimento en esta parte del cuestionario.
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ID participante: Fecha: _/_/__

Pre-test

Datos sobre el participante

Edad: Género:

Trabajo:
Estudios:

¢Padece alglin problema de vision?: Si No
En caso afirmativo, cual:
En caso afirmativo, ¢ utiliza algln tipo de correccidn para el mismo?
(Gafas, lentillas, etc.):  Si No

¢Ha utilizado alguna vez unas gafas de realidad virtual (VR)?: Si  No
En caso afirmativo, écon qué frecuencia?:
Una vez Ocasionalmente  Regularmente
En caso afirmativo, ¢alguna vez ha padecido malestar al usar las gafas de VR?:
Si No Sintomas:

En caso afirmativo, ¢ Ha experimentado algun otro tipo de problema al utilizar las gafas
de VR?: (Desfase entre audio y video, cortes en la imagen, etc.):
Si  No Cuales:




Post-test

Datos sobre el experimento
éSiente algun tipo de malestar?: Si No
En caso afirmativo, écual?:

(Mareo, fatiga, dolor de cabeza, dolor de ojos, incomodidad, nauseas, etc.)

Durante el experimento, ¢ha notado algun tipo de cambio a lo largo del tiempo?:

Durante el experimento, ¢ha visto u oido algo extrafio o fuera de lugar?:

¢En algun momento ha sido consciente del tema o los temas que se trataban en la radio que
se oia de fondo? En caso afirmativo, indique a grandes rasgos lo que recuerde:

¢Hay algo mas que quiera comentar sobre el experimento?:




