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Abstract

We consider the second-order linear differential equation (x+ 1)y′′ + f(x)y′ + g(x)y = h(x) in
the interval (−1, 1) with initial conditions or boundary conditions (Dirichlet, Neumann or mixed
Dirichlet-Neumann). The functions f(x), g(x) and h(x) are analytic in a Cassini disk Dr with foci
at x = ±1 containing the interval [−1, 1]. Then, the end point of the interval x = −1 may be a
regular singular point of the differential equation. The two-point Taylor expansion of the solution
y(x) at the end points ±1 is used to study the space of analytic solutions in Dr of the differential
equation, and to give a criterion for the existence and uniqueness of analytic solutions of the boun-
dary value problem. This method is constructive and provides the two-point Taylor approximation
of the analytic solutions when they exist.
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1 Introduction

In [8] we considered the second-order linear equation y′′+f(x)y′+g(x)y = h(x) in the interval (−1, 1)
with initial conditions or boundary conditions of the type Dirichlet, Neumann or mixed Dirichlet-
Neumann. The functions f(x), g(x) and h(x) are analytic in a Cassini disk with foci at x = ±1
containing the interval [−1, 1]. Then, the end points of the interval, where the boundary data are
given, are regular points of the differential equation. The two-point Taylor expansion of the solution
y(x) at the end points ±1 was used to give a criterion for the existence and uniqueness of analytic
solutions of the initial or boundary value problem and approximate the solutions when they exist.

In this paper we continue our investigation considering problems that have an extra difficulty: one
of the end points of the interval is a regular singular point of the differential equation. These problems
are of great interest, since many special functions of the mathematical physics satisfy this type of
equations [10]. We consider initial or boundary value problems of the form:

(x+ 1)y′′ + f(x)y′ + g(x)y = h(x) in (−1, 1),

B


y(−1)

y(1)

y′(−1)

y′(1)

 =

(
α

β

)
,

(1)
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where f , g and h are analytic in a Cassini disk with foci at x = ±1 containing the interval [−1, 1] (we
give more details in the next section), α, β ∈ C and B is a 2× 4 matrix of rank two which defines the
initial conditions or the boundary conditions (Dirichlet, Neumann or mixed).

The consideration of the interval (−1, 1) is not a restriction, as any real interval (a, b) can be
transformed into the interval (−1, 1) by means of an affine change of the independent variable. The
form of the differential equation in (1) is not a restriction either: consider a differential equation of
the form (x+ 1)2u′′(x) + (x+ 1)F (x)u′(x) +G(x)u(x) = 0, with F and G analytic at x = −1. After
the change of the dependent variable u = (x + 1)λy, with λ a solution of the equation λ(λ − 1) +
F (−1)λ+G(−1) = 0, the equation may be written in the form (x+ 1)y′′ + f(x)y′ + g(x)y = 0, with
f and g analytic at x = −1. On the other hand, the point x = −1 is indeed a regular singular point
of the differential equation when |f(−1)| + |g(−1)| + |h(−1)| ̸= 0; if f(−1) = g(−1) = h(−1) = 0,
then x = −1 is a regular point, and problem (1) is the regular problem analyzed in [8]. We omit this
restriction here and then, the regular case studied in [8] may be considered a particular case of the
more general one analyzed in this paper.

A standard theorem for the existence and uniqueness of solution of (1) is based on the knowledge of
the two-dimensional linear space of solutions of the homogeneous equation (x+1)y′′+f(x)y′+g(x)y = 0
[3, Chap. 4, Sec. 1]. When f are g are constants or in some other particular situation, it is possible
to find the general solution of the equation (sometimes via the Green function [3, Chap. 4], [13,
Chaps. 1 and 3])). But this is not possible in general, and that standard criterion for the existence
and uniqueness of solution of (1) is not practical. Other well-known criterion for the existence and
uniqueness of solution of (1) is based on the Lax-Milgram theorem when (1) is an elliptic problem [4]. In
any case, the determination of the existence and uniqueness of solution of (1) requires a non-systematic
detailed study of the problem, like for example the study of the eigenvalue problem associated to
(1) [3, Chap. 4, Sec. 2], [13, Chap. 7].

When f , g and h are analytic in a disk with center at x = 0 and containing the interval [−1, 1],
we may consider the initial value problem:{

(x+ 1)y′′ + f(x)y′ + g(x)y = h(x), x ∈ (−1, 1),

y(0) = y0, y′(0) = y′0,
(2)

with y0, y
′
0 ∈ C. Using the Frobenius method we can approximate the solution of this problem by

its Taylor polynomial of degree N ∈ N at x = 0, yN (x) =
∑N

n=0 ckx
k, where the coefficients ck are

affine functions of c0 = y0 and c1 = y′0. By imposing the boundary conditions given in (1) over yN (x),
we obtain an algebraic linear system for y0 and y′0. The existence and uniqueness of solution of this
algebraic linear system gives us information about the existence and uniqueness of solution of (1).
This procedure, although theoretically possible, has a difficult practical implementation since the data
of the problem are given at x = ±1, not at x = 0 (see [2, 12]). Moreover, when f , g or h have a
singularity close to the interval [−1, 1], the above mentioned disk does not contain the interval [−1, 1]
and the Taylor series of the solution y(x) does not converge ∀x ∈ [−1, 1]. In this case we can use a
Taylor expansion of the solution at several points along the interval [−1, 1] and match these expansions
at intersecting disks [9, Sec. 7] . In this way, we obtain an approximation of the solution of (1) in
the form of a piecewise polynomial in several subintervals of [−1, 1]. But this approximation is not
uniform in the whole interval [−1, 1] and the matching of the expansions translates into numerical
errors.

In [8] we improved the ideas of the previous paragraph for the regular case (when f(−1) = g(−1) =
h(−1) = 0) using, not the standard Taylor expansion in the associated initial value problem (2), but
a two-point Taylor expansion [6] at the end points x = ±1 directly in the differential equation and in
the boundary conditions. The convergence region for a two-point Taylor expansion is a Cassini disk
(see Fig. 1 below), and this Cassini disk avoids the possible singularities of the coefficient functions
located near the interval [−1, 1] more efficiently than the standard Taylor disk [7].

In this paper we investigate if a two-point Taylor expansion at the end points x = ±1 also works
for the more general problem (1), in particular when x = −1 is a regular singular point of the equation.
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Thus, we use the two-point Taylor expansion of the solution y(x) to give a criterion for the existence
and uniqueness of analytic solutions based on the data of the problem, not based on the knowledge of
the general solution of the differential equation.

The paper is organized as follows. In the next section we introduce some elements of the theory
of two-point Taylor expansions and study the space S of analytic solutions of the differential equation
(x + 1)y′′ + f(x)y′ + g(x)y = h(x). In Section 3 we derive the two-point Taylor expansion at the
end points x = ±1 of the functions of S (when S is nonempty). In Section 4 we give an algebraic
characterization of S that we use, in Section 5, to formulate a criterion of existence and uniqueness of
analytic solutions of problem (1). In Section 6 we give some illustrative examples. Section 7 contains
some final remarks.

2 Global analytic solutions of the differential equation

Assume that the coefficient functions f , g and h in (1) are analytic in the Cassini disk Dr = {z ∈ C |
|z2 − 1| < r} with foci at z = ±1 and Cassini’s radius r, with r > 1 (see [6]). The requirement r > 1
assures that the interval [−1, 1] is contained into the Cassini disk Dr (see Fig. 1). Then, the three
functions f , g and h, admit a two-point Taylor series in Dr of the form [6],

f(z) =

∞∑
n=0

[f0
n + f1

nz](z
2 − 1)n, g(z) =

∞∑
n=0

[g0n + g1nz](z
2 − 1)n, h(z) =

∞∑
n=0

[h0n + h1nz](z
2 − 1)n, (3)

where the coefficients of the expansions of f(z) are [6]

f0
0 :=

f(1) + f(−1)

2
, f1

0 :=
f(1)− f(−1)

2
,

f0
n :=

n∑
k=0

(n+ k − 1)!

(n− k − 1)!

(−1)kf (n−k)(1) + (−1)nf (n−k)(−1)

n! k! 2n+k+1
, n = 1, 2, 3, . . . ,

f1
n :=

n∑
k=0

(n+ k)!

(n− k)!

(−1)kf (n−k)(1)− (−1)nf (n−k)(−1)

n! k! 2n+k+1
, n = 1, 2, 3, . . .

(4)

The coefficients g0n and g1n of the expansion of g(z) and the coefficients h0n and h1n of the expansion
of h(z) are defined by similar formulas. The three expansions in (3) converge absolute and uniformly
to the respective functions f(z), g(z) and h(z) in Dr (see [6]). The regular case analyzed in [8]
corresponds to the particular situation f0

0 = f1
0 , g

0
0 = g10 and h00 = h10 (that is equivalent to f(−1) =

g(−1) = h(−1) = 0).

As it is argued in [8], when f(−1) = g(−1) = h(−1) = 0, any solution of the differential equation
is analytic in Dr. But the situation is different when |f(−1)|+ |g(−1)|+ |h(−1)| ̸= 0 and we need the
following definition.

Definition 1. Denote by Sh the linear space of solutions of the homogeneous equation (z + 1)y′′ +
f(z)y′ + g(z)y = 0 that are analytic in Dr. Denote by S the affine space of solutions of the complete
equation (z + 1)y′′ + f(z)y′ + g(z)y = h(z) that are analytic in Dr.

From Frobenius theory we know that the critical exponents of the homogeneous differential equa-
tion (z + 1)y′′ + f(z)y′ + g(z)y = 0 at z = −1 are µ1 = 0 and µ2 = 1 − f(−1). When µ2 /∈ Z
(f(−1) /∈ Z), one independent solution of the homogeneous equation is analytic in Dr and the other
one is not, as it is of the form (z + 1)µ2a(z) with a(z) analytic in Dr. When µ2 = 0,−1,−2, . . .,
(f(−1) ∈ N), one independent solution of (z + 1)y′′ + f(z)y′ + g(z)y = 0 is analytic in Dr and the
other one is not, as it is of the form a1(z) log(z + 1) + (z + 1)µ2a2(z) with a1(z) and a2(z) analytic in
Dr and a1(z) ̸= 0 if µ2 = 0. When µ2 ∈ N, (f(−1) = 0,−1,−2, . . .), one independent solution of the
homogeneous equation is analytic in Dr (and vanishes µ2 times at z = −1) and the other one is of the
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Figure 1: The Cassini disk Dr = {z ∈ C | |z2 − 1| < r} with foci at z = ±1 and radius r > 1 contains the real
interval [−1, 1].

form (z + 1)µ2a1(z) log(z + 1) + a2(z) with a1(z) and a2(z) analytic in Dr. Therefore, when µ2 ∈ N,
may be only one or may be two independent solutions of (z + 1)y′′ + f(z)y′ + g(z)y = 0 analytic at
z = −1.

From the above discussion we conclude that

dim(Sh) =

{
1 when f(−1) ̸= 0,−1,−2, . . . ,

1 or 2 when f(−1) = 0,−1,−2, . . .

On the other hand, it is clear that S = yp + Sh, where yp(z) is a particular solution of (z +1)y′′ +
f(z)y′ + g(z)y = h(z) that is analytic in Dr. The existence of that particular solution yp(z) is not
guaranteed “a priori”; then, either dim(S) = dim(Sh) or S is empty. (For example, the general solution
of the equation (z + 1)y′′ = 1 is y(z) = c1 + c2z + (1+ z) log(z + 1); c1, c2 ∈ C; then dim(Sh) = 2 and
S is empty. The general solution of the equation (z+1)y′′ + y′ = 1 is y(z) = c1 + c2 log(z+1)+ z; c1,
c2 ∈ C; then dim(Sh) = dim(S) = 1.)

Once we have a picture of the spaces S and Sh in relation to the value of f(−1), we introduce the
key point in the discussion of the paper. Any function y(z) ∈ S or y(z) ∈ Sh can be written in the
form of a two-point Taylor expansion at the base points z = ±1 (see [6]),

y(z) =
∞∑
n=0

[an + bnz](z
2 − 1)n, z ∈ Dr, (5)

where the coefficients an and bn are related to the values of the derivatives of y(z) at z = ±1 in the
same form as the coefficients f0

n and f1
n of f(z) are related to the derivatives of f(z) at z = ±1 in (4).

If we can derive the coefficients an and bn from (z + 1)y′′ + f(z)y′ + g(z)y = h(z), we will obtain the
functions y ∈ S in the form of a two-point Taylor series (5), when the space S is nonempty. This fact
is not guaranteed “a priory”; what is guaranteed is that Sh is not empty, moreover, it has dimension
at least one. In the regular case f(−1) = g(−1) = 0, it is guaranteed that the dimension of Sh is two
(see [8]).

As it is not guaranteed “a priory” that S is nonempty, the existence of one analytic solution in Dr

of the initial or boundary value problem (1) is not guaranteed “a priory” either; nor even when h = 0
(homogenous case) or in the regular case f(−1) = g(−1) = h(−1) = 0. In this paper we analyze the
size of the space S and then, the existence and uniqueness of analytic solutions in Dr of the problem
(1). We accomplish this task using that any function in S may be written in the form (5): in the
remaining of the paper we replace the formal two-point Taylor series in (1) and study if it is possible
to obtain the coefficients an and bn from the differential equation and boundary conditions given in
(1).
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For any function y(z) analytic in Dr, the series (5) is absolute and uniformly convergent in the
interval [−1, 1], and we also have [8]

y′(z) =

∞∑
k=0

{[(2k + 1)bk + 2(k + 1)bk+1] + 2(k + 1)ak+1z} (z2 − 1)k,

y′′(z) =

∞∑
k=0

2(k + 1) {[(2k + 1)ak+1 + 2(k + 2)ak+2] + [(2k + 3)bk+1 + 2(k + 2)bk+2]z} (z2 − 1)k,

(6)

where the convergence of the series is absolute and uniform in the interval [−1, 1].

3 Two-point Taylor expansion representation of the functions of S

As it happens in the standard Frobenius method for initial value problems, when we replace f(z), g(z)
and h(z) by their two-point Taylor expansions (3) in the differential equation (z+1)y′′+f(z)y′+g(z)y =
h(z), and the solution y(z) and its derivatives by their two-point Taylor expansions (5) and (6), we
find that the coefficients an and bn satisfy, for n = 0, 1, 2, . . ., a linear system of two recurrences:

4(n+ 1)(n+ 2)(an+2 + bn+2) + 2(n+ 1)(2n+ 1)an+1 + 2(n+ 1)(4n+ 3)bn+1 + 2n(2n+ 1)bn

+
n∑

k=0

{
f0
n−k[(2k + 1)bk + 2(k + 1)bk+1] + 2(k + 1)(f1

n−k + f1
n−k−1)ak+1

+(g1n−k + g1n−k−1)bk + g0n−kak
}
= h0n,

4(n+ 1)(n+ 2)(an+2 + bn+2) + 2(n+ 1)(2n+ 1)an+1 + 2(n+ 1)(2n+ 3)bn+1

+

n∑
k=0

{
f1
n−k[(2k + 1)bk + 2(k + 1)bk+1] + 2(k + 1)f0

n−kak+1 + g0n−kbk + g1n−kak
}
= h1n,

(7)

with f0
−1 = g0−1 = f1

−1 = g1−1 = 0. It is not possible to solve this linear system of equations for an+2

and bn+2. We solve this technical difficulty by retaining the second equation and replacing the first
one by the difference between the two equations with n replaced by n+ 1. In this way we obtain, for
n = 0, 1, 2, . . ., the linear non homogeneous system (homogeneous when h = 0):

4(n+ 1)(n+ 2)(an+2 + bn+2) + 2(n+ 1)(2n+ 1)an+1 + 2(n+ 1)(2n+ 3)bn+1

+

n∑
k=0

{
f1
n−k[(2k + 1)bk + 2(k + 1)bk+1] + 2(k + 1)f0

n−kak+1 + g0n−kbk + g1n−kak
}
= h1n,

2(n+ 2)[2(n+ 1) + (f0
0 − f1

0 )]bn+2 − 2(n+ 2)(f0
0 − f1

0 )an+2 + 2(n+ 1)(n+ 2)bn+1

+

n+1∑
k=0

[
(2k + 1)(f0

n−k+1 − f1
n−k+1)bk + 2(k + 1)f1

n−kak+1 + (g0n−k+1 − g1n−k+1)(ak − bk) + g1n−kbk
]

+

n∑
k=0

[
2(k + 1)(f0

n−k+1 − f1
n−k+1)bk+1 + 2(k + 1)(f1

n−k+1 − f0
n−k+1)ak+1

]
= h0n+1 − h1n+1.

(8)

Then, in general, as it happens in the standard Frobenius method or in the particular regular boundary
problem analyzed in [8], the computation of the coefficients an and bn involves the previous coefficients
a0, b0, . . . , an−1 and bn−1. But we find here a particularity that we do not find in the regular problem
solved in [8]: in general, for a given n = 0, 1, 2, . . ., we can solve the linear system (8) for an+2 and
bn+2 if and only if∣∣∣∣ 1 1

f1
0 − f0

0 2(n+ 1) + f0
0 − f1

0

∣∣∣∣ ̸= 0 ⇔ f(−1) ≡ f0
0 − f1

0 ̸= −n− 1.
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Then, if −f(−1) /∈ N, we can solve the linear system (8) for an+2 and bn+2 for any n = 0, 1, 2, . . ..
But if −f(−1) ≡ n0 ∈ N, then we can solve the system (8) for an+2 and bn+2 for any n = 0, 1, 2, . . .,
except for n = n0 − 1. For convenience, when −f(−1) /∈ N we define n0 = 0.

Therefore, in any case, we can solve the linear system (8) for an+2 and bn+2 for n = n0, n0 +
1, n0 + 2, . . . This means that we obtain all the coefficients an and bn required to represent y(z)
in the form (5) for n = n0 + 2, n0 + 3, n0 + 4, . . ., as a function of the first 2(n0 + 2) coefficients
a0, b0, a1, b1, . . . , an0+1, bn0+1. But these 2(n0 + 2) first coefficients are not totally free, as they must
satisfy the equations (8) for n = 0, 1, 2, . . . , n0 − 1. Moreover, they must also satisfy the second
equation in (8) for n = −1 (empty sums being understood as zero), since in passing from (7) to
(8) we missed this equation when we replaced n by n + 1 (this is equivalent to the compatibility
condition of the equations (7) at n = 0). These facts impose 2n0+1 linear restrictions (not all of them
necessarily independent) to the 2(n0 + 2) first coefficients a0, b0, a1, b1, . . . , an0+1, bn0+1. Let’s denote
these equations by Lk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0, k = 1, 2, 3, . . . , 2n0 + 1, where, if k is odd,
Lk is the second equation of system (8) for n = (k − 3)/2, and if k is even, Lk is the first equation of
system (8) for n = (k − 2)/2. In general, this set of equations is non homogeneous; it is homogenous
when h(z) = 0.

In the particular case of the regular problem analyzed in [8] we have that n0 = 0, as f(−1) = 0.
Then, we can obtain from system (8) all the coefficients an and bn for n ≥ 2 as a function of the
first four coefficients a0, b0, a1 and b1. In this case, the above mentioned set of restrictions reduces
to only one restriction L1[a0, b0, a1, b1] = 0 (the second equation in (8) for n = −1). But using that
f(−1) = g(−1) = h(−1) = 0 we see that this equation is the tautology 0 = 0 and then, it does not
introduce any linear dependence between the coefficients a0, b0, a1 and b1.

As a difference with the Frobenius method where we only have one recurrence for the sequence of
standard Taylor coefficients, here we have a system of two recurrences (8). But moreover, the compu-
tation of the coefficients an, bn for n ≥ n0 + 2 requires the initial seed a0, b0, a1, b1, . . . , an0+1, bn0+1.
These 2n0 + 4 coefficients satisfy the above mentioned 2n0 + 1 equations. This does not mean that
the linear space Sh or the affine space S may have dimension three or more, these spaces have, of
course, dimension at most two. It is happening that, apart from the affine space S of (true) solutions
of (z + 1)y′′ + f(z)y′ + g(z)y = h(z), there is a bigger space of formal solutions W defined by:

W := { y(z) =

∞∑
n=0

[an + bnz](z
2 − 1)n

∣∣∣∣ an, bn given in (8) for n ≥ n0 + 2;

(a0, b0, a1, b1, . . . , an0+1, bn0+1) ∈ C2n0+4

with Lk[a0, b0, . . . , an0+1, bn0+1] = 0, k = 1, 2, 3, . . . , 2n0 + 1

}
.

Formally, all the two-point Taylor series in W are solutions of (z + 1)y′′ + f(z)y′ + g(z)y = h(z). But
not all of them are convergent, only a subset: the affine space S of (true) solutions of (z + 1)y′′ +
f(z)y′ + g(z)y = h(z), that may be written in the form:

S =

{
y ∈ W

∣∣∣∣ ∞∑
n=0

[an + bnz](z
2 − 1)n is uniformly convergent in [−1, 1]

}
.

In the following section we derive a more practical characterization of the space S in the form of two
extra linear equations for the coefficients a0, b0, a1, b1, . . . , an0+1, bn0+1. This characterization lets us
give some more precise information about the size of the space S.
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4 Algebraic characterization of the space S

From (8) and the discussion below that formula, we see that we may solve (8) for (an, bn) for n ≥ n0+2
in the schematic form

an =
n−1∑
k=0

[An,kak +Bn,kbk] + En,

bn =
n−1∑
k=0

[Cn,kak +Dn,kbk] + Fn,

(9)

where the coefficients An,k, Bn,k, Cn,k and Dn,k are functions of f0
k , f

1
k , g

0
k and g1k. The coefficients

En,k and Fn,k are functions of h0k and h1k, k = 0, 1, 2, . . . , n − 1. For simplicity, we do not detail here
these functions, as the precise value of these coefficients is not needed in the theoretical discussion. It
is not needed either in computation in the particular examples, as it is more convenient the use of an
algebraic manipulator to compute (an, bn), n ≥ n0 + 2, directly from (8).

For a fixed m ∈ N, m ≥ 2n0 + 2, and n = 0, 1, 2, . . . ,m− n0 − 1, we define the vectors:

vn := (an+n0+2−m, bn+n0+2−m, an+n0+3−m, bn+n0+3−m, . . . , an+n0 , bn+n0 , an+n0+1, bn+n0+1) ∈ C2m,

with a−k = b−k = 0 for k ∈ N. In particular we have:

vm−n0−2 = (a0, b0, a1, b1, . . . , am−1, bm−1) and v0 = (0, 0, . . . , 0, 0, a0, b0, a1, b1, . . . , an0+1, bn0+1).

For n = 0, 1, 2, . . . ,m− n0 − 2, define the (2m)× (2m) matrix

Mn :=



0 0 1 0 0 0 0 . . . 0
0 0 0 1 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 0
0 0 0 0 0 . . . 0 0 1
0 . . . 0 An+n0+2,0 Bn+n0+2,0 . . . . . . An+n0+2,n+n0+1 Bn+n0+2,n+n0+1

0 . . . 0 Cn+n0+2,0 Dn+n0+2,0 . . . . . . Cn+n0+2,n+n0+1 Dn+n0+2,n+n0+1


. (10)

The only non-null elements of this matrix are the corresponding to the entries mi,i+2 = 1, i =
1, 2, 3, . . . , 2m−2, and to the entries m2m−1,k, m2m,k, k = 0, 1, 2, . . . , n+n0+1. In particular we have

M0 =



0 0 1 0 0 0 0 . . . 0
0 0 0 1 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 0
0 0 0 0 0 . . . 0 0 1
0 . . . 0 An0+2,0 Bn0+2,0 . . . . . . An0+2,n0+1 Bn0+2,n0+1

0 . . . 0 Cn0+2,0 Dn0+2,0 . . . . . . Cn0+2,n0+1 Dn0+2,n0+1


and

Mm−n0−2 =



0 0 1 0 0 0 0 . . . 0
0 0 0 1 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 0
0 0 0 0 0 . . . 0 0 1

Am,0 Bm,0 Am,1 Bm,1 . . . . . . . . . Am,m−1 Bm,m−1

Cm,0 Dm,0 Cm,1 Dm,1 . . . . . . . . . Cm,m−1 Dm,m−1


.
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We also need, for n = 0, 1, 2, . . . ,m− n0 − 2, the definition of the vector

cn := (0, 0, . . . , 0, 0, En+2, Fn+2) ∈ C2m.

Then, the system of recurrences (9) (that indeed represents (8)) can be written in matrix form

vn = Mn−1vn−1 + cn−1, n = 1, 2, 3, . . . ,m− n0 − 1. (11)

To find the solution of this linear recurrence for the vector vn, we define recurrently the following
matrices

M0 :=M0, Mn := MnMn−1,

C0 :=c0, Cn := MnCn−1 + cn, n = 1, 2, 3, . . . ,m− n0 − 2,

or equivalently,

Mn =

n∏
k=0

Mn−k, Cn = cn +

n−1∑
k=0

[Mn ·Mn−1 · · ·Mk+1]ck, n = 0, 1, 2, 3, . . . ,m− n0 − 2.

Then, we find
vm−n0−1 = Mm−n0−2v0 + Cm−n0−2,

or, in an extended form:

⋆
⋆
.
.
.
⋆
⋆
am
bm


=



⋆
⋆
.
.
.
⋆
⋆

B2m−1

B2m



+



⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ . . . ⋆ M2m−1,2m−2n0−3 M2m−1,2m−2n0−2 . . . M2m−1,2m−1 M2m−1,2m

⋆ . . . ⋆ M2m,2m−2n0−3 M2m,2m−2n0−2 . . . M2m,2m−1 M2m,2m





0
.
0
a0
b0
.
.

an0+1

bn0+1


,

where Mi,j are the entrances of the last two rows and last 2n0+4 columns of the matrix Mm−n0−2, Bi

are the last two components of the vector Cm−n0−2 and the ⋆ denote complex (unspecified) numbers.
The two-point Taylor series of an analytic function in Dr converges in [−1, 1] if it converges at z = 0 [6].
And it converges at z = 0 if and only if limm→∞(am, bm) = (0, 0). Then, taking the limit m → ∞ into
the above equation we find

⋆
⋆
.
.
.
⋆
⋆
0
0


=



⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ . . . ⋆ ⋆
⋆ . . . ⋆ H1,1 H1,2 . . . H1,2n0+3 H1,2n0+4

⋆ . . . ⋆ H2,1 H2,2 . . . H2,2n0+3 H2,2n0+4





0
.
0
a0
b0
.
.

an0+1

bn0+1


+



⋆
⋆
.
.
.
⋆
⋆
γ1
γ2


,
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where we have denoted

Hi,j := lim
m→∞

M2m+i−2,2m−2n0+j−4, i = 1, 2, j = 1, 2, 3, . . . , 2n0 + 4,

γ1 = lim
m→∞

B2m−1, γ2 = lim
m→∞

B2m.
(12)

Then, the two equations that we were looking for are, for k = 1, 2:

Hk[a0, b0, . . . , an0+1, bn0+1] := Hk,1a0 +Hk,2b0 + · · ·+Hk,2n0+3an0+1 +Hk,2n0+4bn0+1 + γk = 0. (13)

Therefore, at this moment, we have found the more practical characterization of the space S of
true solutions of (z + 1)y′′ + f(z)y′ + g(z)y = h(z) that we were looking for:

S :=

{
y(z) =

∞∑
n=0

[an + bnz](z
2 − 1)n

∣∣∣∣ an, bn given in (8) for n ≥ n0 + 2;

(a0, b0, a1, b1, . . . , an0+1, bn0+1) ∈ C2n0+4 with Lk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0

for k = 1, 2, 3, . . . , 2n0 + 1, and Hk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0 for k = 1, 2

}
.

(14)

In other words, the coefficients a0, b0, a1, b1, . . . , an0+1, bn0+1 of the two-point Taylor expansion of any
function in S must be a solution of the following linear system of 2n0 + 3 equations:{

Lk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0, k = 1, 2, 3, . . . , 2n0 + 1,

Hk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0, k = 1, 2.
(15)

This system is homogenous when h = 0 (when h0n = h1n = 0) and non-homogenous when h ̸= 0.
Let’s denote (15)h the system (15) when h = 0. We know that dim(Sh) = 1 or 2. This means that
rank[(15)h] = 2n0 + 2 or 2n0 + 3 and then, the homogeneous system has a one or two-dimensional
space of solutions. On the other hand, we know that dim(S) = 1 or 2, or S is empty. This means that
there are three possibilities:

(i) rank[(15)] = rank[(15)h] = 2n0 + 2; then dim(S) = dim(Sh) = 2.

(ii) rank[(15)] = rank[(15)h] = 2n0 + 3; then dim(S) = dim(Sh) = 1.

(iii) rank[(15)] = 2n0 + 3 and rank[(15)h] = 2n0 + 2; then dim(Sh) = 2 and S is empty.

Therefore, when rank[(15)h] = 2n0 + 3, S is nonempty and dim(S) = dim(Sh) = 1. When
rank[(15)h] = 2n0 + 2, then either, dim(S) = 2 or S is empty.

When f(−1) ̸= 0,−1,−2, . . ., we know “a priory”, without need of studying the ranks of the
system (15), that dim(Sh) = dim(S) = 1. On the other hand, when f(−1) = 0,−1,−2, . . ., we do not
know “a priory” the dimensions, we need to compute the above mentioned ranks. The exception is,
of course, the homogeneous case h = 0, because the complete and homogeneous systems are the same
one. Then S = Sh, and we know “a priory” that there is, at least, a one dimensional space of analytic
solutions in Dr of the homogeneous equation. Another exception is the regular case, as we know “a
priory” that dim(S) = 2 (it is proved in [8] that the only two equations Hk = 0 that define S in this
case are linearly independent).

4.1 Polynomial coefficients

When the coefficient functions f , g and h are polynomials, we can simplify the formulation of the above
existence and uniqueness criterion. In general, the computation of the coefficients (an, bn) requires a
matrix Mn of size (2m)× (2m) with m ≥ n+ n0 +2. This means that we need matrices of increasing
size to compute the coefficients when n increases. In the case of polynomial coefficients, the situation
is different. The recurrences (8) are of constant order s independent of n and the computation of the
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coefficients an and bn involves only the previous 2s coefficients an−s, bn−s, . . . , an−1 and bn−1. Thus,
in this case, we do not need matrices of increasing size, but matrices of constant size (2s)× (2s).

The recurrence system (8) for polynomial coefficients is of the form:

an =
n−1∑

k=n−s

[An,kak +Bn,kbk] + En,

bn =

n−1∑
k=n−s

[Cn,kak +Dn,kbk] + Fn,

(16)

for a certain s ∈ N, n = n0, n0 + 1, n0 + 2, . . ., with a−k = b−k = 0, k ∈ N. The discussion is identical
to the one developed in the general case analyzed above, but now we can eliminate the restriction
n ≤ m − n0 − 2. Moreover, we can simplify the computations because now, the size of the matrices
Mn does not depend on n. We can now define the matrices Mn of fixed size (2s)× (2s) in the form:

Mn :=



0 0 1 0 0 0 0 . . . 0
0 0 0 1 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 0
0 0 0 0 0 . . . 0 0 1

An+2,n+2−s Bn+2,n+2−s . . . An+2,0 Bn+2,0 . . . . . . An+2,n+1 Bn+2,n+1

Cn+2,n+2−s Dn+2,n+2−s . . . Cn+2,0 Dn+2,0 . . . . . . Cn+2,n+1 Dn+2,n+1


(17)

instead of the form (10), with An,−k = Bn,−k = Cn,−k = Dn,−k = 0 for k ∈ N. The computation of
the system (15) is identical. The only difference is that now, the matrices Mm are of size (2s)× (2s)
∀m ∈ N and the vectors Cm ∈ R2s ∀m ∈ N.

5 Existence and uniqueness criterion for the boundary value pro-
blem (1)

Once we have the algebraic description (14) of the space S of solutions analytic in Dr of the equation
(z+1)y′′+ f(z)y′+ g(z)y = h(z), we focus our attention on the boundary value problem (1) stated in
the introduction. Then, we introduce in the study the two boundary conditions given in (1), in order
to find an algebraic description of the solutions of (1). From (5) and (6) we have

y(−1)
y(1)

y′(−1)
y′(1)

 = T


a0
b0
a1
b1

 , (18)

where T is the regular matrix

T =


1 −1 0 0
1 1 0 0
0 1 −2 2
0 1 2 2

 . (19)

(The first four coefficients a0, b0, a1, b1 of the two-point Taylor expansion (5) are related to y(−1),
y(1), y′(−1), y′(1) by the matrix T−1). Write the matrix BT , where B is the 2 × 4 matrix defining
the boundary condition in (1), in the form

BT =

(
R1,1 R1,2 R1,3 R1,4

R2,1 R2,2 R2,3 R2,4

)
.
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Then, the boundary value problem (1) may be written in the following equivalent form that stresses
the role of the first four coefficients of the two-point Taylor expansion of y(x) in the boundary value
equations: 

(x+ 1)y′′ + f(x)y′ + g(x)y = h(z) in (−1, 1),

R1[a0, b0, a1, b1] := R1,1a0 +R1,2b0 +R1,3a1 +R1,4b1 − α = 0,

R2[a0, b0, a1, b1] := R2,1a0 +R2,2b0 +R2,3a1 +R2,4b1 − β = 0.

(20)

When we add the above two algebraic equations R1 and R2 to the set of equations (15) that de-
scribe the space S of solutions of (x + 1)y′′ + f(x)y′ + g(x)y = h(x), we find that the coefficients
a0, b0, . . . , an0+1, bn0+1 of the two-point Taylor solutions y(x) of (20) (if any) are solutions of the
algebraic linear system:

Lk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0, k = 1, 2, 3, . . . , 2n0 + 1,

Hk[a0, b0, a1, b1, . . . , an0+1, bn0+1] = 0, k = 1, 2,

Rk[a0, b0, a1, b1] = 0, k = 1, 2.

(21)

The remaining coefficients an, bn for n ≥ n0 +2 are obtained recursively from (8). The system (21) is
a linear system of 2n0 + 5 equations with 2n0 + 4 unknowns (in the regular case, the system reduces
to the last 4 equations). The existence and uniqueness of solutions of the system (21) is equivalent
to the existence and uniqueness of solution of the problem (20). Then, we can finally formulate the
following existence and uniqueness criterion for the boundary value problem (1):

Existence and uniqueness criterion

(i) If the system (21) has not a solution, then problem (1) has not an analytic solution in Dr.

(ii) If the system (21) has a unique solution, then problem (1) has a unique analytic solution in Dr.

(iii) If the system (21) has a one-dimensional space of solutions, then problem (1) has a one-
dimensional family of analytic solutions in Dr.

(iv) If the system (21) has a two-dimensional space of solutions, then problem (1) has a two-
dimensional family of analytic solutions in Dr.

Observation 1. According to the ranks of (15) and (15)h we have that:

1. If rank[(15)] = rank[(15)h] = 2n0 + 3 (this is granted when f(−1) ̸= 0,−1,−2, . . .), then (iv) is
not possible.

2. If rank[(15)] = 2n0 +3 and rank[(15)h] = 2n0 +2 (necessarily f(−1) = 0,−1,−2, . . .); then only
(i) is possible.

Observation 2. In practice, the coefficients of the two equations Hk in system (21) are computed
approximately, as the limits of the matrices Mm involved in their computation can be computed only
approximately (see (12) and (13)). Therefore, the above existence and uniqueness criterion for solution
of (1) is useful when the systems (15) and (15)h are well conditioned. In order to determine the rank
of these systems in practice, it is convenient to compute the matrices Mm up to an index m at which
the rank of the systems (15) and (15)h stabilize. On the other hand, the criterion is constructive as it
provides an approximation to the solution of the form (5) once the coefficients (a0, b0, . . . , an0+1, bn0+1)
are computed from (21).

Observation 3. When f(−1) ̸= 0,−1,−2, . . ., the rank of the first 2n0 + 3 equations in (21) is
2n0 + 3. When f(−1) = g(−1) = h(−1) = 0 (regular case), the system (21) consists only of the four
last equations and the rank of the two equations Hk = 0, k = 1, 2, is two. In any other case, the rank
of the first 2n0 + 3 equations in the system (21) is not known a priori; it is calculated once we have
computed the first 2n0 + 3 equations of system (21).
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The key point in the discussion of the dimensions of S and Sh is system (15), and the key point in
the discussion of the existence and uniqueness of problem (1) is system (21). In the examples of the
following section we show how these systems are computed in practice and how the above criterium
of existence and uniqueness may be implemented.

6 Examples

In the examples of this section we explore all the possible situations in relation to the value of f(−1)
and the sizes of the spaces S and Sh:

(i) f(−1) ̸= 0,−1,−2, . . ., that is, dim(S) = dim(Sh) = 1. Example 1.

(ii) f(−1) = 0,−1,−2, . . . and dim(S) = dim(Sh) = 1. Example 2.

(iii) f(−1) = 0,−1,−2, . . . and dim(S) = dim(Sh) = 2. Example 3.

(iv) f(−1) = 0,−1,−2, . . . and dim(Sh) = 2, S is empty. Example 4.

In all the examples below, the parameters a, b, c, d, ã, b̃, c̃, d̃, C, α and β are arbitrary complex
numbers. The limits in the m index of the sequences (12) are approximated by the value of the
sequences at m = 10. It has been ckecked that from m = 2 the ranks of the involved systems get
stabilized. We have selected examples for which the general solution of the differential equation is
known; in this way we may check the validity of the existence and uniqueness criterion of Section 5
and compare the exact solution(s) with the approximate solution(s) provided by the right hand side
of (5) truncated at a certain n, that we denote by pn(z). The figures in examples 1, 2 and 3 show
the relative error in the supremum norm when the exact solution of the corresponding example is
approximated by pn(x), n = 0, 1, . . . , 4, in the interval x ∈ (−1, 1).

Example 1. Consider the boundary value problem:
(x+ 1)y′′ +

3

2
y′ − y = C in (−1, 1),

ay(−1) + by(1) + cy′(−1) + dy′(1) = α,

ãy(−1) + b̃y(1) + c̃y′(−1) + d̃y′(1) = β.

(22)

We have f(x) = 3/2, g(x) = −1 and h(x) = C. As f(−1) = 3/2, then n0 = 0. For this example, the re-
currence relations (8) may be written in the form vn = Mn−1vn−1+cn−1 with vn = (an, bn, an+1, bn+1),
cn = (0, 0, 0, 0), n = 0, 1, 2, . . . , and

Mn =


0 0 1 0
0 0 0 1

0 4n+7
8(n+1)(n+2)(2n+5) − 16n2+48n+39

8(n+2)(2n+5)
1

2(n+2)(2n+5)

0 3
8(n+1)(n+2)(2n+5) − 12n+11

8(n+2)(2n+5) −2(n+2)
2n+5

 .

For m = 10, system (15) is given by
−a0 +

5b0
2

− 3a1 + 3b1 = C,

8.08104b0 − 45.0381a1 − 0.142993b1 = 0,

3.77407b0 − 17.6957a1 − 37.4763b1 = 0,

(23)

whose solution is (b0, a1, b1) = (0.497539a0 + 0.497539C, 0.0892464a0 + 0.0892464C, 0.00796412a0 +
0.00796412C), with a0 ∈ C. As dim(Sh) = dim(S) = 1, the differential equation in (22) has a
one-dimensional family of analytic solutions in [−1, 1].

12



Now we apply the existence and uniqueness criterion of Section 5: the existence and uniqueness of
solution of (22) is equivalent to the existence and uniqueness of solution of the linear system given by
the three equations (23) and the two equations{

(a+ b)a0 + (−a+ b+ c+ d)b0 + (−2c+ 2d)a1 + (2c+ 2d)b1 = α,

(ã+ b̃)a0 + (−ã+ b̃+ c̃+ d̃)b0 + (−2c̃+ 2d̃)a1 + (2c̃+ 2d̃)b1 = β.
(24)

Then, problem (22) has a unique solution if and only if

α+ C(0.497539a− 0.497539b− 0.334974c− 0.69196d)

0.502461a+ 1.49754b+ 0.334974c+ 0.69196d

=
β + C(0.497539ã− 0.497539b̃− 0.334974c̃− 0.69196d̃)

0.502461ã+ 1.49754b̃+ 0.334974c̃+ 0.69196d̃
.

(25)

We next observe that the existence and uniqueness condition obtained with this criterion coincides
with the one provided by the knowledge of the family of analytic solutions of the differential equation
given in (22):

y(x, c1) := c1
sinh(2

√
x+ 1)√

x+ 1
− C.

The standard criterion of existence and uniqueness of solution of problem (22) depends on the existence
of a complex number c1 that makes y(x, c1) compatible with the boundary conditions in (22), that is,

α+ C(a+ b)

48a+ 12
√
2 sinh(2

√
2)b+ 32c+ (12 cosh(2

√
2)− 3

√
2 sinh(2

√
2))d

=
α+ C(ã+ b̃)

48ã+ 12
√
2 sinh(2

√
2)̃b+ 32c̃+ (12 cosh(2

√
2)− 3

√
2 sinh(2

√
2))d̃

.

(26)

It can be checked that (25) and (26) yield to the same condition.
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Figure 2: Relative errors in the supremum norm for problem (22) with C = 0, a = b = c̃ = d̃ = 1, c = d = ã =

b̃ = 0, α = 1.94755 and β = 1.

�

Example 2. Consider the boundary value problem:
(x+ 1)y′′ − y′ − y = C in (−1, 1),

ay(−1) + by(1) + cy′(−1) + dy′(1) = α,

ãy(−1) + b̃y(1) + c̃y′(−1) + d̃y′(1) = β.

(27)
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We have f(x) = −1, g(x) = −1 and h(x) = C. As f(−1) = −1, then n0 = 1. For this ex-
ample, the recurrence relations (8) may be written in the form vn = Mn−1vn−1 + cn−1 with vn =
(an, bn, an+1, bn+1, an+2, bn+2), cn = (0, 0, 0, 0, 0, 0), n = 1, 2, . . . , and

Mn =



0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

0 0 0 2n+1
8n(n+1)(n+2) −4n2+2n+1

4n(n+2)
1

4n(n+2)

0 0 0 − 1
8n(n+1)(n+2)

2n+1
4n(n+2) −4n2+6n+1

4n(n+2)


.

For m = 10, system (15) is given by

−a0 + 2a1 − 2b1 = C,

−b0 + 6b1 + 8a2 + 8b2 = 0,

−a1 + 4b1 + 4a2 + 4b2 = 0,

−8.07905b1 + 75.7528a2 − 11.3031b2 = 0,

2.78241b1 − 29.1304a2 + 53.3385b2 = 0,

(28)

whose solution is (b0, a1, b1, a2, b2) = (a0+C, 0.644633a0+0.644633C, 0.144633a0+0.144633C, 0.015568a0+
0.015568C, 0.00095756a0 + 0.00095756C), with a0 ∈ C. As dim(Sh) = dim(S) = 1, the differential
equation in (27) has a one-dimensional family of analytic solutions in [−1, 1].

Now we apply the existence and uniqueness criterion of Section 5: the existence and uniqueness of
solution of (27) is equivalent to the existence and uniqueness of solution of the linear system given by
equations (28) and (24). Then, problem (27) has a unique solution if and only if

α+ C(a− b− 2.57853d)

2b+ 2.57853d
=

β + C(ã− b̃− 2.57853d̃)

2b̃+ 2.57853d̃
. (29)

The existence and uniqueness condition obtained with this criterion coincides with the one provided
by the knowledge of the family of analytic solutions of the differential equation given in (27):

y(x, c1) = c1(x+ 1)I2(2
√
x+ 1)− C,

where Iν(z) is a modified Bessel function. The standard criterion of existence and uniqueness of solu-
tion of problem (27) depends on the existence of a complex number c1 that makes y(x, c1) compatible
with the boundary conditions in (27), that is,

α+ C(a+ b)

4I2(
√
2)b+

(√
2I1(2

√
2) + 2I2(2

√
2) +

√
2I3(2

√
2)
)
d

=
α+ C(ã+ b̃)

4I2(
√
2)̃b+

(√
2I1(2

√
2) + 2I2(2

√
2) +

√
2I3(2

√
2)
)
d̃
.

(30)

It can be checked that (29) and (30) are equivalent.

�

Example 3. Consider the boundary value problem:
(x+ 1)y′′ − (1 + 2x+ 2x2)y′ − 2y = C in (−1, 1),

ay(−1) + by(1) + cy′(−1) + dy′(1) = α,

ãy(−1) + b̃y(1) + c̃y′(−1) + d̃y′(1) = β.

(31)
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Figure 3: Relative errors in the supremum norm for problem (27) with C = 0, a = b = c̃ = d̃ = 1, c = d = ã =

b̃ = 0, α = 0.775635 and β = 1.

We have f(x) = −(1 + 2x + 2x2), g(x) = −2 and h(x) = C. As f(−1) = −1, then n0 = 1. For
this example, the recurrence relations (8) may be written in the form vn = Mn−1vn−1 + cn−1 with
vn = (an, bn, an+1, bn+1, an+2, bn+2), cn = (0, 0, 0, 0, 0, 0), n = 1, 2, . . . , and

Mn =



0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 2n+1

2(n+1)(n+2) 0 − 2n−1
2(n+2) 0

0 0 − 1
2(n+1)(n+2)

1
n+2

1
2(n+2) − 2n+1

2(n+2)


.

For m = 10, system (15) is given by

−2a0 + 2a1 + b0 − 2b1 = C,

−4a1 + 8a2 − 4b0 + 2b1 + 8b2 = 0,

−2a1 + 4a2 − 2b0 + b1 + 4b2 = 0,

−2.56135a1 + 5.1227a2 = 0,

8.09771a1 − 16.1954a2 − 14.4782b1 + 34.474b2 = 0,

(32)

whose solution is (a1, b1, a2, b2) = (a0+0.246296b0+0.5C, 0.746296b0, 0.5a0+0.123148b0+0.25C, 0.313426b0),
with a0, b0 ∈ C. As dim(Sh) = dim(S) = 2, the differential equation in (31) has a two-dimensional
family of analytic solutions in [−1, 1].

Now we apply the existence and uniqueness criterion of Section 5: the existence and uniqueness of
solution of (31) is equivalent to the existence and uniqueness of solution of the linear system given by
equations (32) and (24). Then, problem (31) has a unique solution if and only if(

a+ b− 2c+ 2d −a+ b+ 2c+ 2.98518d

ã+ b̃− 2c̃+ 2d̃ −ã+ b̃+ 2c̃+ 2.98518d̃

)(
a0
b0

)
=

(
α+ C(c− d)

β + C(c̃− d̃)

)
. (33)

We next observe that the existence and uniqueness condition obtained with this criterion coincides
with the one provided by the knowledge of the general analytic solution of the differential equation
given in (31):

y(x, c1, c2) = c1e
x2−1 + c2(e

x2√
πerf(x)− 1)− C/2.

The standard criterion of existence and uniqueness of solution of problem (31) depends on the existence
of two complex numbers c1 and c2 that makes y(x, c1, c2) compatible with the boundary conditions in
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(31), that is,(
a+ b− 2c+ 2d b(−1 + e

√
πerf(1)) + (2c+ 2d− a) (1 + e

√
πerf(1))

ã+ b̃− 2c̃+ 2d̃ b̃(−1 + e
√
πerf(1)) + (2c̃+ 2d̃− ã) (1 + e

√
πerf(1))

)(
c1
c2

)
=

(
α+ C(a+b)

2

β + C(ã+b̃)
2

)
.

(34)

It can be checked that the criterion for the existence and uniqueness of solution of (33) is equivalent
to the criterion for the existence and uniqueness of solution of (34).
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Figure 4: Relative errors in the supremum norm for problem (31) with C = 0, a = b = c̃ = d̃ = 1, c = d = ã =

b̃ = 0, α = β = 1.

�

Example 4. Consider the boundary value problem:
(x+ 1)y′′ = 1 in (−1, 1),

ay(−1) + by(1) + cy′(−1) + dy′(1) = α,

ãy(−1) + b̃y(1) + c̃y′(−1) + d̃y′(1) = β.

(35)

We have f(x) = 0, g(x) = 0 and h(x) = 1. As f(−1) = 0, then n0 = 0. Then, system (15) consists of
3 equations, the first one is

L1[a0, b0, a1, b1] ≡ 1 = 0.

Thus, problem (35) has no analytic solution in [−1, 1]. This conclusion is the same one that we obtain
from the knowledge of the general solution of the differential equation in (31):

y(x) = c1 + c2x+ (1 + x) log(1 + x).

�

7 Final remarks

In this paper we have continued and generalized our investigations in the regular case initiated in [8].
The analysis presented in this paper is far more elaborated than the one required in the regular case,
as it is necessary a previous study of the spaces S and Sh of analytic solutions of the complete and
homogeneous equations, and the relation between the size of these spaces and the value of f(−1).
Also, the system of recurrences for the two-point Taylor expansion is more complicated and requires
an initial seed that depends on the value of f(−1).

In Section 2 we have detailed the dimensionality of the space Sh of analytic solutions of the
homogeneous equation; the dimension of Sh is: (i) one when f(−1) ̸= −1,−2,−3, . . .; (ii) one or two
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when f(−1) = −1,−2,−3, . . .; (iii) two when f(−1) = g(−1) = 0 (regular case). We have included the
regular case analyzed in [8] as a particular case of the more general situation analyzed in this paper.
The dimension of the space S of analytic solutions of the complete differential equation is either, the
same as the dimension of Sh, or S is empty. A complete characterization of this space is given at the
end of Section 4 from the study of the ranks of the algebraic linear systems (15) and (15)h.

In Section 3 we have derived an algorithm to obtain the two-point Taylor expansion of the solutions
of (1) (if any). In Section 5 we have given a straightforward and systematic criterion for the existence
and uniqueness of analytic solutions of the boundary value problem (1). The criterion is very simple
and establishes that the existence and uniqueness of solution of the boundary value problem (1)
is equivalent to the existence and uniqueness of solution of the algebraic linear system (21). Two
equations of this algebraic system are defined by the limits (12), whose exact computation is, in
general, difficult. Then, in practice, the entrances of two of the equations of this algebraic system
must be computed approximately and then, the solution is computed in an approximated form. Also,
in practice, we must apply the above existence and uniqueness criterion for the solution of (1) using
the approximate linear system. Then, the conclusions about the existence and uniqueness of solution
are exact unless the system is bad conditioned. In this case, the ranks of the coefficient matrix and/or
of the augmented matrix of the system (21) sensibly depend on the precision in the computation of
the approximate limits.

Formally, the criterion proposed in this paper is similar to the standard criterion based on the
knowledge of the space of solutions: both criteria relate the existence and uniqueness of solution of
the boundary value problem (1) to the existence and uniqueness of a solution of an algebraic linear
system. As a difference with that standard criterion, our criterion does not require the knowledge
of the general solution of the differential equation. This qualitative difference is essential when the
general solution of the equation is not known. In this case, the standard criterion is not useful, whereas
our criterion can be always applied (except in the case of bad conditioning discussed above), as we
have shown in the examples analyzed in Section 7.
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