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Abstract. Short-term spatial memory has traditionally been assessed using visual 
stimuli, but not auditory stimuli. In this paper, we design and test a serious game 
with auditory stimuli for assessing short-term spatial memory. The interaction is 
achieved by gestures (by raising your arms). The auditory stimuli are emitted by 
smart devices placed at different locations. A total of 70 participants (32 children 
and 38 adults) took part in the study. The outcomes obtained with our game were 
compared with traditional methods. The results indicated that the outcomes in the 
game for the adults were significantly greater than those obtained by the children. 
This result is consistent with the assumption that the ability of humans increases 
continuously during maturation. Correlations were found between our game and 
traditional methods, suggesting its validity for assessing spatial memory. The re-
sults indicate that both groups easily learn how to perform the task and are good 
at recalling the locations of sounds emitted from different positions. With regard 
to satisfaction with our game, the mean scores of the children were higher for 
nearly all of the questions. The mean scores for all of the questions, except one, 
were greater than 4 on a scale from 1 to 5. These results show the satisfaction of 
the participants with our game. The results suggest that our game promotes en-
gagement and allows the assessment of spatial memory in an ecological way.   

Keywords: Gamification, Serious Game, Auditory, Short-Term Memory, Ka-
rotz, color-depth sensor, Microsoft KinectTM, Natural User Interface. 

1 Introduction 

The terms gamification or serious games are commonly used interchangeably to refer 
to the use of games in non-game contexts. According to Deterding et al. [1], gamifica-
tion refers to the use of design element characteristics for games in non-game contexts. 
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The underlying idea of serious games is to combine game playing with a serious pur-
pose (i.e., cognitive testing) [2]. Several works have suggested that serious games help 
in the learning process when they are used in relevant contexts that engage learners 
(e.g., [3]). For example, serious games have also been previously used for individuals 
with autism for learning purposes [4]; as an assessment tool for cognition and perfor-
mance in an activity of daily living (in their case, cooking); or for training of cognitive 
functions in older adults [5].  

Psychological science is interested in the assessment of a human’s ability to learn 
about spatial and auditory information in different situations and contexts. Memory can 
be divided into short-term memory and long-term memory, depending on whether the 
information to be stored is useful for a limited period of time or is relevant to be stored 
stably for any future need [6]. Spatial and auditory memories have the capacity to store 
representations of spatial and auditory stimuli, respectively. Spatial memory allows us 
to find a place that we have visited before, follow a route after consulting a map, or 
remember where we left our belongings, among other examples. The assessment of 
spatial memory contributes to the understanding of individual differences in behavior 
and helps to prevent and detect pathology [6]. From a psychological perspective, there 
has been research interest in the ability to learn spatial and auditory information. The 
reason is that they are significant processes in daily life. Spatial learning is associated 
with academic outcomes [7] and with the functional maturation of the frontal pole [8]. 
Auditory learning facilitates taking notes while listening, written expression, and oral 
expression [9]. Some learning and behavioral problems are related to impairments in 
these processes [10, 11]. Also, many learning experiences require considering auditory 
and spatial information simultaneously. Some examples are orientation in space and 
identification of people or objects. Since there are no procedures for assessing spatial 
learning for auditory stimuli, its implications for different types of learning remain un-
clear. 

To our knowledge, the combination of Natural User Interfaces (NUI) and smart de-
vices has not been explored for the assessment of cognitive processes, and especially 
for the assessment of spatial memory using auditory stimuli. We believe this combina-
tion promotes engagement and allows assessment in an ecological way. The develop-
ment of new games for neuropsychological assessment represents an alternative for the 
evaluation of memory. These tools can be used for assessment as well as for training.  

The objectives of our work are the following: to develop a game that is able to rec-
ognize gestures and integrate gesture recognition with smart devices; to obtain indica-
tors of the participants’ performance; to compare the performance obtained by using 
the game between the two groups of the study (i.e., children and adults); to compare the 
outcomes obtained on a questionnaire about perceptions and satisfaction and between 
the two groups. 

A sample composed of adult participants is considered to determine the maximum 
performance with the game. We compare the performance between adults and children 
in order to determine whether or not the children achieve full competence in the game. 
Therefore, our research questions are the following: RQ1) Is the new game a valid tool 
for assessing spatial memory?; RQ2) Are the performance outcomes obtained with the 
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game between children and adults different?; RQ3) Is the level of satisfaction with the 
game between children and adults different? 

In order to answer the research questions we proceed as follows: RQ1) We observe 
the correlations between the outcomes obtained in the game and traditional tools; RQ2) 
We check if there are statistically significant differences in the performance outcomes 
obtained with the game between children and adults; RQ3) We check if there are sta-
tistically significant differences in the level of satisfaction between children and adults. 

2 Background 

2.1 Gesture interaction 

Human body motion and gesture recognition have received increasing attention (e.g., 
[12, 13]). Since the arms and, in particular, the hands are used to gesture and are a 
natural means of communication among humans, they are also of importance in Hu-
man-Computer Interaction. Arm-motion recognition has been achieved through sensor-
based and vision-based techniques. For sensor-based recognition, different sensors 
have been used to capture the position and orientation of the arms (e.g., accelerometer 
[14], or sensors worn on the body [15). The vision-based methods use images obtained 
through cameras/sensors, extract their characteristics, and analyze the actions per-
formed by users. Recognition can be static or dynamic. Static gestures are time inde-
pendent, whereas dynamic gestures are time dependent. The cameras/sensors can be of 
different types, color cameras (RGB), or color-depth cameras (RGB-D). Pisharady & 
Saerbeck, 2015 [13] reviewed conventional hand-gesture recognition using RGB cam-
eras as well as recognition using RGB-D sensors. Pisharady & Saerbeck, 2015 [13]  
classified the techniques used for dynamic hand gesture recognition as: (a) Hidde Mar-
kov Models (e.g., [16]) and other statistical methods (e.g., [17]); (b) Artificial Neural 
Networks (e.g., [18]) and other learning based methods (e.g., [19]); (c) Eigenspace-
based methods (e.g, [20]); (d) Curve fitting [21]; and (e) Dynamic programming 
[22]/Dynamic time warping (e.g., [23]). Depth sensors have already been used in com-
puter vision for many years both commercial and non-commercial (e.g., [24]). An ex-
ample of a non-commercial depth sensor is an IR Time-of-Flight Range Camera [24]. 
However, the appearance of low-cost, color-depth cameras/sensors led to a much more 
widespread use than their predecessors. Two of these sensors were KinectTM [25, 26] 
by Microsoft, and Xtion PRO LIVE by ASUS. Sensors of this type provide reliable 
tracking of human body postures and obtain the coordinates of a skeletal model. These 
coordinates can be used for human body motion and gesture recognition.  

Low-cost, color-depth sensors have been used extensively for gesture interaction, 
and they have contributed to different areas. One of these areas is serious games. For 
example, Martín-SanJosé et al. [27] presented a game for learning historical ages. The 
researchers proposed a custom-built touch table and used the Microsoft KinectTM sensor 
for hand-gesture recognition. They used this table to compare a personalized, free-
learning itinerary with a linear learning itinerary. Their results showed that there were 
no statistically significant differences between the two learning itineraries. In another 
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game for the same purpose [28, 29], this same group used KinectTM for gesture interac-
tion and autostereoscopic display for 3D perception. The interaction of the children was 
similar to the interaction that is used in our game. In their game, the children had to 
raise their hands to select the elements that appeared on the screen. In our case, the 
children also have to raise their hands. The main difference is that, in our case, the 
children did not have to select elements, just raise both arms. A similar proposal was 
also used for dental learning [30]. Homer et al. [31] determined the effects of interac-
tivity in a Kinect-based literacy game for beginning readers. Those authors concluded 
that the activities in the game were not distracting. They were interesting and engaging 
activities for children, and they could support children’s acquisition of language and 
literacy. Lin et al. [32] presented a game for a child to play blocks in a natural and 
intuitive way. They concluded that the users (children and adults) could fully immerse 
themselves in the game and construct a complicated structure easily. The game facili-
tated the learning experience. 

With regard to how gesture interaction can assist in populations with special needs, 
one of the biggest contributions of low-cost, color-depth sensors is related to improve-
ment in sign-language recognition. Sun et al. [33] proposed a discriminative exemplar 
coding for American sign-language recognition. Lee et al [34] also proposed a system 
for Taiwanese sign-language recognition that showed a good recognition rate. The pro-
posals demonstrated feasibility and effectiveness. Armin et al. [35] reviewed the poten-
tial offered by low-cost, color-depth sensors in the context of educational methods for 
teaching children with sensory disabilities. For example, a Kinect-based game could 
help blind children to learn the name of objects by establishing links between tactile 
information and sound information. The authors highlighted the usefulness of low-cost, 
color-depth sensors as an attractive learning technology. 

There are also games for the physical training of motor skills in children with a de-
velopmental disorder using color-depth sensors (e.g. autism, attention deficit/hyperac-
tivity disorder, etc.), e.g., [36]. One of these games consisted of moving a girl along a 
path by using the movement of a hand [36]. The girl was shown on a TV screen or 
projector. The game aimed to train children in an engaging way and tried to keep their 
attention during the session. The game was compared with a classical procedure. There 
were significant improvements in motor learning of students with motor difficulties 
when the developed game was used. Similarly, another game showed positive effects 
for motor rehabilitation of children with cerebral palsy [37]. 

 
2.2 Smart Devices 

Smart devices, especially those with a human appearance, have contributed to the study 
of human learning. One of the most interesting examples of their contributions is related 
to the field of autism. Adolescents with a diagnosis of autism played a face-match card 
game using a humanoid robot [38]. They played in pairs with a partner of a similar age 
who had a physical impairment. The game consisted of a face match. There were three 
playing conditions to establish comparisons: playing with the robot; playing with a 
computerized touch-screen whiteboard; and playing with conventional cards. Although 
the results were variable, they showed the feasibility of using robots in a school setting. 
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Humanoid robots were also used for verbal learning. Children could learn words for 
several real objects in their first language after watching a video of a robot naming them 
[39]. Even toddlers aged 18–24 months could learn several words from a robot [40]. 
Robots have also been considered for learning about geometry in preschool education 
[41]. Children interacted with a Linux-based robot in the context of an educational 
game. The results showed positive effects of the experience with the robot in the learn-
ing of geometry. In addition, the interaction with this robot contributed to the spatial 
learning of three-year-old children [42]. Timms [43] emphasized the importance of the 
physical embodiment of the devices used. However, other types of devices showed in-
teresting findings. For example, children learned about natural environments with a 
handheld device shaped like a horn that was used during the exploration of a woodland 
[44]. The horn provided non-speech audio sounds related to ecological sounds and the 
children had to interpret their significance (e.g., a light sabre sound means photosyn-
thesis). The learning experience stimulated creativity and imagination in the children. 

To our knowledge, the only study that has used the Karotz robot was presented by 
de Graaf et al. [45]. De Graaf et al. [45] installed Karotz robots in the home of older 
people. The goal was to improve their health. The role of the Karotz robot was to work 
as a 'personal assistant' who was interested in their progress and gave recommendations, 
such as controlling their weight. 

 
2.2. Assessment of spatial memory 

The assessment of spatial memory using visual stimuli has been carried out using dif-
ferent types of applications. For example, ARSM Task [46, 47] is a mobile augmented 
reality game for assessing spatial memory in children. The game was tested in a room 
with a size of about 5 m2. Real boxes were placed in the room. Inside the boxes were 
image targets and the virtual objects appeared on these image targets. The game con-
sisted of 7 levels, in which the number of boxes and virtual objects to remember in-
creased (in Level I, there were 2 boxes and 1 object to remember; in Level II, there 
were four boxes and 2 objects to remember, etc.). Juan et al. [46] found similarities in 
the results using ARSM Task and traditional methods. MnemoCity Task [48] had a 
virtual reality environment, with passive stereoscopy and natural interaction to evaluate 
spatial memory in children. The study compared two types of interaction: 1) a gamepad; 
2) a steering wheel (with a built-in Wii RemoteTM control) and Wii Balance BoardTM. 
The steering wheel was used to determine the user's turns. The Wii Balance BoardTM 
was used to determine the participant's speed. The virtual environment recreated a park 
in which some tables were placed. The elements that the user had to locate appeared on 
the tables. Rodríguez et al. [48] also obtained correlations between their MnemoCity 
Task and traditional methods. Cárdenas et al. [49] developed a virtual labyrinth to as-
sess spatial memory in adults. In this virtual labyrinth, the participant had to remember 
the route in order to find the exit. In their study, two types of interaction were compared: 
a gamepad and a bicycle. Pedaling on the bike indicated the speed. The handlebar turns 
indicated the turns that the avatar had to make in the virtual world. The performance of 
the participants that was obtained with the labyrinth correlated with traditional meth-
ods.  
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There are several reasons for researchers to use gamification in the field of psycho-
logical assessment. The review of Lumsden et al. [50] described these reasons after 
considering empirical studies that tested the possibilities of games applied to the train-
ing or assessment of cognitive skills. These games were developed for processes such 
as executive functions and memory, combining different processes in certain cases. 
Lumsden et al. [50] mentioned some of the positive aspects that are related to the pur-
pose of the assessment which include the following: the active involvement of the user 
and motivation; clearly determined goals; and the reduction of anxiety suffered during 
a testing session. This last aspect is very important for assessment in psychology, both 
for clinical and non-clinical populations. 

  

                          Fig. 1. Karotz rabbit.                  Fig. 2. Diagram of the game area.  

3 Design and development of the game 

3.1 Design of the game 

The game was designed to use Natural User Interfaces (NUI) and smart devices for 
managing auditory stimuli. For the NUI, the proposal was to use a low-cost, color-depth 
sensor to capture movements. We used Microsoft KinectTM, but other sensors could 
also be used. Karotz rabbits were proposed as smart devices. Fig. 1 shows an image of 
a Karotz rabbit. The game was designed to test the users’ ability to detect and localize 
auditory stimuli that are emitted in different positions of a game area (Fig. 2). The game 
consists of guessing the rabbit that emitted a sound. However, the rabbits are identical. 
The only difference is their performance (sounds and movements of their ears). There-
fore, the player must concentrate on the rabbits’ locations and memorize them. Some 
communication codes were identified and defined. When a player raises his/her arms 
in front of a rabbit, it means “Hello, I know you did it”. The rabbits move their ears and 
turn on lights when they want to get the attention of the player (which means “Hello, 
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I’m here.”) or when they have understood the player’s response (which means 
“Agreed!”). The children are told that they have to hear the response of the Karotz when 
they raise their arms in order to be sure that the Karotz has understood their action. If 
this response is not emitted, the children must repeat the action. Fig. 3 shows a partici-
pant that is raising his arms in front of a Karotz rabbit. 

Our game is framed in the short-term type of memory. We are interested in the ability 
of the participants to retrieve a sequence of locations of the auditory stimuli emitted. 
This sequence is also called "memory span", which represents the capacity of short-
term storage to retain spatial items. We are interested in determining the maximum 
capacity of each participant in this type of memory span. A participant that did not 
retrieve a certain memory span in a certain number of attempts would not have been 
able to retrieve a longer memory span. Based on our experience, we have established 
that the number of attempts in our game in each level is 3. 

 

Fig. 3. A participant raising his arms in front of a Karotz rabbit. 

Fifteen children participated in a preliminary study to determine which gestures were 
easier for KinectTM to recognize. It was determined that the most appropriate gesture 
for our game was to raise both arms at the same time in front of a Karotz. The identifi-
cation was correct 95% of the time (when raising the arms and then lowering them 
immediately). To achieve 100% detection, the children were told to stand in front of a 
Karotz with their arms raised until they heard the message from the Karotz, which in-
dicated that the Karotz had been selected ("Agreed!"). 

The area of the game for our study was defined to be around 5 m2. Nevertheless, this 
area can be delimited within a room with larger dimensions. In our study, artificial turf 
was placed on the floor for guide paths, and a rug was used to indicate the initial posi-
tion of the player. The walls were covered with wrapping paper to eliminate any spatial 
cues. The height of the Karotz rabbit was adjusted by placing cardboard boxes on the 
tables. Five Karotz rabbits were placed on tables with the following locations (see Fig. 
2): Karotz rabbit 1 (–60º), Karotz rabbit 2 (–30º), Karotz rabbit 3 (0º), Karotz rabbit 4 
(+30º), Karotz rabbit 5 (+60º). Each Karotz rabbit emits its assigned sound. The game 
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included a total of 45 acoustic stimuli, which should be randomly emitted in different 
locations to avoid repetitions or established sequences. The game was defined to be 
composed of five different levels based on the number of stimuli presented in each trial 
(Fig. 4). Each level was defined to relate to a specific theme. The chosen themes were: 
nature, a party, a farm, a house, and a big city. Each level consists of 3 trials. The dif-
ference between levels lies in the number of sounds to be used in each trial, which will 
increase by 1 at each subsequent level. Specifically, the acoustic stimuli were distrib-
uted as follows: Level I (1 acoustic stimulus for each trial, 3 stimuli in total); Level II 
(2 acoustic stimuli for each trial, 6 stimuli in total); Level III (3 acoustic stimuli for 
each trial, 9 stimuli in total); Level IV (4 acoustic stimuli for each trial, 12 stimuli in 
total); and Level V (5 acoustic stimuli for each trial, 15 stimuli in total). 

 

Fig. 4. Levels of the game. 

Each level has two phases: the search phase and the location phase. In the search phase, 
the user learns the sounds and their location. First, the user listens to the instructions 
through the loudspeakers. Then, the user listens to the continuous sound emitted by a 
Karotz and memorizes its location. While the sound is playing, the participant moves 
to stand in front of the Karotz that emits the sound and raises his/her arms to make the 
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selection. The Karotz emits a message to indicate that it has understood the gesture. 
The user is told that he/she must listen to the message of the Karotz after raising his/her 
arms. If the Karotz does not emit such a message, the user must repeat the action. 

The participant's spatial memory is evaluated in the location phase. First, the user 
listens to the instructions through the loudspeakers and also the sound that has to be 
located. In this phase, the user has to remember the location of the Karotz that emitted 
the stimulus (sound). The stimuli are only emitted once. The user has to move to the 
correct location and raise his/her arms in front of the Karotz in order to select it. Then 
he/she must return to the starting position. The game stores all of the answers (successes 
or failures). 

A trial is successfully passed if all of the sounds are correctly located. If a sound is 
not correctly located, the trial has not been passed. If there is at least one successful test 
of the 3 trials of a given level, the user has passed that level and advances to the next 
level. The participant must perform the 3 trials of one level, regardless of whether 
he/she has successfully passed all of the stimuli of the first trial. If the user fails in all 
3 trials at any level, the game ends. The game also ends when the participant completes 
level V. 

 
3.2 Hardware and Software 

We used two Microsoft KinectTM v1 devices and five Karotz rabbits. The KinectTM v1 
devices include a RGB camera with a resolution of 640  480 pixels, an infrared cam-
era, an infrared projector, and a multiarray microphone. The Karotz rabbits are shaped 
like a rabbit and are 30 cm tall (Fig. 1). They can connect to the Internet through a 
wireless access point. They have loudspeakers, a webcam, an LED-light (in their bel-
lies), and they can move their ears. Their technical specifications are: 400 MHz ARM-
CPU, 64 MB-RAM, 256 MB of storage, and a Linux operating system.  

An HP computer with an Intel i5 processor and Windows 7 operating system was 
used. This computer had USB ports connected to a separate USB host controller. This 
allowed two KinectTM devices to be used simultaneously. Additionally, this computer 
was used as the server. Two conventional loudspeakers were used to give instructions 
during the game. We used a wireless-G Router with WAN port for networking and 
accessing the Internet. This Internet access was required by the five Karotz rabbits and 
the computer. 

The sounds were edited using Audacity 2.0.3 to ensure the loudness of 70 dB, fre-
quency >3000 Hz, 4-sec duration, and stereo format. For the voice of the messages, the 
audio clips were recorded using Audacity 2.0.3, and they had identical characteristics 
to the sounds, except that the duration varied depending on the specific instructions or 
message. 

Visual Basic 2008 Express Edition was used for the development of the system that 
manages the procedure during the game and the graphical interface for the supervisor. 
To program the KinectTM device, we used Visual C++ 2010 Express Edition, Kinect 
SDK 1.8, OpenNI 2.0 SDK, and Nite. The system has three modules: (a) one to config-
ure and manage the Karotz rabbits, their IPs, and the IP of the sounds server; (b) one to 
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register the participant’s information and for the evaluation process; and (c) one to man-
age the communication among the Karotz rabbits and the KinectTM devices. 

The system has a graphical interface that allows the supervisor to introduce the 
player’s code, date of birth, and gender. The role of the supervisor is to supervise the 
task by observing the supervisor’s interface, which offers information about the partic-
ipant’s progress. The supervisor does not control the rabbits. The supervisor can ob-
serve the performance carried out by the player (i.e., trials, successes, and failures (Fig. 
5)). 

 

Fig. 5. Screen that displays the player’s performance. 

4 Study 

4.1 Participants 

A total of 70 participants were involved in our study. A total of 32 healthy children (16 
girls, 16 boys) took part in this study, with ages ranging from 9 to 10 years old. The 
children were attending the fifth grade at a public school. Before carrying out the study, 
the parents of the participating children received written information about the aims 
and procedures of the study, and they signed a consent form to allow their children to 
participate. The children who participated received a diploma and a snack immediately 
after the test session. They were not informed about this reward until the end of the 
study.  

A total of 38 healthy adults (19 women, 19 men) took part in the study, ranging in 
age between 18 and 28 years old (M=21.32, SD=2.86). The participants were recruited 
throughout the campus of a large public university. The students had the following ed-
ucation levels: vocational education (28.95%), undergraduate (44.74%), or graduate 
(26.31%). Before the study, all of the participants were informed in writing about the 
aims and procedures, and they signed an informed consent form. The participants re-
ceived a diploma and a snack right after the test session, but they were not informed 
about the snack until they had completed the procedures of the study.  

The study was conducted in accordance with the European Directive 2001/20/EC 
and the Helsinki Declaration for biomedical research involving humans. The Ethics 
Committee of the Universitat Politècnica de València (UPV) approved the research 
protocol.  
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4.2 Measurements 

We assessed the participants’ ability to recall auditory stimuli and their locations by 
registering their performance during the task. The database of the system recorded suc-
cesses or failures in the detection and location of stimuli. Four variables based on per-
formance during the task were stored. These variables were the following: Number of 
Correct Stimuli (NCS), Number of Correct Levels (NCL), Task Time (TT), Number of 
Errors (NE). NCS was the number of auditory icons that a participant could successfully 
locate. NCL was the sum of the number of levels correctly performed. TT was the total 
time in seconds that a participant spent to complete the task. Finally, NE was the sum 
of the number of errors that a participant could commit. In addition, we calculated the 
task score (TS) which is the sum of all auditory icons (of any block and Level) for 
which the participant correctly indicated the emitting rabbit. The TS allows us to deter-
mine the performance of the participants. The maximum possible task score was 45.  

Visuospatial learning and auditory learning were also assessed in the participants by 
using traditional methods. We selected specific subtests that are included in the Test of 
Memory and Learning battery (TOMAL) [51]. The TOMAL battery assesses various 
domains of learning. We also selected subtests that are included in the EDAF test. The 
EDAF measures auditory and phonological discrimination [52]. We used the direct 
scores obtained in all of the subtests used. 

We selected the TOMAL subtest for the assessment of visuospatial learning: 
Memory for Location (ML). This subtest consists of a spatial recall task of one or more 
large dots that appear within a square or rectangle. The participant is asked to identify 
the location of the dots within a grid. The range of the grid is 3  3 and 4  4 (with 9 
locations and 16 locations, respectively). In order to assess immediate retrieval of au-
ditory items, we used two verbal span subtests of the TOMAL battery: Digits Forward 
(DF) and Digits Backward (DB). The DF is a number recall task that measures low-
level rote recall of a sequence of numbers. The DB task (a variation of the DF task) 
consists of a sequential recall of a sequence of numbers but in reverse order. For the 
assessment of auditory and phonological discrimination, we selected the EDAF subtest: 
Environmental Sound Discrimination (ESD). The ESD is a discrimination task about 
sounds of the environment that are played on a CD (i.e., baby’s crying, traffic noise, 
etc.). We also measured the participants’ everyday memory. We selected eight ques-
tions from the ECM-Questionnaire (ECM) for this purpose [53]. The skills are rated on 
a 4-point Likert scale (1 = never to 4 = almost always). The questions are "I have good 
spatial orientation, I get lost where I have often been before, I forget where I have put 
things, I recognize the places I have been before, I know how to go home, I remember 
where I store my things, I get lost in familiar places, I forget how to go to a place that I 
have already been explained how to get to”. In the case of the child participants, their 
parents completed the Parent Report version of this questionnaire. 

To assess the participants’ perceptions and satisfaction with the game, we designed 
a Questionnaire (QS) based on the questionnaires of Lewis [54] and Lund [55] (Table 
1). Items were selected from these two existing instruments based on their appropriate-
ness for assessing learning, satisfaction, and interaction with the game, and the items 
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were adapted to our studies. The participants responded to the items using a 5-point 
Likert scale (1 = ”strongly disagree” to 5 = ”strongly agree”). 

Table 1. Questionnaire (QS). 

Question ID Question 

Q1 It was easy to use this task 

Q2 It was easy to learn to use this task 

Q3 I would recommend it to a friend 

Q4 Overall, I am satisfied with this task 

Q5 The interactive interface is pleasant (body movements) 

Q6 I like using the auditory interface (sounds) 

Q7 Overall, this interaction was fun 

4.3 Study design 

For the children, the test sessions took place from Monday to Friday between 9:00 and 
14:00 over three weeks during the normal school year. For the adults, the study was 
carried out over two weeks, from Monday to Friday between 9:00 and 15:00. A super-
visor guided the participants through the steps to follow during testing and helped them 
become familiar with the area of interaction. The supervisor did not interfere with the 
game performance unless the participants requested assistance or experienced a tech-
nical problem (system failure). At the end of the session, the supervisor administered 
the QS questionnaire to each participant.  

4.4 Performance outcomes using the game 

Data from the children and adults were analyzed using the statistical open source toolkit 
R (www.r-project.org) with the RStudio IDE Desktop (www.rstudio.com). The normal-
ity of the data was analyzed based on Shapiro-Wilk and Anderson-Darling tests. The 
TS, NCS, NCL, and NE variables did not fit the normal distribution, so we applied the 
Mann-Whitney U test for unpaired data. The TT variable did fit the normal distribution, 
so an ANOVA test was used. The Mann-Whitney U test for unpaired data was used to 
determine the statistically significant differences for the QS questionnaire between chil-
dren and adults.  

The results showed that the group of children performed worse than the group of 
adults (see Table 2). The Task Score (TS) indicates statistically significant differences 
in favor of the adults (Fig. 6). The results of the comparisons indicate statistically sig-
nificant differences for the variables related to successes (NCS and NCL) in favor of 
the adults. Also, the group of children committed a significantly higher number of er-
rors (NE) and they spent more time on the game (TT) than the adults.  
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Table 2. Mann-Whitney U test analysis for TS, NCS, NCL, and NE variables. ANOVA for the 
TT variable. 

Var. 
Child 
 ±  

Adult 
 ±  

U Z p 

TS 34.28±11.35 43.68±1.97 153.0 -5.465 < 0.001* 

NCS 34.28±11.35 43.68±1.97 153.0 -5.465 < 0.001* 

NCL 2.75±1.27 4.29±1.01 199.5 -4.988 < 0.001* 

NE 4.53±0.98 4.08±0.78 849.0 3.117 < 0.001* 

Var. 
Child 
 ±  

Adult 
 ±  

d.f. F p 

TT 610.2±165.5 518.2±52.7 1, 68 10.49 0.002* 

 

Fig. 6. Graph showing the outcomes for the TS variable. 
 

4.5 Outcomes using traditional methods 

The outcomes obtained with the traditional methods were analyzed to determine 
whether or not there were differences between the two groups. Table 3 shows the results 
and statistics. The results showed that adults demonstrated significantly greater visuo-
spatial learning (DB, DF, ML and ECM). For the discrimination of sounds, there were 
no statistically significant differences for the ESD variable. 
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Table 3. Mann-Whitney U test analysis for DB, ESD, and ECM. ANOVA for the DF and ML 
variables. 

 
Child 
 ±  

Adult 
 ±  

U Z p 

DB 20.66±8.43 36.74 ± 13.80 144.5 -5.47 < 0.001* 
ESD 14.34±0.90 14.66 ± 0.53 510.0 -1.35 0.189 
ECM          3.62±2.77          11.11 ± 4.24    71.5 -6.34 < 0.001* 

   Child  
        ±  

Adult 
              ±  

d.f. F p 

DF     8.12±1.84 57.13 ± 14.86 1, 68 -18.52 < 0.001*
ML    11.03±6.15 19.05 ± 5.11 1, 68 -5.96 < 0.001*

 
4.6 Correlations between our game and traditional methods 

In order to compare the participants' performance when using the game (TS) and tradi-
tional methods (DB, DF, ML, ESD, and ECM), correlations were calculated with the 
complete sample (32 children and 38 adults). The Spearman correlation was applied 
and the effect size of the correlation was obtained, rho (ρ). The correlations between 
the TS variable and the traditional method variables are: ML (ρ = 0.43, p <0.001 *) and 
DB (ρ = 0.45, p <0.001). All correlations are linear and positive. These correlations 
demonstrate the similarity between our game and those traditional methods (ML and 
DB). 

 
4.7 User experience 

Table 4 shows the results of the statistical analysis applied to the answers to the QS 
questionnaire about the users’ experience and the comparison of the scores between 
children and adults. Both groups found the game easy to use and easy to learn (Q1 and 
Q2). The children were significantly more likely than the adults to recommend the game 
to their friends (Q3), and they were significantly more satisfied with the game (Q4). 
Both groups found the interface pleasant to use with regard to body movements (Q5) 
and the auditory interface (Q6). The children found the interface significantly more fun 
than the adults (Q7) (Table 4).  

Table 4. Mann-Whitney U test analysis and r effect size for differences between children and 
adults on the QS questionnaire. ‘**’ indicates significant difference at level  = 0.05. 

Q#. Children CH ± CH Adults A ± A U Z p r 

1 [5]; [1] 4.44 ± 0.88 [4]; [1] 4.21 ± 0.70 748.5 1.832 0.069 0.219 

2 [5]; [0] 4.81 ± 0.40 [5]; [0] 4.82 ± 0.39 606.0 -0.035 > 0.99 0.004 

3 [5]; [0] 4.53 ± 0.98 [4]; [1] 4.08 ± 0.78 849.0 3.117 <0.001** 0.373 

4 [5]; [1] 4.62 ± 0.55 [4]; [1] 4.32 ± 0.62 772.0 2.182 0.035** 0.261 

5 [4]; [2] 4.09 ± 1.06 [4]; [2] 3.89 ± 0.92 696.5 1.105 0.278 0.132 

6 [4]; [1] 4.25 ± 0.80 [4]; [1] 4.29 ± 0.69 605.5 -0.032 0.997 0.004 

7 [5]; [0] 4.78 ± 0.49 [4]; [1] 4.24 ± 0.54 918.5 4.162 <0.001** 0.497 
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Fig. 7 shows graphically the mean scores for the QS questionnaire. The children gave 
a mean score of 4.55 ± 0.55 on the QS questionnaire, and the adults gave a mean score 
of 4.26 ± 0.47. These results and the observations of the supervisor indicate that both 
children and adults understood how to interact with the game and were able to learn 
and recall a sequence of auditory icons with their respective locations while moving. 

 

Fig. 7. Graph showing the mean scores for the questionnaire. 

5 Discussion 

Our game combines Natural User Interfaces (using gestures) with smart devices. The 
game was designed for the assessment of spatial memory by using auditory stimuli. 
Previous proposals for the assessment of spatial memory are centered on visual cues 
[46-49]. Traditional methods consider each skill separately [51-53]. However, our 
game combines auditory stimuli with real visual cues for the assessment of spatial 
memory.  

A study involving 70 participants (32 children and 38 adults) was carried out. The 
participants played with our game, and traditional tests [51-53] were also administered. 
The results of the game were compared with the results obtained using traditional meth-
ods. Correlations were found between our game and traditional methods, indicating that 
our game has proven to be a valid tool for assessing spatial memory by using auditory 
stimuli for both children and adults. This result affirmatively answers our first research 
question (RQ1). These correlations are in line with previous works for assessing spatial 
memory (only based in visual cues) that also obtained correlations between their tasks 
and traditional methods [46-49]. This result is also in line with other previous works 
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that have demonstrated that serious games have the potential to be used as assessment 
tools (e.g., [56]) or for diagnosis (e.g., [57]).  

With regard to ecological validity, in neuropsychological assessment, ecological va-
lidity can be defined as the “functional and predictive relation between the participant’s 
performance on a set of neuropsychological tests and the participant’s performance in 
a variety of real-world settings” [58]. Therefore, the development of new games for 
neuropsychological assessment represents an important tool for early identification of 
atypical development or for assessment of memory as a cognitive function that is linked 
to various intellectual and social activities of children and adults. Games of this type 
could contribute to a better understanding of the influence of different variables on the 
cognitive development of children and adults. Our game can be used for assessing cog-
nitive processes in an ecological way. Our game is in line with previous serious games 
that have shown ecological validity [59]. However, we have not checked the influence 
that the ecological component has on the participants. A future study could determine 
the advantages and disadvantages of our proposal with respect to another modality that 
does not have the ecological component. 

The performance outcomes with the game were significantly lower for the children. 
This result answers our second research question (RQ2) indicating that the age range 
of the participating children (9-10 years old) did not achieve full competence in the 
game. The game requires constant attention and concentration since it involves the sim-
ultaneous evaluation of spatial and auditory abilities. The fact that the results were bet-
ter for adults is consistent with the idea that adults can store more elements in short-
term memory than children because the ability of the humans increases continuously 
during maturation [6]. 

With regard to perceptions and satisfaction with the game, the mean scores for all 
questions for both the children and the adults were greater than 4 (on a scale of 1 to 5). 
Only Q5 for the adults had a mean score of 3.89 (“Q5: The interactive interface is 
pleasant (body movements)”). Therefore, we can conclude that all of the participants 
found the game easy to learn and easy to use, they had a good time, and they have 
shown their satisfaction with the game. The analysis showed that the children scored 
significantly higher on questions Q3 (recommend the game to a friend), Q4 (satisfied 
with the game), and Q7 (fun). This result answers our third research question (RQ3) 
indicating that the children were significantly more satisfied with the game than the 
adults. Since the game seemed easy to use for both children and adults, they were able 
to concentrate on the tasks to be done rather than on the control mechanisms. The Ka-
rotz make sounds and move their ears and illuminate their central part, so the partici-
pants can consider them as pets or toys. This aspect could influence the greater fun 
experienced by the children. The use of multiple sensory modalities may influence par-
ticipants’ satisfaction. The communication of the participants with the Karotz raising 
their arms can be interpreted as a code of communication between equals, which can 
influence the attractiveness of the game. Many participants were accustomed to this 
type of interaction given the proliferation of games that use color-depth sensors, so this 
type of interaction seemed natural. From our point of view, all of this contributes to the 
immersion that our game induces and the motivation that the participants showed. The 
supervisor's observations corroborate our perception of immersion. The supervisor 
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added that many participants did not realize that the Karotz rabbits were there and they 
even talked to the Karotz rabbits. However, we have not yet determined the influence 
that the physical appearance of the Karotz had on the children and their motivation for 
the activity. The study of this influence could be part of another work. 

With regard to the interaction and selection of the Karotz, in this work the interaction 
has been achieved through gestures. However, the button that the Karotz have on top 
could be used, a natural language user interface could be used, the correct Karotz could 
be selected on a tablet, etc. As future work, we are studying the incorporation of other 
types of interaction and their comparison. However, the intention of our proposal is for 
the game to be used by blind people and the alternative interaction would also have to 
consider this population. Thus, pressing the button on the top of the Karotz or using a 
tablet would not be viable alternatives. Also, other types of robots that are currently on 
the market or that could appear in the future could be used to reproduce or improve our 
proposal. 

6 Conclusion 

Our game presents an alternative tool to assess both multimodal integration and learn-
ing of auditory and spatial information in children and adults. The game could be used 
for assessment and training of spatial memory. The game could help in the identifica-
tion of alterations in spatial memory in both children and adults. In children, the game 
could help in the early identification of atypical development, children with Attention 
Deficit Hyperactivity Disorder, etc. In adults, the game could help in the identification 
of alterations in memory, such as Alzheimer's disease, other types of dementia with 
alterations of orientation, patients with sequelae after suffering a stroke or head trauma, 
etc. 

As a computer-based game, our game facilitates the control of the presentation of 
stimuli and the recording of responses. We assume that a supervisor of this experience 
might make some mistakes due to distraction and/or tiredness, among other causes. The 
game could be enhanced by adding visual keys (lights in the bellies of the Karotz rabbits 
or movement of their ears). In this paper, we have compared children and adults, but 
other comparisons are also possible. For example, it would be interesting to compare 
the performance of children with normal vision and blind children or to use this new 
game with children with developmental disorders. Another study could focus on the 
suitability of the game for people with autism. In that study, it would be very interesting 
to determine if the appearance of the Karotz is especially suitable for this population.  
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