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RESUMEN

El objetivo de este proyecto es el desarrollo de un algoritmo que permita la deteccion de
puertas, de forma que sirva para la planificacion de trayectorias de personas con deficiencias

visuales para ayudarlas a moverse por entornos desconocidos.

Para realizar esta tarea se utilizara la informacion obtenida a partir de dos sensores, una cAmara
RGB-D y una camara fisheye, a través de las cuales se obtiene tanto informacion 3D de una
pequefa region de la escena como informacion de color de una amplia region que sirva como
complemento. Esta combinacion de sensores se encuentra a la altura del pecho de los usuarios, ya
que es una posicion discreta y estable para las cdmaras, a la vez que permite captar imagenes

desde un angulo que facilita la navegacion.

La informacién recogida se procesara mediante el uso de algoritmos de procesamiento de
informacion 3D y de color, a través de las librerias PCL y OpenCV. Ademas, se utilizaran los
resultados obtenidos de un proyecto previo, de forma que es la base principal sobre la que se

apoya este trabajo.

Finalmente se obtiene un algoritmo con una tasa de falsos positivos practicamente nula y una

capacidad de deteccion de puertas de casi el 50%.
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Capitulo 1

Introduccion

1.1. Motivacion

A lo largo de los afos la deficiencia visual en los humanos ha sido uno de los principales
factores gque condicionan la vida diaria de las personas, pues la vista es el sentido que aporta
mayor informacion del entorno. Segun la OMS en 2018 el nimero de personas con algin tipo de
deficiencia visual grave era 217 millones, mientras que el nimero de personas que padecian
ceguera aumentaba hasta 36 millones. Ademas, puesto que este tipo de enfermedades son mas
comunes en personas de avanzada edad, y debido al envejecimiento de la poblacion mundial, se

puede suponer que el nimero de personas afectadas ird en aumento con el paso del tiempo.

Si bien existen diferentes herramientas para la asistencia de estas personas como puede ser el
uso de bastones o los perros guia, el avance tecnolégico junto con la vision por computador puede

suponer una gran ayuda en la vida diaria de aquellos que sufren algun tipo de deficiencia visual.

Se busca un sistema que pueda ser transportado por una persona, de forma que la combinacion
de dos sensores y el uso de algoritmos permitan el reconocimiento de puertas en las imagenes
tomadas, continuando directamente un Trabajo de Fin Master previo [6] en el que utilizando el

mismo sistema de cAmaras se lograba detectar el espacio libre de obstaculos de la escena.

Se busca que este algoritmo de deteccidn de puertas pueda implementarse en un sistema de
navegacion para asi poder ayudar a estas personas a desplazarse por entornos desconocidos.
Ademas, se podria llegar a implantar este sistema en una proétesis visual, siempre que los avances
tecnoldgicos permitan la integracion de los sensores necesarios, asi como la transmision de la
informacion, pues la deteccién de objetos mediante vision por computador es un problema
estudiado desde hace afios, pero que por desgracia presenta una clara dependencia de los sensores
utilizados en la toma de imagenes, asi como de la naturaleza de las imagenes, siendo la

iluminacion uno de los factores mas influyentes a la hora de procesar la informacién.

Por otro lado, no sélo se debe asociar la informacion acerca de las puertas del entorno a la
asistencia en el guiado de personas sino que también es posible integrar esta informacion en el
sistema de navegacion autdnomo de los robots por distintos entornos, siendo este Gltimo el &mbito

en el que mas se han centrado los estudios de los ultimos afios.
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El proyecto se situa en el area de Ingenieria de Sistemas y Automatica de la Universidad de
Zaragoza, haciendo uso de la vision por ordenador. El departamento ha puesto en disposicion
todo el material requerido, como camaras, ordenadores y funciones ya desarrolladas para el

tratamiento de las imagenes.

1.2. Estado del arte

Si bien hay numerosos estudios acerca de la deteccion de puertas mediante el uso de la
informacidn obtenida a partir de distintos sensores, la mayoria de estos proyectos estan orientados
a permitir una planificacion de ruta de robots o al &mbito de la robdtica en general mediante el
uso de camaras RGB monoculares o sensores RGB-D. A continuacién se detallaran algunos de

estos estudios.

En el sistema desarrollado por Zhou y col. [4] se hace uso de un sensor Kinect, que se
corresponde con un sensor RGB-D que capta informacion 3D y de color de una pequefa region,
a través del cual se captan imagenes de una escena de interiores, de forma que mediante el
procesamiento de la informacion de profundidad de la escena se realiza la deteccion de puertas a

partir de sus contornos verticales.

De manera analoga al caso anterior, el método de Han-Yuany col. [5] emplea un sensor Kinect
para obtener las imagenes en interiores, aunque a diferencia del modelo descrito en [4] el
algoritmo de deteccién de puertas utiliza tanto la informacion de profundidad como la

informacion de color que suministra el sensor utilizado.

Existen otros dispositivos utilizados para la deteccion de puertas, como el uso de sensores
laser. Es el caso del trabajo desarrollado por Fernandez-Caramés y col. [7] donde se hace uso de
un sensor laser y una camara RGB-D para la obtencién de informacion 3D. A partir de esta
informacion se obtienen los bordes de las posibles puertas, mientras que gracias al sensor laser se

obtiene la anchura entre parejas de bordes, que servira para definir lo que finalmente es puerta.

En el trabajo desarrollado por Murillo y col. [1], a diferencia de los casos anteriores sélo se
utiliza la informacién de la propia imagen. Ademas, el proceso de deteccion de puertas se realiza
teniendo en cuenta tanto la forma como el color de las puertas, de forma que tras un aprendizaje
por parte del algoritmo a partir de un conjunto de imagenes de prueba es capaz de plantear

hip6tesis de puerta y decidir si realmente lo son o no.

Si bien los sistemas anteriores trataban la deteccion de puertas en interiores para el guiado de
robots, el sistema desarrollado por Talebi y col. [3] se basa en la deteccion de puertas de edificios

mediante el uso de informacion 3D y de color. Cabe destacar la importancia de este sistema, pues



en exteriores se producen mayores y mas continuos cambios en la iluminacion, dificultando el

procesado de la informacion.

En general, los sistemas desarrollados utilizan sensores RGB o RGB-D, que obtienen
informacidn de color e informacién 3D de la escena. Sin embargo, presentan un problema, y es
su reducido campo de vision de pocos metros, por lo que la informacidn obtenida no es suficiente
como para realizar una planificacion de la trayectoria a seguir por el usuario durante la
navegacion, por lo que en este proyecto también se utiliza una camara de gran campo de vision

como complemento que permita un mejor tratamiento de las imagenes.

1.3. Objetivos y alcance

El objetivo principal es desarrollar un sistema de visién basado en dos sensores, una camara
de profundidad que aporta informacién con un alto grado de fiabilidad de una pequefia region de
la escena y una camara de color con un gran campo de visién que aporte informacion adicional
del resto de la escena, de forma que sea posible la deteccidn de puertas en escenarios de interiores
a una distancia suficiente como plantear trayectorias a seguir por los usuarios. Ademas, se quiere
demostrar que la combinacion de sensores elegidos puede aportar ventajas a la deteccion de

puertas respecto a los sistemas desarrollados donde s6lo se emplean sensores de profundidad.

Por otro lado, se busca desarrollar un algoritmo robusto que permita un elevado grado de
efectividad en la deteccidn de puertas con un tiempo de computo razonable, asi como una tasa de
falsos positivos lo mas baja posible, ya que se plantea que este algoritmo sea implementado en un

sistema de guiado de personas con discapacidad visual en tiempo real.
Para cumplir los objetivos planteados se ha dividido el proyecto en tres fases:

1. Estudio de las herramientas necesarias:
e Librerias para el tratamiento de la informacién 3D, como son las librerias PCL.
e Librerias para el tratamiento de las imagenes, en este caso OpenCV.
e Estudios, articulos y proyectos anteriores para obtener una base de conocimiento
inicial sobre la vision por computador.
e Comprensiény estudio del lenguaje de programacién a utilizar, en este caso C++.
2. Implementacion del algoritmo de deteccion de puertas:
e En primer lugar se obtendra la informacion mas relevante de la escena, como
pueden ser las lineas verticales o la interseccion de estas con el suelo.
e Sedesarrollara el primer método de deteccion de puertas, consistente en hipotesis

de puerta a partir de parejas de rectas verticales.



e Por ultimo se desarrollara el segundo método de deteccion de puertas, esta vez
partiendo de una Unica recta vertical.

3. Evaluacion de resultados y conclusiones.



Capitulo 2

Obtencidn de informacion inicial de la escena

Previo a la explicacion de como se ha desarrollado el proyecto es necesario comprender la
base en la que se fundamenta, por lo que en el Anexo A se puede encontrar un resumen del trabajo

desarrollado por Guerrero-Viu [6], cuyos resultados son pilar fundamental del proyecto actual.

En este anexo se detalla la eleccion de los sensores utilizados, asi como la posicion de las
camaras sobre el usuario y el procedimiento realizado para segmentar el espacio libre de

obstaculos de la escena.

Tras esto, se pasara a detallar el método de deteccion de puertas, que se basara principalmente

en utilizar rectas extraidas de la imagen.

Para llevar a cabo esto es necesario, en primer lugar, obtener cierta informacién de la imagen.
Esta informacion se corresponde con las rectas verticales obtenidas mediante el algoritmo descrito
en [2], asi como los puntos de interseccion de cada una de estas rectas con la linea del horizonte

y con el plano del suelo.

2.1. Extraccion de las rectas verticales a partir de la escena

Tras aplicar este algoritmo se obtienen tanto el vector que describe cada una de las rectas
detectadas como los puntos que conforman las fronteras a partir de los que se obtienen las rectas.

En la Figura 2.1a se puede observar el resultado tras aplicar este algoritmo.



(@)

Figura 0.1. (a) Imagen inicial. (b) Resultado tras la deteccion de rectas (en rojo) y puntos de frontera
(en blanco)

Para el caso de deteccion de puertas s6lo se utilizaran las rectas verticales, ya que en general
con el algoritmo de extraccion de lineas se obtienen muchas mas rectas verticales que
horizontales. Por este motivo se ha realizado un filtrado de las rectas detectadas mediante la ayuda

de la linea del horizonte.

La linea del horizonte es perpendicular a las rectas verticales, de modo que mediante un
producto escalar de los vectores que definen tanto la linea del horizonte como el resto de rectas

se puede conocer la verticalidad de cada recta, segun la siguiente expresion:

- -

U V=U " V1+ UV + U3z V3 (21)

Donde (ug, Uz, Us) es el vector director de la linea del horizonte y (v4, v, V3) el vector director

de cada una de las rectas detectadas.

En el caso del producto escalar el resultado debe ser igual a cero para que ambas rectas sean
perpendiculares, sin embargo, como las rectas se han obtenido de forma numérica mediante un
algoritmo que emplea umbrales, las rectas no van a ser perfectamente verticales. Asi pues, se ha
utilizado un pequefio umbral a partir del cual se clasificara cada recta como vertical o no, de forma

que en la Figura 2.2 se puede observar el resultado tras el filtrado.



Figura 0.2. Rectas verticales tras el filtrado de la Figura 2.1.

2.2. Busqueda de la interseccion de las rectas verticales con la

linea del horizonte

Una vez se tienen las rectas verticales que se utilizaran se pasard a buscar el punto de
interseccién de cada una de las rectas verticales con la linea del horizonte, lo cual se reduce a un
producto vectorial en la geometria proyectiva, pues los puntos en el plano imagen se corresponden
con la interseccion de un rayo proyectante desde el centro Optico de la camara con el propio plano.
De esta forma, al conocer los vectores que definen las rectas verticales y la linea del horizonte, el
producto vectorial de ambas dara como resultado el rayo proyectante al que pertenece el punto
buscado. Por ultimo, haciendo uso de la calibracion intrinseca del fisheye vista en el Anexo A se

obtiene cada una de las intersecciones en el plano imagen.

Pese a que esta operacion resulta sencilla hay que tener en cuenta que debido al elevado campo
de vision del fisheye (182°) determinadas rectas verticales pueden presentar interseccion con la
linea del horizonte en dos puntos distintos dentro de la imagen, correspondientes a la zona
‘delantera’ y ‘trasera’ de la camara, respectivamente. Ademas, el producto vectorial de dos rectas
tiene dos soluciones, ambas de mismo mddulo y direccidn pero de sentido contrario, dando lugar

a los dos puntos de interseccion para cada recta.

Lo habitual es que en la imagen la mayoria de rectas solo tengan una interseccion con la linea
del horizonte, ya que la otra apareceria fuera de los limites de la imagen, sin embargo, en los casos
en los que aparezcan las dos intersecciones en la imagen serd necesario seleccionar el punto
adecuado. Para esto se ha tenido en cuenta la informacion de los puntos que forman fronteras, la

cual se ha obtenido del algoritmo de extraccion de rectas utilizado.



Como criterio de seleccion de la interseccion correcta en el caso de que existan dos
intersecciones en la imagen se han realizado los dos posibles productos vectoriales, obteniendo
para cada resultado el punto en la imagen y se ha tenido en cuenta la cercania de este punto a los
puntos que forman la frontera a partir de la cual se extrajo la recta de la cual se quiere conocer la
interseccion. De esta forma, aquella interseccidn que esté a una distancia menor que un umbral
determinado de algin punto de frontera de la recta a la que pertenece dicho punto sera elegida
como el punto de interseccion buscado. En la Figura 2.3 se pueden observar ejemplos del

resultado de obtencidn de estos puntos de interseccion.

Figura 0.3. Ejemplos de imagenes donde se ha representado la interseccion de cada una de las rectas
verticales con la linea del horizonte

2.3. Busqueda de la interseccion de las rectas verticales con el

plano del suelo

Una vez obtenidos los puntos de interseccion de las rectas verticales con la linea del horizonte
el siguiente punto de interés a obtener es la interseccion de cada una de las rectas con el plano de
suelo, pues estos puntos serdn los que permitan plantear las primeras hip6tesis de puerta mas

adelante.

Para encontrar estas intersecciones se va a utilizar la informacién que se tiene sobre el plano
imagen, es decir, se trabajara con pixeles. Para ello se buscara para cada recta vertical la posicion

en la imagen en la que corte con la region del suelo expandido, que también se conoce.

Este método, sin embargo, presente un problema principalmente, pues cada recta corta
numerosas veces a la region del suelo, por lo que se procesara la imagen para obtener Gnicamente

el contorno del suelo expandido.



En primer lugar, se realiza una mascara binaria de la region de suelo (Figura 2.4a), la cual
presenta niveles de gris de valor 1 (blanco) en los pixeles correspondientes al suelo, mientras que
para el resto de pixeles el nivel de gris es 0 (negro).

La méscara binaria se expande mediante una funcién morfoldgica Ilamada dilatacion que
consiste en la convolucion de la imagen con un elemento estructural (kernel) cuya forma es un
circulo en este caso. Este kernel presenta un punto de anclaje justo en su centro, de forma que
conforme el kernel recorre la imagen se calcula el valor méaximo de los pixeles solapados por €l
y se sustituye el nivel de gris del pixel de la imagen en la posicion del punto de anclaje por el

valor maximo que se ha calculado. De esta forma se consigue ‘expandir’ la region del suelo.

Una vez se ha dilatado la méscara binaria se realiza una resta entre la méscara inicial y la

mascara expandida, obteniendo una imagen en la que solo se representa el contorno del suelo
(Figura 2.4Db).

(@) (b)

Figura 0.4. (a) Mascara binaria del suelo. (b) Méascara binaria del contorno del suelo

Pese a haber reducido los puntos de contacto entre las rectas y el suelo, cada una de las rectas
tendra generalmente dos puntos de interseccién con el suelo debido a la naturaleza del fisheye,
como muestra la Figura 2.5a. También se puede dar el caso en el que alguna linea corte mas de
dos veces con el suelo debido a irregularidades del mismo, pues la segmentacion del suelo no es

perfecta, como se aprecia en la Figura 2.5b.



(@) (b)

Figura 0.5. (a) Ejemplo de recta vertical (en rojo) que corta en dos puntos a la mascara del contorno del
suelo. (b) Ejemplo de recta vertical (en rojo) que corta en mas de dos puntos a la mascara del contorno del
suelo

Para decidir el punto de corte adecuado se utilizara la informacién proporcionada por la
interseccion de cada recta con la linea del horizonte. De esta forma se evaluaran todos los puntos
de corte de cada recta vertical con la mascara binaria del contorno del suelo y se elegird como la
interseccion adecuada aquel punto que se encuentre mas cercano a la interseccion de la linea
vertical correspondiente con la linea del horizonte. En la Figura 2.6 se puede observar el resultado

de aplicar este algoritmo en algunas imagenes.

Figura 0.6. Ejemplos de imagenes donde se ha hallado la interseccion (en azul) de cada linea vertical con
el suelo
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Capitulo 3

Planteamiento de hipotesis de puerta a partir de

dos rectas verticales

Las puertas se caracterizan por presentar una forma rectangular definida por un marco
horizontal y dos marcos verticales, de forma que se aprovecharan las rectas verticales de la imagen

para plantear hipétesis de puerta.

En laactualidad las puertas que se comercializan presentan unas medidas normalizadas, siendo
su anchura de 62,5 centimetros, 72,5 centimetros u 82,5 centimetros, mientras que su altura es de
2,03 metros. Aprovechando esta normalizacion se pueden suponer hip6tesis de puerta sobre la

imagen midiendo la distancia entre rectas verticales y comprobando si cumplen estas medidas.

3.1. Seleccion de las parejas de rectas gue forman cada hipotesis

Para obtener la distancia entre las distintas rectas se utilizaran los puntos de interseccion con
el plano del suelo, sin embargo, estos puntos se encuentran sobre el plano imagen por lo que sera
necesario reproyectarlos al plano 3D del suelo para asi poder realizar las medidas en metros y

compararlas con las cotas normalizadas de las puertas reales.

Centro dptico cdmara Plano imagen
L]

Rayo proyectante

Plano 3D del suelo

Pun(~

Figura 0.1. Interseccion de un rayo proyectante con el plano del suelo. Imagen obtenida de [6]

En geometria descriptiva estos puntos 3D (punto X de la Figura 3.1) se corresponden con la
interseccion de un rayo proyectante con origen en el centro optico de la camara con el plano 3D
del suelo, formando la proyeccion de ese mismo punto en el plano imagen (punto x). De esta
forma, a partir de las intersecciones con el suelo en el plano imagen se obtiene cada uno de los

rayos proyectantes a través de la calibracion intrinseca de la cAmara fisheye. Por ultimo se realiza
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la interseccion de cada rayo con el plano 3D del suelo, que se corresponde con el plano del suelo
obtenido por la cAmara de profundidad.

Si tomamos cada rayo proyectante con la siguiente forma:
(x —x0, ¥y — V0,2 — 29) = A(a, b, ¢) (3.1)

Donde (a, b, c) es el vector director del rayo, (Xo, Yo, Zo) Un punto cualquiera perteneciente al
rayo y (X, Y, z) el punto de interseccion con el suelo 3D, si se sustituye en (A.1) se obtiene la

siguiente expresion:

AxO + Byo + CZO +D (32)

A= Aa + Bb + Cc

De esta ecuacion se conocen todos los parametros excepto (Xo, Yo, Zo), Sin embargo, al ser un
punto perteneciente al rayo proyectante, el cual parte del centro éptico de la camara (origen de
coordenadas), se puede sustituir por el valor del origen de coordenadas, es decir O (0, 0, 0). De
esta forma se puede despejar el parametro A y con €l obtener cada punto de interseccién en el

plano 3D del suelo.

A la hora de plantear las hipotesis de puerta se podria medir la distancia de cada recta con
todas las demas, sin embargo, esto conllevaria un aumento del tiempo de cémputo y ademas
careceria de sentido desde el punto de vista de la realidad, ya que cada puerta esta definida por
dos rectas consecutivas. Por esta razén se ha decidido medir sélo la distancia entre los puntos de

interseccion con el suelo 3D consecutivos.

Por otro lado, aunque las puertas presentan cotas normalizadas hay que tener en cuenta que las
rectas extraidas pueden pertenecer al exterior de los marcos por lo que el umbral a utilizar debe
ser algo mayor que la maxima anchura posible de la puerta, siendo en este caso el umbral maximo

1,05 metros y el umbral minimo 0,6 metros.

3.2. Segmentacion de las posibles puertas

Una vez se obtienen las parejas de rectas que podrian formar una puerta es necesario segmentar
la region que representa la puerta en la imagen. Para ello, se va a utilizar una semilla inicial que
se expandira a zonas contiguas y similares de la imagen, de forma que mediante sucesivas

iteraciones se segmente finalmente cada posible puerta.

Este método de expansion se implementard aprovechando la segmentacion inicial de la imagen

utilizando el método de los superpixeles visto en el Anexo A.
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3.2.1. Creacion de la semilla inicial

Para definir la semilla inicial de cada posible puerta es necesario elegir un superpixel que
pertenezca a la posible puerta, por lo que se elegira para cada pareja de rectas el superpixel que
contenga el punto correspondiente al punto medio asociado a las intersecciones con la linea del
horizonte de la pareja de rectas, tal y como se ha representado en la Figura 3.2b. En la Figura 3.2a
se han representado los puntos medios correspondientes a las parejas de rectas que suponen una

hipotesis.

Durante la expansion de la semilla inicial serd necesario comparar su color con el de los
superpixeles contiguos mediante la comparacion de histogramas, por lo que se almacena el
histograma de la region inicial, el cual se realizara en el espacio de color HSV, concretamente
sobre los canales H (tono) y S (saturacién), pues no se quiere tener en cuenta el nivel de brillo de

un mismo color. De esta forma se conseguira una mejor segmentacion de las regiones cuando

aparezcan cambios de iluminacion.

Figura 0.2. () Puntos en los que se escogera la semilla inicial (en rojo) para cada hipétesis. (b) Semilla
inicial para cada una de las hipétesis (en azul)

3.2.2. Expansion de la semilla inicial

Tras obtener la semilla inicial se pasa a realizar la expansién de la misma hasta obtener la
segmentacién completa de la posible puerta. Para ello, se almacenan en primer lugar los
superpixeles vecinos a la region inicial, los cuales se detectan mediante el uso de una méscara

binaria.

La méscara binaria se expande mediante la funcién morfoldgica de dilatacion ya explicada en

el Capitulo 2 para conseguir finalmente una ‘expansion’ de la region inicial.
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Una vez dilatada la méscara binaria se conocen los superpixeles contiguos a la semilla inicial,
por lo que se calcula el histograma de cada uno de ellos para a continuacién compararlos uno a
uno con el histograma de la regién inicial. Esta comparacion se realiza mediante una correlacion
obteniendo como resultado un valor d € [-1,1], de manera que cuanto mayor es el valor obtenido

mayor es el parecido entre los superpixeles.

Para que un superpixel sea candidato a formar parte de la posible puerta debe cumplir la

siguiente condicion:

e El histograma debe ser suficientemente similar al del superpixel que forma la semilla
inicial.

Pese a ser una Unica condicion es suficiente para conseguir una correcta expansion, ya que

generalmente las puertas presentan un color bien diferenciado de la pared, de forma que

planteando un umbral para la similitud de histogramas lo suficientemente alto se conseguira

expandir los superpixeles pertenecientes a una puerta sin que continle la expansion hacia otras

zonas como puede ser la pared.

Cabe destacar, sin embargo, que existe cierto riesgo de fallo al utilizar Gnicamente esta
condicién, pues si el superpixel inicial se corresponde con un reflejo en una puerta no se
conseguird realizar una expansion correcta y por tanto, no se podra detectar esa puerta. O por el
contrario, si en una zona el color de la puerta es similar al de la pared debido a una mala
iluminacion, la expansion de la semilla inicial llegara hasta las paredes, haciendo dificil que se

pueda detectar la puerta.

Una vez se han decidido los superpixeles que pasaran a formar parte de la posible puerta se
actualiza la mascara binaria que se utilizara en la siguiente iteracion para obtener los superpixeles
vecinos. De esta forma se realizan sucesivas iteraciones hasta que se consigue una segmentacion

final de las regiones que podrian ser puerta, tal y como se muestra en la Figura 3.3.
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Figura 0.3. Resultado tras la expansién de cada una de las semillas iniciales de la Figura 3.2b

3.3. Eliminacion de falsos positivos

Llegado el punto en el que se tiene la region expandida para cada semilla inicial es necesario
comprobar si realmente la regidn se corresponde con una puerta o no, pues aunque las hipétesis
iniciales se han realizado teniendo en cuenta que la distancia entre parejas de rectas sea similar a
la anchura de una puerta puede suceder que este requisito se cumpla entre rectas pertenecientes a

cuadros, secciones de pared, etc.

Para poder reducir al maximo el nimero de falsos positivos tras la ejecucién del algoritmo se
han utilizado varios métodos aprovechando tanto informacién 3D de la escena (linea del
horizonte) como informacion extraida de la propia imagen (puntos de interseccion de las rectas,

fronteras que forman las rectas, etc.).

3.3.1. Cross ratio

Tal y como se ha comentado en el capitulo 2, las puertas presentan cotas normalizadas, tanto
de anchura como de altura, siendo esta Gltima la que se va a tener en cuenta para aumentar la

probabilidad de detectar en Gltima instancia puertas verdaderas.

A diferencia del procedimiento realizado para medir la anchura entre parejas de rectas al inicio
de este capitulo, no es posible aplicar el mismo método para medir la altura de las regiones

expandidas y determinar si pueden ser puerta o no.

15



Esto se debe principalmente al hecho de que para poder realizar las mediciones en el mundo
3D seria necesario conocer un plano vertical sobre el que proyectar los rayos proyectantes
correspondientes. Sin embargo, solo se conoce el plano del suelo (horizontal) determinado por la
informacion 3D de la camara de profundidad, utilizado para obtener la anchura entre parejas de
rectas.

Por este motivo es necesario buscar otro método para considerar la altura de las regiones
expandidas sin necesidad de conocer su altura real en metros, de forma que se ha hecho uso del

Cross ratio.

El cross ratio o razon armonica se trata de una relacion geométrica que tiene como principal
caracteristica ser invariante en la geometria proyectiva. Esto quiere decir que se mantiene
constante al aplicar cualquier tipo de transformacion. Esta relacion consiste en un cociente que
involucra las distancias entre 4 puntos alineados pertenecientes a cuatro rectas concurrentes (en
el caso de la geometria proyectiva se corresponden con los rayos proyectantes con origen en el

centro optico), tal y como se muestra en la Figura 3.4a.

CA-DB

- - 3.3
CB-DA (33)

(ABCD) =

Siendo, en este caso, el punto de interseccién de la vertical con el suelo A, el punto de
interseccién de la vertical con la linea del horizonte B, el punto de interseccidn de la vertical con
el marco superior de la puerta C, y el punto de fuga de las rectas verticales D. Por otro lado, el
punto de fuga de las rectas verticales se encuentra en el infinito, por lo que se puede reducir la

relacién geométrica a la siguiente expresion:

CA
== 3.4
(ABCD) CB (3.4)

Como la relacion involucra a las distancias asociadas al punto superior de la puerta (punto C),
las cuales son las que se desean comprobar que se cumplen sobre la imagen, se transformara la

expresion para involucrar otras distancias, de la siguiente forma:

(ABCDY' = 1 CB _CA-BA _ BA (35)
" (ABCB) CA CcA (A
CA
ABCD)" = — (36)
( ) BA
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Figura 0.4. (a) Ejemplo de rayos proyectantes y puntos correspondientes para el calculo del cross ratio
en la referencia 3D. Imagen obtenida de [11]. (b) Ejemplo de rayos proyectantes y puntos

correspondientes para el calculo del cross ratio en la referencia fisheye.

La naturaleza invariante de esta relacién permite poder establecer un valor del ratio segun las
medidas reales de una puerta y comprobar que se cumpla con las distancias que se obtienen a
partir de la imagen. De esta forma, la distancia CA seria el valor de la altura de una puerta, es
decir, 2,03 metros, mientras que la distancia BA serd la distancia entre el suelo y la linea del
horizonte. Como las camaras se encuentran colocadas sobre el pecho del usuario, la linea del
horizonte suele encontrarse a una altura del orden de 1,20 metros sobre el suelo, por lo que se

usara ese valor para calcular el cross ratio, obteniendo un valor nominal para las puertas de 1,7.

Una vez calculada la relacion s6lo hay que comprobar para qué regiones expandidas en la
imagen se cumple. Para ello, se ha obtenido para cada region expandida el punto sobre la linea
vertical correspondiente mas alejado de la interseccién con el suelo, de forma que en caso de ser

una regién perteneciente a una puerta se corresponderia con el punto superior C de la misma.

Una vez se tienen los tres puntos necesarios sobre la imagen se transformarian mediante la
calibracion intrinseca del fisheye para obtener los rayos proyectantes correspondientes. Sin
embargo, tal como se muestra en la Figura 3.4b, debido a la naturaleza de la cAmara fisheye y su
representacién de los puntos sobre una esfera, no se pueden relacionar las distancias directamente
sino que es necesario proyectar los rayos sobre un plano vertical para finalmente plantear si se

cumple el cross ratio. En la Figura 3.5 se puede observar el efecto que tiene sobre la segmentacion

realizada el uso del cross ratio.

17



Figura 0.5. Segmentacion de las posibles puertas (en rojo) tras aplicar el criterio del cross ratio a la
Figura 3.3

Sin embargo, el hecho de transformar estos puntos del plano imagen a rayo proyectante para
después reproyectarlos sobre un plano vertical conlleva un elevado tiempo de computo, por lo
que se ha decidido comprobar que se cumple la relacion sobre las medidas en pixeles de la imagen.
De esta forma se ha observado que para un valor de cross ratio de 1,8 se consigue un buen

funcionamiento del algoritmo frente al valor de 1,7 calculado teéricamente.

3.3.2. Uso de fronteras para evitar cuadros

Se ha podido observar que mediante el uso del cross ratio es posible eliminar un gran nimero
de falsos positivos, sin embargo, hay algunos casos que se deben tener en cuenta, como por
ejemplo el hecho de que la regidn expandida pertenezca a un cuadro o a un cartel colgado de la
pared de dimensiones similares a una puerta, o simplemente una expansion de una zona de pared
en la que hay un reflejo dando lugar a una forma similar a una puerta, como es el caso mostrado

en la Figura 3.6.

Para evitar que esta clase de casos sean tomados como una puerta verdadera por parte del
algoritmo se utilizara la distancia entre los pixeles de la region expandida y el suelo. Puesto que
para cada region el nimero de pixeles es elevado y que s6lo es necesario conocer la distancia de
los pixeles inferiores se aplicard una dilatacion a la region expandida para posteriormente restarle
la region antes de modificar. De esta forma se obtienen los pixeles que forman el contorno de la

posible puerta, reduciendo considerablemente el nimero de operaciones a realizar.
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Figura 0.6. Ejemplo de segmentacion de una de las posibles puertas con dimensiones similares a una
puerta, siendo realmente una seccién de pared

Una vez se conocen los pixeles a tratar se calcularia la distancia de cada uno de ellos al suelo,
sin embargo, realizar esta operacion es costosa, pues no se puede realizar directamente sobre la
imagen sino que es necesario transformar cada uno de los pixeles a la referencia del suelo 3D
(primero mediante la calibracion intrinseca del fisheye y después utilizando la calibracion
extrinseca entre cAmaras) para después realizar la distancia al plano del suelo 3D. Debido al
elevado coste computacional de este proceso se ha optado por una solucion mucho mas sencilla

sobre la propia imagen.

Dado que para una puerta real aparecen pixeles cercanos al suelo, y mas concretamente a la
interseccién de cada recta con el suelo, se ha medido la distancia en pixeles de cada punto del
contorno con cada una de las intersecciones con el suelo de la pareja de rectas utilizadas para
plantear la hipdtesis, de forma que si alguna de estas distancias es menor que un umbral

determinado se considerara esa region como puerta.

Tras aplicar los dos criterios descritos se ha observado que el resultado obtenido es
suficientemente valido como para dar por finalizado el algoritmo, cuyos resultados se evaluaran
mas adelante. En la Figura 3.7 se pueden observar varios ejemplos de los resultados obtenidos

tras aplicar este algoritmo.

Figura 0.7. Ejemplos de iméagenes tras aplicar el primer algoritmo de deteccion de puertas (en rojo)
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Capitulo 4

Planteamiento de hipotesis de puerta a partir

de una recta vertical

Como se ha observado, los resultados obtenidos a través de esta primera hipétesis son
razonablemente validos, sin embargo, en muchas de las imagenes utilizadas quedan puertas sin
detectar por el algoritmo. Esto se debe principalmente al hecho de que el método de extraccion
de rectas no suele obtener las dos rectas que forman los marcos de una puerta sino gque en muchos

casos solo se obtiene una o ninguna recta.

Por este motivo se ha desarrollado un segundo método de deteccion de puertas, similar al ya
explicado, con la caracteristica de que s6lo emplea una recta para establecer la hip6tesis de puerta,

por lo que se trata de un algoritmo mas general.

4.1. Segmentacion de las posibles puertas

En este segundo método se utilizard en gran parte el mismo procedimiento que el utilizado
para la hipétesis a partir de dos rectas. De esta forma, se hara uso de los puntos relevantes de la
imagen, es decir, las intersecciones con la linea del horizonte y con el suelo de cada una de las

rectas, asi como las rectas verticales extraidas.

La principal diferencia con el primer caso es que en primera instancia no se puede realizar un
filtrado inicial de rectas que podrian pertenecer a una puerta, pues no se puede tener en cuenta la
anchura entre rectas. Este problema conlleva que no se pueden establecer semillas iniciales
concretas sino que para cada una de las rectas verticales extraidas habréa que plantear una semilla
inicial que luego se expandira para finalmente comprobar mediante diferentes criterios la

posibilidad de ser una puerta.

Al trabajar con una sola recta vertical para el planteamiento de hip6tesis de posibles puertas
hay que tener en cuenta la region que se elige como semilla inicial para la posterior expansion.
En este caso, se puede plantear un sencillo razonamiento para la eleccion de dicha region para

cada una de las rectas, pues si tomamos una recta vertical de la imagen que forme parte del marco
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de una puerta se puede afirmar que la puerta se encontraré a la izquierda o a la derecha de la recta
seleccionada.

De esta forma, para cada una de las rectas verticales obtenidas se plantearan dos hip6tesis de
puerta, siendo las semillas iniciales los superpixeles que se encuentren a la izquierda y a la derecha
de la recta, respectivamente. Ademas, de forma analoga al primer método desarrollado se elegiran
los superpixeles que se encuentran a la altura de la interseccion de la recta con la linea del

horizonte para que pertenezcan con seguridad a la posible puerta, tal y como se muestra en la

Figura 4.1a.

Figura 0.1. (2) Ejemplo de semillas iniciales para cada una de las rectas verticales. (b) Ejemplo de semillas
iniciales después de tener en cuenta los resultados obtenidos en el primer método de deteccion de puertas
para la Figura 4.1a

Por otro lado, hay que tener en cuenta el hecho de que este método conlleva un elevado coste
computacional, ya que para cada una de las rectas hay que realizar dos hipétesis. Por ello, se va a
utilizar informacion obtenida a partir del primer método de deteccidn de puertas para disminuir

el nimero de rectas a evaluar.

Durante el primer método de deteccion de puertas se ha utilizado informacién referente a la
anchura y altura de las puertas para reducir el namero de hipoétesis erréneas, por lo que cabe
esperar un buen funcionamiento del método. Por este motivo, en este segundo método no se van
a tener en cuenta las rectas verticales que pertenezcan a lo que el primer método ha reconocido
como puerta, de forma que se reduciran el nimero de hip6tesis a realizar y por tanto, el nimero
de semillas a expandir. En la Figura 4.1b se puede observar un ejemplo de la disminucion del

namero de semillas iniciales al tener en cuenta los resultados del primer método desarrollado.

Una vez se han elegido las semillas iniciales para cada una de las rectas verticales se realizara
el mismo proceso de expansion que el descrito en el Capitulo 3. Si bien es cierto que a cada recta
hay asociadas dos hipdtesis (semillas a expandir), se realizard la expansion de las regiones
iniciales por separado, ya que en Gltima instancia se pretende descartar la hipdtesis falsa en caso

de que una recta pertenezca a una puerta real.
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Por este motivo, se debe tener en cuenta que durante la expansion de cada semilla inicial se
puede producir que para una region inicial a la izquierda de la recta correspondiente haya una
expansion hacia la derecha de la recta o viceversa. Sin embargo, tal y como se ha explicado, se
han elegido las hip6tesis razonando que una puerta real estara a un lado u otro de la recta vertical
que corresponda, por lo que para cada una de las regiones expandidas s6lo se tendra en cuenta la

region que se encuentre al mismo lado de la recta vertical que la semilla inicial correspondiente.

Para conseguir esto se ha hecho uso de una mascara binaria, en este caso, se ha implementado
segun la posicion de la semilla inicial respecto a su recta correspondiente una mascara que tome

el valor 1 en todos los pixeles que se encuentran al mismo lado de la recta que la semilla inicial y

el valor 0 en los pixeles que se encuentran al otro lado, tal como se observa en las Figuras 4.2a 'y
4.2b.

@) (b)

Figura 0.2. (a) Mascara binaria a la izquierda de una recta vertical. (b) Mé&scara binaria a la derecha de una
recta vertical

Una vez se tienen estas mascaras binarias se aplican a la regién expandida, es decir, se
superponen los pixeles de ambas imagenes de forma que el resultado es el producto de los valores
de cada pareja de pixeles en la misma posicion, por lo que la region de valor 0 en la méscara
binaria permitira eliminar las regiones irrelevantes. En la Figura 4.3b se puede observar el

resultado de aplicar la mascara binaria a una regién expandida.
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(b)

Figura 0.3. (a) Ejemplo de region expandida para la Figura 4.1b. (b) Region expandida tras aplicar la
mascara binaria de la Figura 4.2a

4.2. Filtrado de falsos positivos

Una vez se ha expandido cada una de las semillas iniciales de las hipétesis planteadas es
necesario comprobar las hipotesis que pueden ser consideradas verdaderas puertas, por lo que es
necesario eliminar en la medida de lo posible los falsos positivos, de igual forma que se ha hecho

en el primer método implementado.

De esta forma se utilizaran las herramientas vistas en el capitulo 3 para filtrar las regiones
expandidas (Figura 4.4a), pudiéndose observar en la Figura 4.4b el resultado tras aplicar estos

métodos.

(b)

Figura 0.4. (a) Resultado tras la expansion de las semillas iniciales de la Figura 4.2. (b) Resultado tras
aplicar los criterios de cross ratio y filtrado de posibles cuadros

Se puede observar que pese al filtrado realizado por medio de estas dos herramientas siguen
apareciendo falsos positivos. Esto se debe principalmente a que sélo se estan teniendo en cuenta

relaciones referentes a la altura de cada una de las regiones para discernir si €s 0 N0 una puerta.
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Sin embargo, a diferencia del primer método, no se ha utilizado todavia informacion conocida
acerca de la anchura de una puerta real, por lo que aparecen regiones que cumplen las condiciones
de altura impuestas pero que corresponden a secciones de pared u otros elementos cuya anchura

es considerable.

Para poder disminuir todavia mas la tasa de falsos positivos en el algoritmo se volvera a utilizar

informacion geométrica de la imagen, en este caso, se utilizara el denominado bounding box.

4.2.1. Bounding box

El bounding box en el caso de una imagen en dos dimensiones es un elemento geométrico que
se caracteriza por ser el poligono de menor area que contiene un conjunto de puntos. En este caso
se utilizara un cuadrilatero que delimite cada una de las regiones expandidas, de forma que se

pueda trabajar con las proporciones de esta nueva geometria.

Figura 0.5. Ejemplo de un rectangulo delimitador recto (en verde) y un rectangulo delimitador rotado (en
lila) para una region determinada (en amarillo)

En la Figura 4.5 se puede observar el cuadrilatero que delimita un area concreta, habiendo dos
posibilidades, un rectangulo recto y un rectangulo rotado. En este caso, debido a que en la imagen
pueden aparecer puertas con cierto grado de inclinacién se usara el rectangulo rotado para

delimitar cada una de las regiones expandidas, de forma que se adapte mejor a su forma.

Pese a la distorsién que aparece en el fisheye las proporciones geométricas caracteristicas de
una puerta se mantienen con un elevado grado de exactitud, tal como se ha visto en el caso del

cross ratio.

De esta forma se van a tener en cuenta dos factores para discernir entre que regiones son puerta

y cuales no lo son:
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e Larelacion entre la altura y la anchura del cuadrilatero obtenido para cada region debe
encontrarse entre dos valores limite.
e Para dar robustez al algoritmo se impondréd que la relacion entre el &rea de la regién

expandida y el area bajo el cuadrilatero delimitador sea superior a cierto umbral

Para decidir los umbrales a utilizar se han realizado diferentes pruebas con imagenes en las
que el algoritmo detecta correctamente al menos una puerta, de forma que se han comprobado
tanto la relacion de areas como la relacion de altura y anchura para las regiones que se
corresponden con una puerta. Una vez realizadas estas mediciones se ha tomado un umbral
inferior y un umbral superior para la relacion altura-anchura, asi como un umbral inferior para la
relacion entre areas. En la Figura 4.6 se puede observar el resultado final de la segmentacién de

puertas tras aplicar el criterio del bounding box.

Figura 0.6. Resultado del segundo método de deteccion de puertas para la Figura 4.1b
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Capitulo 5

Evaluacion de resultados

Una vez finalizado el algoritmo de deteccién de puertas en sus dos variantes seguin las rectas
verticales que se consiguen extraer de la imagen es necesario evaluar experimentalmente el

funcionamiento del algoritmo.

Debido a que la combinacién de sensores utilizada en el proyecto es una propuesta novedosa
no existen bases de datos con las que probar el algoritmo, por lo que se han tomado imagenes
propias sobre las que se evaluaran los resultados. Se ha intentado tomar iméagenes variadas en

cuanto a iluminacion se refiere para tratar de conseguir los resultados mas fiables posibles.

En cuanto a las imagenes tomadas, cada secuencia tomada presenta un gran nimero de
imagenes, pues el tiempo de muestreo a la hora de tomarlas era pequefio. Si bien las imagenes
consecutivas pueden resultar similares en cuanto a caracteristicas, el algoritmo de extraccion de
rectas sobre el que se basa todo el algoritmo de deteccion de puertas es muy sensible, por lo que
de una imagen a otra el nimero de rectas extraidas puede variar en gran medida. Por este motivo,
se ha decidido evaluar imagenes similares de una misma secuencia para poder apreciar los

cambios significativos que tiene sobre el algoritmo.

Por otro lado, puesto que se han desarrollado dos alternativas durante el proyecto, se evaluaran
por separado, tanto en porcentaje de acierto en la deteccién de puertas como en tiempo de
cémputo, ya que el primer algoritmo se podria decir que es un método mas especifico al depender
de la extraccion de las dos rectas que forman los marcos verticales de las puertas, mientras que el
segundo método es mas general, al depender s6lo de una recta. Ademas, el fin del proyecto es que
se pueda implementar en un futuro en un sistema de guiado de personas con deficiencia visual,
por lo que se podria plantear el uso de una u otra variante en funcién de los resultados que se

quieran conseguir y el tiempo de computo maximo.
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5.1. Caso1l

En este segundo ejemplo se observa en la Figura 5.1a una puerta de madera bien diferenciada
de la pared, asi como una puerta de cristal en la que hay grandes reflejos.

Una vez segmentada la imagen (Figura 5.1b) y extraido las rectas verticales se observa en la
Figura 5.1c que para la puerta de madera aparecen numerosas rectas, por lo que se podra plantear
una hipdtesis a partir de dos rectas. Sin embargo, para la puerta de cristal s6lo se planteara
hip6tesis a partir de una recta, pues aunque aparecen varias rectas la distancia es demasiado

grande como para que el primer algoritmo trate esta region.

En la Figura 5.1d se pueden ver las regiones expandidas para las hip6tesis de dos rectas, una
de ellas se corresponde con la puerta de madera, mientras que la otra es un falso positivo de la
pared. Tras filtrar las regiones (Figura 5.1e) se aprecia gque este falso positivo se ha eliminado y

s6lo ha quedado la puerta de madera.

En cuanto a las hip6tesis a partir de una recta, se ve en la Figura 5.1f que aparecen numerosas
regiones, entre ellas la puerta de cristal y la puerta de madera, la cual no deberia aparecer ya que
el primer algoritmo ya ha detectado esa region como puerta. Sin embargo, debido a que se han
extraido cuatro rectas pertenecientes a la puerta, aungue con el primer algoritmo se han eliminado

dos de ellas atn quedan dos rectas que son tratadas como hipétesis de una recta.

Tras realizar el filtrado para este segundo algoritmo se aprecia en la Figura 5.1g que se han
eliminado todos los falsos positivos y s6lo aparece la puerta de madera. Sin embargo, la puerta
de cristal ha sido eliminada debido a que los reflejos han impedido una buena expansién, por tanto
la region gqueda a una altura considerable del suelo y el algoritmo la elimina por ser un posible

cuadro.
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Figura 0.1. () Imagen del Caso 1. (b) Segmentacidn de la escena. (c) Rectas verticales y suelo expandido. (d)

Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (€) Resultado tras filtrar las regiones.

(f) Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (g) Resultado tras filtrar las regiones
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5.2. Caso?2

En la Figura 5.2a se observa una imagen similar a la del Caso 1, aungque desde una zona mas
alejada, de forma que ademas de la puerta de cristal junto a la puerta de madera aparecen dos
puertas de madera a la izquierda de la imagen.

Tras realizar la segmentacion de la escena (Figura 5.2b) y extraer la rectas verticales (Figura
5.2¢) se aprecia que para la puerta de cristal no aparece ninguna recta, mientras que para las dos
puertas de la izquierda se tienen rectas suficientes como para plantear hip6tesis a partir de dos
rectas. Por ultimo, para la Gltima puerta de madera solo se tiene una recta, por lo que actuara sobre

esta el segundo algoritmo.

Tras expandir las semillas iniciales de las hip6tesis a partir de dos rectas se observa en la Figura
5.2d que se tienen las dos puertas de la izquierda perfectamente delimitadas, aunque aparecen las
dos en una misma region, ya que al estar pegadas y ser del mismo color ambas semillas iniciales
se han expandido a lo largo de las dos puertas. Por otro lado, tras aplicar el filtrado (Figura 5.2¢)

se obtiene la misma regién.

En cuanto a las hipétesis a partir de una recta, se observa en la Figura 5.2f que aparecen un
gran namero de falsos positivos, asi como las dos puertas de madera de la izquierda, ya que pese
a que han sido detectadas ain hay una recta en esa zona que sirve como hipoétesis. Por altimo

también aparece expandida la dltima puerta de madera.

Tras aplicar el filtrado se obtiene en la Figura 5.2g tanto una de las puertas de madera de la
izquierda como la puerta contigua a la puerta de cristal, sin embargo, la puerta situada mas a la
izquierda ha sido eliminada. Esto se debe a que la expansién ha comenzado en un superpixel que
ha permitido que se expanda hacia parte de la puerta derecha, sin embargo, no la llega a ocupar
completamente por lo que al aplicar el bounding box no se cumple la relacién de altura y anchura.

Por otro lado, cabe destacar que todos los falsos positivos han sido eliminados.
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Figura 0.2. (a) Imagen del Caso 2. (b) Segmentacidn de la escena. (c) Rectas verticales y suelo expandido. (d)

Expansion de las semillas iniciales para las hip6tesis a partir de dos rectas. (€) Resultado tras filtrar las regiones.

(f) Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (g) Resultado tras filtrar las regiones
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5.3. Caso 3

En la Figura 5.3a se aprecia una puerta a la izquierda con un color similar a la pared que la
rodea, una segunda puerta algo escondida en una zona de color muy uniforme y una Gltima puerta

a la derecha mejor diferenciada de la pared.

Tras realizar la segmentacion por superpixeles (Figura 5.3b) y extraer las rectas verticales de
la escena (Figura 5.3c) se observa que sélo para la puerta de la izquierda se tienen las dos rectas

de sus marcos, mientras que para las otras dos puertas sélo se tiene una recta para cada una.

Tras realizar la expansion de las semillas iniciales (Figura 5.3d) tenemos una region que
contiene la puerta correspondiente, aungue se expande por ciertas zonas de la pared, pues como
se ha comentado, el color es muy similar al de la puerta. Tras aplicar las herramientas de filtrado
(Figura 5.3e) se aprecia que sigue manteniendo la regién como puerta, lo cual es cierto, aunque
debido a la mala expansion no deberia ser detectada como puerta real. Cabe destacar que si se
hubiera hecho uso del bounding box en este primer algoritmo esta region no hubiera sido

detectada como puerta finalmente.

En cuanto a las hipdtesis a partir de una recta se ve en la Figura 5.3f la gran cantidad de
regiones, dos de las cuales contienen a las dos puertas que faltan por detectar. Sin embargo, tras
realizar el filtrado (Figura 5.3g) se observa que el algoritmo no detecta ninguna puerta. Es decir,
se han eliminado todos los falsos positivos pero también las dos puertas reales. Esto se debe, en
el caso de las dos puertas a que la expansion de la region no se adapta perfectamente a la puerta,
por lo que las relaciones de altura y anchura utilizadas en el bounding box no se cumplen. Se
podria solucionar restringiendo mas aun el umbral de similitud de histogramas durante la

expansion de las semillas iniciales para intentar que no se expandan las regiones por las paredes.
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Figura 0.3. () Imagen del Caso 3. (b) Segmentacidn de la escena. (c) Rectas verticales y suelo expandido. (d)
Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (€) Resultado tras filtrar las regiones.

(f) Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (g) Resultado tras filtrar las regiones
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5.4. Caso 4

En la Figura 5.4a se observa una escena con una gran iluminacion, de forma que a la izquierda
aparece una puerta con un color idéntico al de la pared que la rodea, mientras que en el centro de
la imagen aparece otra puerta bien diferenciada de la pared.

Tras segmentar la escena (Figura 5.4b) y extraer las rectas verticales (Figura 5.4c) se aprecia
que para ambas puertas se tiene s6lo una recta, por lo que en un principio sélo actuara el algoritmo

de hipétesis a partir de una recta.

Sin embargo, tal y como se aprecia en la Figura 5.4d, tras aplicar el algoritmo de hipoétesis a
partir de dos rectas se tiene que una de las puertas ha sido detectada y expandida correctamente.
Esto se debe a la mala segmentacion del suelo (Figura 5.4¢) de forma que aparece una interseccion
con el suelo que no seria la real haciendo que se cumpla el umbral impuesto de distancia entre
rectas para el primer algoritmo. Ademas, aparece otra region que se corresponde con un falso

positivo.

Tras filtrar las regiones se observa en la Figura 5.4e que finalmente sélo aparece la puerta, de

forma que le falso positivo es eliminado.

Por otro lado, el algoritmo de hipotesis a partir de una recta ya no actuard sobre la recta
perteneciente a esta puerta detectada, por lo que s6lo queda la puerta de la izquierda por detectar.
En la Figura 5.4f se ve que se ha expandido una regién que se adapta a la puerta restante, aungue
también contiene parte de la pared debido a la similitud de color. También hay que destacar el
elevado namero de falsos positivos detectados. Tras aplicar el filtrado (Figura 5.4g) se obtiene
finalmente que ninguna region expandida se corresponde a una puerta. Si bien ha eliminado todos
los falsos positivos, la puerta de la izquierda también ha sido eliminada. Esto se debe a la mala
expansion de la region de forma que no se cumple el criterio del bounding box. Este es un error
practicamente imposible de solventar en esta imagen, ya que la iluminacion en esa zona hace que

la pared y la puerta no sean diferenciables.
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Figura 0.4. (a) Imagen del Caso 4. (b) Segmentacidn de la escena. (c) Rectas verticales y suelo expandido. (d)

Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (€) Resultado tras filtrar las regiones.

(f) Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (g) Resultado tras filtrar las regiones
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5.5. Caso5

En la Figura 5.5a se observa una doble puerta a la izquierda con un gran reflejo, asi como una
puerta de madera y una Ultima puerta a la derecha con un pequefio reflejo.

Tras segmentar la escena (Figura 5.5b) y extraer las rectas verticales (Figura 5.5c) se observa
que para la puerta doble y para la puerta de madera aparecen rectas suficientes para plantear

hip6tesis a partir de dos rectas, mientras que la tercera puerta sélo presenta una recta.

Tras aplicar la expansion del primer algoritmo (Figura 5.5d) se aprecia la expansion de la
region a la que pertenece la puerta de madera, una region correspondiente a un falso positivo y
una pequefia region perteneciente a la puerta doble, concretamente la region se adapta al reflejo

(ue aparece.

Tras realizar el filtrado (Figura 5.5e) se aprecia que sélo queda la region de la puerta de
madera, mientras que el falso positivo y la puerta doble han sido eliminadas. Esta Gltima region
ha sido eliminada debido a la mala expansion, ya que al tener una gran regién con un color
bastante uniforme debido a la poca iluminacidn de esa zona la semilla inicial se expande en

exceso, llegando hasta la pared.

En la Figura 5.5f se observa la expansién de regiones tras aplicar el segundo algoritmo, de
forma que se tienen numerosos falsos positivos, pero también la puerta de la derecha de la imagen,

asi como la puerta doble.

Tras el filtrado (Figura 5.5¢) se aprecia que ninguna regién ha sido elegida finalmente como
puerta. En este caso la doble puerta se ha eliminado debido a las grandes dimensiones de la region,
igual que en el caso anterior al no cumplirse el cross ratio. Por otro lado, la puerta de la derecha
ha sido descartada debido a una mala expansion también, en este caso fruto de una mala
segmentacién de los superpixeles, de forma que la relacion entre altura y anchura de la regién no
se cumple. Esto se podria solventar modificando ciertos parametros de la segmentacion por

superpixeles para gue se adapten mejor a la puerta.
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Figura 0.5. (a) Imagen del Caso 5. (b) Segmentacidn de la escena. (c) Rectas verticales y suelo expandido. (d)

Expansion de las semillas iniciales para las hipétesis a partir de dos rectas. (€) Resultado tras filtrar las regiones.

(f) Expansion de las semillas iniciales para las hipotesis a partir de dos rectas. (g) Resultado tras filtrar las regiones
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5.6. Conclusiones de la evaluacién

Una vez concluida la evaluacion experimental se pasard a analizar el resultado de estas
pruebas. Para ello se ha confeccionado una tabla en la que para ejemplo y algoritmo se ha
detallado el tiempo de computo, el porcentaje de puertas sobre el que ha actuado el algoritmo,
pues no siempre se consiguen extraer rectas en todas las puertas de la escena, y el porcentaje de
puertas detectadas respecto a las puertas sobre las que se aplica el algoritmo correspondiente.

Sin embargo, puesto que las hipétesis a partir de una recta se basan en el resultado de las
hipdtesis a partir de dos rectas, durante la confeccion de la tabla se tendré en cuenta para los datos
del algoritmo de deteccion a partir de una recta las puertas detectadas por el primer algoritmo, ya
que este segundo método es mas general y podria detectar las puertas detectadas mediante
hipdtesis a partir de dos rectas. En la Tabla 5.1 se han detallado los resultados para el primer

algoritmo mientras que en la Tabla 5.2 Se ha evaluado el segundo algoritmo.

Tiempo de | % de puertas sobre las que % de puertas % de falsos
computo (s) se aplica el algoritmo detectadas positivas
Caso 1 2,23 50 100 0
Caso 2 3,02 75 100 0
Caso 3 0,86 33,33 100 0
Caso 4 1,6 50 100 0
Caso 5 2,65 75 33,33 0
2,07 86,67 0

Tabla 0.1. Resultados de la evaluacién experimental para el algoritmo de hipétesis a partir de dos rectas

Tiempo de | % de puertas sobre las que % de puertas % de falsos
computo (s) se aplica el algoritmo detectadas positivos
Caso 1 2,25 100 33,33 0
Caso 2 5,9 100 50 0
Caso 3 16,31 75 66,67 0
Caso 4 4,24 100 50 0
Caso 5 5,82 100 25 0
6,90 95 45 0

Tabla 0.2. Resultados de la evaluacion experimental para el algoritmo de hipétesis a partir de dos rectas




Se puede observar a partir de estos resultados que el primer algoritmo sélo se aplica a la mitad
de las puertas aproximadamente, ya que no es usual que aparezcan las dos rectas de los marcos
tras extraer las rectas verticales, sin embargo, estas puertas se detectan con un elevado grado de
acierto (86,67%) con un tiempo de cémputo bastante reducido, siendo el porcentaje final de
puertas detectado de casi el 50%.

Por otro lado, el segundo algoritmo trabaja sobre un mayor nimero de puertas (95%), ya que
generalmente siempre se extrae al menos una recta perteneciente a cada puerta, por lo que el
algoritmo presenta un elevado porcentaje de aplicacion. Sin embargo, el porcentaje de puertas
detectadas es bajo, pues no llega al 50%, siendo el porcentaje final de deteccion algo menor que
en el primer algoritmo. Ademas, el tiempo de cdmputo es mayor y se pueden apreciar imagenes
con un tiempo de cdmputo mayor de 10 segundos, lo cual no seria favorable para implementar en

un sistema en tiempo real.

Pese a que el segundo algoritmo parece peor, hay que destacar que el algoritmo actta sobre
practicamente el doble de puertas, consiguiendo un resultado de deteccion similar. Sin embargo,
como se ha visto en la evaluacion de resultados, en muchos casos estos errores son evitables
mediante una mejor segmentacion de la escena mediante superpixeles, lo cual estd ligado
directamente al hardware utilizado. En el caso de este proyecto el ordenador portatil utilizado no
es excesivamente potente, por lo que mejorando ligeramente la capacidad de computo del equipo
se mejoraria considerablemente el porcentaje de acierto del segundo algoritmo, convirtiéndolo en

un buen mejor método de deteccion de puertas.

Por otro lado, pese a que algunos errores son evitables, también aparecen otros que no se
pueden evitar, pues el campo de la vision por ordenador es muy dependiente de la iluminacién
como se ha visto, de forma que aquellas puertas con grandes reflejos o que no se diferencien bien

de la pared debido a las sombras por una mala iluminacién son realmente dificiles de detectar.

Sin embargo, hay que tener en cuenta como uno de los puntos mas importantes del algoritmo
el hecho de que la tasa de falsos positivos es nula en los ejemplos estudiados, y por tanto, se
espera que con un volumen mayor de imagenes esta tasa también sea minima, lo que ayuda en

gran medida a la implementacion de este algoritmo en un sistema de navegacion en tiempo real.

Al no existir falsos positivos las puertas detectadas se podrian almacenar para en un instante
posterior realizar un ‘tracking’ de las mismas en funcion de hacia donde se mueve el usuario de
forma que en todo momento se tengan localizadas pese a que en esos instantes el algoritmo deje

de detectar esas puertas.

Por este motivo es tan importante el hecho de que el algoritmo de deteccidn de puertas a partir

de hipdtesis de una recta funcione sobre un elevado porcentaje de puertas de la escena, ya que
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permitiria, mediante alguna pequefia mejora, poder detectar y tener localizadas un gran nlimero
de puertas del entorno. También hay que tener en cuenta que para imagenes similares puede
cambiar en gran medida el funcionamiento del algoritmo, de forma que en un instante
determinado no se detecte una puerta y al instante siguiente si que se consiga detectar, por lo que
este planteamiento para la navegacion seria un sistema a tener en cuenta para aprovechar al

maximo la capacidad del algoritmo de deteccion de puertas.

Por altimo cabe destacar que si bien el segundo algoritmo seria el mas indicado para el sistema
de navegacidn, los tiempos de computo pueden llegar a ser muy elevados, mientras que para el
primer algoritmo son tiempos muy razonables para un sistema en tiempo real, por lo que habria
que llegar a un compromiso acerca del sistema a utilizar en funcién de si se quiere detectar un
menor numero de puertas pero que exista una gran capacidad a la hora de plantear trayectorias, 0
por el contrario se prefiere detectar un mayor nimero de puertas a costa de un mayor tiempo de

computo y por tanto, una menor capacidad para plantear trayectorias.
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Capitulo 6

Conclusiones y trabajo futuro

A lo largo del proyecto se ha conseguido desarrollar un algoritmo con dos variantes que
permita la deteccion de puertas de una escena, a partir de la informacion captada por un sistema
de dos cAmaras, un sensor RGB-D para captar informacion 3D y una cdmara fisheye para captar

informacidn de color de una gran region de la escena.

Haciendo uso de esta informacidn, y mediante herramientas para el tratamiento de imagenes,
se ha llegado a desarrollar un algoritmo robusto que en sus dos variantes, cada una con sus
ventajas e inconvenientes, permite detectar aproximadamente un 50% de las puertas de la escena.
Aunque se ha comprobado que para instantes consecutivos se pueden detectar puertas nuevas o

dejar de detectar puertas que en un instante anterior eran detectadas.

Por este motivo cobra especial importancia la baja tasa de falsos positivos, que permitira en
un futuro implementar estos algoritmos en un sistema de navegacion para personas con

deficiencias visuales y que sea capaz de actuar en tiempo real.

Con los resultados de este proyecto, y junto con el proyecto de deteccion de espacio libre en
una escena [6] el siguiente paso para avanzar en este proyecto y acercarse al objetivo de ayudar a
las personas seria comenzar el desarrollo de un sistema de navegacion, de forma que se plantee
la base de su funcionamiento y se implementen los algoritmos de deteccion de puertas y del
espacio libre de obstaculos, para tener finalmente un sistema que permita la planificaciéon de

trayectorias en personas con deficiencia visual.

Ademas, seria adecuado poder realizar pruebas con personas que sufran este tipo de
enfermedades visuales para poder conocer sus impresiones y detectar posibles cambios 0 mejoras

a los algoritmos ya disefiados que permitan una mejor experiencia para este colectivo.

Por Gltimo, cabe destacar que todos los objetivos planteados al inicio del proyecto se han
cumplido, pese a la dificultad que conlleva el trabajar en el campo de la visién por computador,

tan dependiente de un gran niamero de factores que en muchos casos son inevitables.
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Anexo A

Resumen del trabajo previo

En este anexo se propone un pequefio resumen del Trabajo Fin de Master de Guerrero-Viu [6]

que ha servido como base para la realizacion de este proyecto.

A.l. Sensores utilizados

El uso de camaras RGB-D permite obtener tanto informacion 3D de una escena como
informacion de color (RGB) con un Unico dispositivo, sin embargo, presenta una serie de
limitaciones debido principalmente al escaso rango de vision y a la presencia de ruido que

presenta la camara.

Por este motivo se ha planteado el uso de un dispositivo adicional y complementario, en este
caso una camara tipo fisheye, cuyo campo de vision es mucho mayor, pudiendo captar una mayor
informacion de la escena. De esta forma se obtiene la informacion 3D de la escena mediante la

camara de profundidad y la informacion RGB mediante la cdmara fisheye.

Los sensores utilizados para el desarrollo del proyecto han sido la cdmara RGB-D Asus Xtion
Pro Live con una resolucion de 640 x 480 pixeles y la cdmara uEye UI-3580CP, cuya resolucién
se ha limitado a 1280 x 960 pixeles para disminuir el tiempo de cdmputo, en combinacién con
una lente fisheye Lensagon CF5M1414 logrando un campo de visién de 182°. En la Figura A.1

se muestra el conjunto de sensores utilizado.

Figura 0.1. Sistema de camaras utilizado en el proyecto, compuesto por una camara fisheye y una cdmara
RGB-D
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Por otro lado, esta combinacion de camaras ira colgada del cuello del usuario, de forma que
se apoye sobre el pecho formando un &ngulo de 45° aproximadamente, tal y como se muestra en

la Figura A.2.

Figura 0.2. Posicion del conjunto de cdAmaras sobre el sujeto

A.2. Calibracion de las camaras

Debido a la distorsién que presenta la caAmara fisheye es necesario realizar una calibracién
intrinseca de la misma, esto es, hallar los pardmetros que definen esta distorsion. Para ello se ha

utilizado el modelo de Scaramuzza y col. [9] que se puede aplicar a todo tipo de cAmaras.

Por altimo, suponiendo que la calibracion de la cAmara de profundidad dada por el fabricante
es adecuada es necesario realizar la calibracion extrinseca entre ambos dispositivos. Para esto se
ha utilizado el método desarrollado por Pérez-Yus y col. [2], que se basa en la extraccion de lineas
de la escena a través de ambos dispositivos (Figura A.3) para después buscar correspondencias
entre estas, de forma que se formulan restricciones geométricas para calcular la posicidn relativa

entre las camaras.
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Figura 0.3. Observacién de lineas en una escena por una cdmara RGB-D y una camara convencional con
campos de vision no solapados. Imagen obtenida de [11]

A.3. Deteccion del suelo mediante la camara de profundidad

En cualquier sistema de navegacion es necesario conocer primero el espacio libre de
obstaculos, por lo que en primer lugar hay que realizar la segmentacion del suelo utilizando la
informacion 3D proporcionada por la cdmara de profundidad. Esta informacion se corresponde

con una nube de puntos que representa las coordenadas 3D de cada uno de los pixeles de la escena.

Para detectar y extraer el suelo de la escena se ha utilizado el algoritmo Random Sample
Consensus (RANSAC) [10], que consiste en un modelo iterativo que estima un modelo
matematico deseado a partir de la informacién de entrada. En este caso el modelo buscado es un

plano y la informacién de entrada es la nube de puntos.

El algortimo elige al azar tres puntos que formaran un plano y el resto de puntos votan o no
por este plano en funcién de su distancia al mismo (mediante un umbral). Este proceso se itera un
namero determinado de veces y una vez finalizado se elige el plano con mas votos como la

solucién buscada, siendo su ecuacion de la siguiente forma:
AX+BY+CZ+D=0 (A.1)

Siendo los paramteros A, B y C las coordenadas del vector ortogonal al plano y el parametro

D la distancia del plano al origen de coordenadas, en este caso la camara.

45



Cabe destacar que al aplicar el RANSAC el plano que se obtiene coincide con el de mayor
tamafio en la escena, por lo que debido al posicionamiento de las cdmaras siempre seré el plano

del suelo, tal y como se observa en la Figura A.4b.

(b)

Figura 0.4. () Imagen original. (b) Segmentacion del plano del suelo mediante la cdmara de profundidad

A.4. Expansion del suelo

Con la informacidn obtenida a través de la camara de profundidad seria posible la evitacion
de obstaculos, sin embargo, seria conveniente obtener una informacion mas precisa del resto de
la escena para la navegacion del usuario. Por ello es necesario convertir la informacion del plano
3D del suelo a la cdAmara fisheye para posteriormente expandir el espacio libre de obstaculos con
la informacién obtenida por el fisheye, obteniendo finalmente una segmentacion completa del

suelo de la escena.

El paso de la informacion de una referencia a otra se realiza mediante la matriz homogénea
obtenida durante la calibracion extrinseca de las camaras, siendo la ecuacion gue relaciona ambas

referencias de la siguiente forma:

‘X’F ™1 T12 T13 tl XD
YE | | rar reo 1o to yP (A2)
ZE | 7| ra1 1 7raz i3 7zb

1 0 0 0 1 1

Dénde (XP, Y P,ZP) son las coordenadas 3D de un punto obtenido por medio de la cdmara de
profundidad, rijy tjson respectivamente, los elementos de la matriz de rotacion y la matriz de
traslacion que relacionan la cdAmara de profundidad con la camara fisheye obtenidos a partir de la

calibracioén extrinseca.
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Una vez se tiene la informacién 3D en la referencia fisheye se utilizan los pardmetros obtenidos
durante la calibracion intrinseca con el modelo de Scaramuzza para obtener la posicion en el plano

imagen de la cAmara fisheye de cada punto 3D, como se muestra en la Figura A.5.

Figura 0.5. Reproyeccion de los puntos 3D del suelo a la imagen de fisheye

Una vez se tienen los pixeles pertenecientes al suelo en la imagen del fisheye se procede a
realizar la expansidn del mismo. Esto se consigue mediante la adicion de regiones de la imagen
cuyas caracteristicas son similares al suelo inicial. Para esto es necesario segmentar la imagen en

regiones para poder analizarlas posteriormente.

En este caso se ha utilizado un método de extraccidén de superpixeles, que consiste en un
algoritmo de muestreo impulsado por energia (SEEDS) [8] implementado en la libreria OpenCV.
Mediante iteraciones sucesivas los superpixeles van modificando sus fronteras para formar

regiones imponiendo la similitud de color entre fronteras, tal y como se aprecia en la Figura A.6.

initalization largest block update medium block update smallest block update pixel-level update

Figura 0.6. Evolucidn de las fronteras de los superpixeles a lo largo de sucesivas iteraciones utilizando el
algoritmo SEEDS. Imagen obtenida de [8]

Una vez segmentada la imagen se realiza la expansién del suelo mediante la comparacion de
histogramas de los superpixeles vecinos a los que pertenecen al suelo. Se inicia el proceso
iterativo con una semilla inicial formada por los superpixeles que contienen puntos pertenecientes

al suelo calculados con la informacién de la cAmara de profundidad.

Una vez se tiene la semilla inicial se calcula el histograma completo de esa region y se
comparan los histogramas de los superpixeles vecinos con dicho histograma y, ademas, con el

histograma del suelo base obtenido mediante la cAmara de profundidad.
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Los superpixeles que cumplen estas dos condiciones pasan a formar parte del suelo en la
siguiente iteracion, de forma que al final del proceso se consigue una segmentacion completa del

suelo, como se observa en la Figura A.7.

e

(b)

Figura 0.7. (a) Suelo detectado por la cdmara de profundidad reproyectado a la imagen de fisheye.
(b) Semilla inicial para la expansion del suelo (en azul). (¢) Expansién de la semilla inicial (en rojo)

A.5. Uso de la informacién 3D en la expansion del suelo

Una vez segmentado el suelo, y para lograr mayor robustez y evitar errores en la segmentacion

del suelo, se propone utilizar la linea del horizonte.

En el espacio proyectivo la linea del horizonte es el lugar geométrico donde se encuentran
todos los puntos de fuga de las proyecciones de las rectas horizontales en el espacio. Se
corresponde con la interseccion entre el plano de proyeccion y un plano horizontal que pasa por
el origen, en este caso el centro dptico de la cAmara de profundidad. Por este motivo, y teniendo
en cuenta la posicion de la cAmara (a la altura del pecho) ningin superpixel por encima de la

misma puede pertenecer al suelo.
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Para obtener la linea del horizonte se utiliza la ecuacion del plano del suelo obtenida mediante
la camara de profundidad. Siendo los parametros A, B y C las coordenadas del vector normal al
plano del suelo, al pasarlo a la referencia fisheye se obtiene la normal del plano de proyeccion de
la cdmara fisheye, es decir, la linea del horizonte.

Una vez se tiene la linea del horizonte parametrizada se representa en la imagen fisheye (en
azul oscuro en la Figura A.8a) utilizando el método de extraccion de lineas de Bermtdez-Cameo
y col. [2], explicado en capitulos anteriores. Posteriormente mediante el tratamiento de la imagen

se impone que los superpixeles por encima de la misma y los cercanos a ella pero por debajo no

puedan formar parte del suelo (Figura A.8b).

(b)

Figura 0.8. (a) Segmentacion del suelo sin tener en cuenta la linea del horizonte. (b) Segmentacién del
suelo teniendo en cuenta la linea del horizonte
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Anexo B

Software, hardware y recursos externos

utilizados y cronograma del proyecto

En este anexo se detallara el software utilizado para la realizacion de este proyecto, indicando
la version de cada una de las librerias y del sistema operativo empleados. Ademas se indicara el
curso realizado antes de comenzar el proyecto. Por Gltimo se detallara un cronograma con el

tiempo estimado utilizado para cada una de las fases del proyecto.
Comenzando por el software utilizado:

e Para el tratamiento de la informacién 3D se han utilizado las librerias PCL versién
1.2.

e Para el tratamiento de las imagenes se han utilizado las librerias OpenCV version
2.4.2.

e Por Gltimo, en cuanto al sistema operativo en el que se ha realizado todo el proceso de

programacion se ha utilizado Ubuntu 16.04.

En cuanto al hardware, se ha utilizado un ordenador portatil Y50-70 con las siguientes

especificaciones:

e Procesador Intel Core i7-4700HQ (2.4 GHz)
e Memoria RAM 12GB DDR3
e Tarjeta grafica Nvidia GeForce GTX 860M 2GB

Por otro lado, en cuanto al curso previo realizado para obtener un conocimiento inicial de los

algoritmos mas utilizados en la vision por computador, se ha hecho uso del siguiente curso:
e Introduccidn a la visién por computador: desarrollo de aplicaciones con OpenCV.

Este curso online ha sido elaborado por profesores de la Universidad Carlos 111 de Madrid y

ha sido visualizado en la plataforma edX.

Por ultimo, se va a detallar un cronograma con las fases realizadas durante el proyecto y una

estimacion de las horas que ha llevado realizar cada una de estas actividades.
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Formacion inicial mediante el curso anterior: 20 horas.

Estudio de trabajos previos y en especial el Trabajo Fin de Méster desarrollado en [6]:
15 horas.

Desarrollo del primer algoritmo de deteccion de puertas: 120 horas

Desarrollo del segundo algoritmo de deteccidn de puertas: 100 horas

Documentacién de la memoria: 70 horas
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