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1. INTRODUCCION:

Hoy en dia, las empresas o compafias informéatamas €&oogle, IBM, Microsoft o Apple estan
centradas en el desarrollo de nuevas técnicagyitahos relacionados con la Inteligencia Artificia
para manejar la gran cantidad y diversidad de dptegdisponen, generados por la sociedad que
utiliza sus plataformas en busca de informaciéngfio, debemos primero estudiar la teoria en & qu
se basan estos nuevos algoritmos para poder dptianuestro trabajo.

1.1.INTRODUCCION AL MACHINE LEARNING

Para entender bien los nuevos modelos de apreadjaajestan apareciendo en la nueva década
debemos tener claros ciertos conceptos.

La Inteligencia Artificial (I.A.) es una “subdisdipa del campo de la informética que busca simular
comportamientos inteligentes a través de la creatéémaquinas’

Dentro de esta podemos ver distintos tipos y métddocomportamientos, en las que las maquinas
suelen estar programadas para la realizacion deatemespecifica como el levantamiento de pesos,
pegado de etiquetas, sellado, ordenamiento deoslgegun determinadas caracteristicas... funciones
muy autématas y especificas.

El Machine Learning es una “rama de la |.A. quechunceder a las maquinas la capacidad de
aprendizaje. Este aprendizaje, sucede mediantnkraglizacion del conocimiento a partir de un
conjunto de experiencias”

La diferencia de esta rama con las demas es gegt&no se programa a la maquina para que realice
una tarea especifica, sino que se programa parapyeeda a traveés de una serie de datos, encuentre
patrones o haga predicciones y aprenda a respendexse a lo aprendido.

“Dentro de esta rama existen diferentes técnigagtodos para el aprendizaje utilizadas segunel tip
de aplicaciones como los arboles de decision, roedid regresion, modelos de clasificacién, técnicas
de clusterizacion, y redes neuronates”

Estas ultimas son capaces de aprender de formmgyerada, la informacién se aprende por niveles y
es solo con esta técnica con la que encontramdggihcon la capacidad humana de aprendizaje.

El Deep Learning es un modelo que trabaja con negl@onales, imitando la conectividad del cerebro
humano, clasificando conjuntos de datos y encodtranrrelaciones entre ellos.

El objetivo de esta técnica es la creacion de utkehooque intente imitar la realidad para dar el
resultado pedido, por ello se necesita una int&ma@ntre partes simples trabajando o
interaccionando conjuntamente. Los tres tipos ales de redes neuronales los explicamos en el
ANEXO 1*%¢6



1.2.CONTEXTO DELTFG

Esta gran cantidad de datos que pueden obtendistadas compafias informéaticas y el valor que se
puede extraer de ellos, han servido de concieraeelps grandes empresas, las cuales han tomado
este recurso durante las Ultimas décadas.

Nosotros nos vamos a centrar en el sector de ¢psae donde gracias a la gran cantidad de da&s qu
manejan las compafias de cada coche que van ayetieleada comprador, pueden ayudarles a
conocer mejor a sus clientes, los riesgos inhesentada contrato y actividad, pudiendo asi estable
un precio del seguro estimado dependiente de tastegisticas de cada caso.

“Durante muchos afios, las compafias han estadodmcon distintos modelos estadisticos y
matematicos para la determinacion de los precidssdseguros dependiendo de los riesgos asociados
a una podliza de seguro, utilizando distintas heigatas dedata miningcomo modelos lineales
generalizados hasta modelos bayesianos y de megsdi/tipos”.

Muy recientemente se estdn empezando a probaciaisas d®eep Learning en algunos casos
especificos del sector. Un ejemplo puede versa egférencia (7) donde la comparfia AXA predijo a
los clientes que producian grandes pérdidas (en goun 1% ) debido a sus accidentes de coche, que
requerian pagos en torno a los 10.000 dolaressCaeteccion seria capaz de optimizar el precio de
sus pdlizas.

Inicialmente se utilizaron métodos de Machine-Laayhasados eRandom Forestsl cual utiliza
multiplesDecision Treepara el modelo predictivo, el cual llegaba a uripion en torno al 40%.
Con los modelos de redes neuronales llegaron aeemtaje de prediccion del 78% lo cual dio una
ventaja significativa a la hora de optimizar costgsecios de seguros.

De este modo vemos que con Deep Learning podeapdsrar las correlaciones entre las numerosas
variables asociadas a cada cliente y las del cantgie le rodea con las variables de negocio que se
intentan prever (el precio de la pdliza, en nuestisp) que son tan intrincadas que los modelos
clasicos no siempre pueden capturarlas adecuadanigmeste sentido, el Deep Learning abre pues
una nueva ventana de oportunidad para la creaeiémodielos predictivos y de caracterizacion de
clientes.

1.3.DATOS UTILIZADOS

En nuestro caso disponemos de todas las variablies due dispone la compafiia sobre cada coche y
cada comprador, desde las variables mas directarasatiadas al propio riesgo asegurado
(caracteristicas del vehiculo, edad y experiengi@ahductor) hasta variables no asociadas con la
determinacion del precio del seguro como el ndrderkildmetros que tipicamente va a recorrer el
asegurado.

Para este trabajo, se ha hecho un filtro de laablas disponibles utilizado Unicamente las vagsabl
que consideramos relevantes a la hora de deterglipagcio del seguro (caracteristicas del vehiculo
y del conductor principalmente) y limpieza de dayasque también se han descartado precios de
seguros que no entraban dentro de la norma getengndo estos una desviacion de la media muy
por encima del resto.



Tenemos que indicar que trabajamos con una grditdadrde datos, en total con 11.000.000 ejemplos
de seguros proporcionados por tres compaiiastdistile 43 ciudades y 6 modalidades. Por ello,
hacemos una division de estos dependiendo de caddeuas tres etiquetas anteriores, llamando
“modelo” a cada subdivision de datos.

Obtenemos de esta manera un total de 489 modstogak, ya que cada compariia no nos ha
proporcionado datos de todas las ciudades ni @estad modalidades de los coches.

Aunque cada modelo tiene una serie de primas pa®akstas tienen mucha variabilidad entre
ciudades , tanto de valores como de ndmero, yaependiendo de lo grande que sea la ciudad o el
numero de clientes de la compafiia el modelo temdsho menos primas con las que podamos
entrenar.

Ademas, debemos decir que tampoco tenemos todeariables con las que trabajan las compaiiias,
ya que vemos que en determinados datos, tenieadoismos valores de todas las primas, obtenemos
un precio del seguro distinto. Esto indica quectampariias poseen variables ocultas que no revelan y
gue nosotros no podemos manejar, como por ejemagiopbabilidad de impago del cliente o
probabilidad de accidente grave del cliente.

DATOS TOTALES 11.000.000
CIUDADES 43
COMPANIAS 3
MODALIDADES 6
TOTAL MODELOS 489

Tablal: Esquema de la complejidad de los datos con ledrgbajamos.

Los datos de cada modelo los guardamos en arativosxtension “.csv” guardando cada ejemplo
por filas y cada variable de cada ejemplo por calasn

1.4.0BJETIVOS

Aunque sabemos que el Deep Learning es un métopedicion muy eficiente para algunas tareas
como la prediccidn de caracteres o0 reconocimieatobjetos, una de las dudas mas generales es la
eficacia de los métodos de Deep Learning frenteudilizacion de métodos estadisticos en la
prediccion de riesgos.Por ello vamos a comparefidacia en la prediccion del precio de seguros
mediante dos métodos distintos. Un primer métodad@en la Mecanica Estadistica y un segundo
basado en el Deep Learning.

Obtendremos distintos resutados con cada métan® goimpararemos viendo el funcionamiento de
cada uno, sus caracteristicas, dificultades yicams en las que opera mejor cada uno de ellos
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haciendo un estudio del error obtenido segun elendmie datos que disponemos para su
entrenamiento.

2. METODOS A COMPARAR:
2.1.ESTRUCTURA DE NUESTROS DATOS

Como ya hemos dicho anteriormente, disponemostde da seguros de coches de distintas ciudades
separados en distintas compafiias y modalidades.

Para la comparacion “absolutaeéntre los dos programas de prediccion de praciosos a trabajar
con los mismos datos en ambos casos, dividienddelkws proporcionados por las compariias de
seguros (ya filtrados, limpiados y separada l@atée del precio del seguro en un archivo distdeb
resto de las variables) en datos de entrenamiemn&ino(80% de los datos totales da cada modelo) y
datos de test o de conftb{20% de los datos totales da cada modelo).

Estos archivos los separaremos a su vez en otspsido que contendra la variable del precio para
cada coche de cada modelo y otro que contendg® laasriables mas relevantes que hemos
considerado. Asi pues tenemos una subdivisiénaivas de cada uno de:

Train_Data; Train_Precio; Test_Data; Test_Precio.

Las variables que van a intervenir en el precicsdglro pueden ser de distintos tipos como niumeros
enteros, reales o boleanos (0,1) que especifioam @che determinado tiene cierta equipacion o
posee una caracteristica determinada o no. Lasblesison las siguientes:

-Booleana: Formados por las distintas covers del coche rygpeariable que determina si la
compafia tiene zona de expedicion o no.

cover_3, cover_4, cover_5, cover_6, cover_7, c@&arover_12, cover_14, expedition_zone
-Variables reales: El precio del coche y la vagatgductible.
vehicle_price , deductible, (seguro con franguicia

-Variables enteras: Formado por el resto de vasatpie indican el valor del precio

vehicle_years, driver_holder_type, vehicle_powéradr age,experience,vehicle type,km,

garage_type, years_without_accidents.

* ponemos “absoluta” ya que la comparacién no va a ser totalmente igual, debido a que con un método
intentaremos hacer la prediccién ajustando los distintos parametros, utilizando todos los datos de un archivo y
con el otro operaremos utilizando solamente un grupo de estos en cada iteracidon. Ademas para que la
comparacién fuera absoluta el tiempo de programacién de la CPU deberia ser el mismo en ambos métodos,
cosa que tampoco se cumple.

2 *Nos referiremos a estos archivos con los nombres de train o entrenamiento y test o control indistintamente.

6



En cada uno de estos archivos tenemos N datosicosagales de coches que ha ofrecido la
compafia divididos en distintas filas. Segun ehigacon el que estaremos operando lo
denominaremos N_train o N_test.

2.2.CARACTERISTICAS GENERALES

En ambos métodos, los cuales luego seran explicadssletalladamente, entrenamos primero o
hacemos predicciones con los datos de train, ofesen resultado y un error comparando el precio
obtenido con el precio real, y cambiando algunaérpatros de la funcion que determina el precio,
hacemos que este error disminuya con cada iteraqi@so de entrenamiento.

Aungue los métodos sean distintos, ya que unojaraioa redes neuronales y otro trabaja viendo el
problema como si la variable del precio fuera wrecidn de las otras 20 variables restantes, y aglema
no se entrenan de igual manera, estos operanrda fmilar, comparando los resultados del valor
predicho del precio con el valor real y buscandealor menor del error entre ellos con el cambio de
los pardmetros de la red neuronal o de la funcgapioximacion.

Después de entrenar cada modelo con los datosaech@lo de train (como su propio nombre indica)
obtenemos un error medio (MAE: Mean Absolute Eryadel tanto por ciento (MAPE: Mean
Absolute Percentage Error) con los datos propoacios en los archivos test. Esto lo podemos hacer
al final del programa, después de haber entresafittiente con nuestros datos, o mientras vamos
entrenando, viendo la evolucién del error obtenido.

3. MECANICA ESTADISTICA:

El algoritmo de este método lo escribiremos ermgliaje de programacion C, el cual lo he estado
utilizando durante el grado y estoy bastante fanado con él.

Como ya hemos dicho en el apartado anterior, enaggoritmo tratamos la variable del precio como
una funcion aproximada del resto de variables gpereemos que influyen de manera distinta en la
determinacion de nuestro resultado

Los valores mas importantes con los que trabajamaste programa son el MAE y el MAPE con los
gue iremos viendo la evolucion de nuestro entregaimj ya que hacen referencia al error entre el
valor predicho del precio y el valor real. El prim@s un error absoluto y el segundo es un error en
tanto por ciento como su hombre indica. Vienen damw las siguientes férmulas:

N
MAE = 2 |Preciogstimado — Preciogear
n=0
& |Preci Preci
TeClOgstimado — I'TE€CLOReqi
MAPE = z -
Preciogeq;
n=0

Aunqgue durante todo el grado hemos estado trabajeorel error cuadratico medio (RMSE), en este
método entrenaremos y operaremos con estos deseya@que son con los que trabajan las empresas
de seguros y ya que los resultados obtenidos sfpreagcomo podemos ver en el ANEXO 3



N P i 2
anO(PreCloEstimado - PreClOReal)

RMSE =
N

Aunqgue trabajaremos principalmente con el error BAgeneralmente este lo daremos y
representaremos en %.

3.1.PROGRAMA PRINCIPAL.

Lo primero que hacemos es crear dos ficheros (EMiy Resultados), con el nombre de cada
Ciudad especificada con la compafiia y la modalidady poder identificarla, en los que iremos
escribiendo los resultados obtenidos del MAE y AIRE, tanto de los datos de entrenamiento como
de los datos de control cada cierto nimero decitamas, para ver su evolucion.

Lo segundo que hacemos es leer los dos archives' ‘tanto de train como de test, pero esto lo
hacemos de distinta manera y con dos funcionesedifes ya que con unos vamos a entrenar nuestros
parametros y con otros solo vamos a evaluar nsgstealicciones:

-Lectura de datos Train:

Leemos y guardamos todas las variables del ardhsio_Data en un tensor de tipo double:
X[Ntrain][20], donde denotaremos a cada variable especifica eBnuonde i se refiere al tipo de
variable y n al nUmero de seguro vendido de too®$I| Train proporcionados.

Después de esto hacemos varias operaciones parr@sudel tensor, determinando si alguna variable
toma el mismo valor para todos los datos propoatios de ese modelo o si alguna toma siempre el
valor 0 y mostrandolo por pantalla, ya que estagies seran inutiles para el célculo de la fumcio

del precio, ya que al ser todas iguale®fieceran ninguna diferencia entre el calculo dediversos
precios, sin poder hacer ningun tipo de estadisticeellas.

Ahora procedemos a convertir nuestras variabflesn variables normalizadas, para poder fijar los
coeficientes de la funcién aproximcién en un misango, ya que al tener las distintas variables
tienen distintas escalas, si lo quisiéramos hager@malizarlas, también deberiamos fijar disgnta
escalas para los coeficientes.

Primero calculamos la media de todas las colunmigsificando la media de los valores que toma
cada variable de nuestro seguro y la suma de bdrados:

NTrain
_ 1
MED[ALEXLE(Xl)z Z x?
NTrain =0
1 NTrain
SC =X2 = (x?) = > ey
NTrain =0

Asi podemos calcular la desviacion estandar:

o = /(Xiz) — (X;)?



Y trabajar con una nueva variable normalizada pada variable del seguro, que tendra una media de
cero y desviacion 1:
_ X0

0

Seguidamente, leemos y guardamos en un array tos del fichero de precios y normalizamos la
variable del mismo modo que hemos hecho para laarzdbles anteriores.

-Lectura de datos Test:

En este caso volvemos a leer y guardar todas tebles de los archivos Data en un tensor de tipo
double:x’[Ntes:][20], donde denotaremos a cada variable especifica g§lndonde i se refiere al
tipo de variable y n al nimero de seguro vendidtndes los N_Test proporcionados.

3.2.FUNCION DE APROXIMACION.

Inicialmente, la funcién que hemos escogido paterdenar el precio la dividimos en una parte
analitica, que es el desarrollo en serie de Tddeta el tercer término, mas la suma de otros ésni
no analiticos, ya que sabemos que estos térmamentipresencia en este tipo de analisis, los cuales
los explicamos més adelante. La formula de la imgiene dada por la siguiente ecuacion:

f (1, %9, %3 et . X20)
20

- Z ( f>¢‘ + 6 (2 91%i )Z]FsenUFOURIER X ;)
i=0
NTraln 92 (Z gz ¢ ¢]>

20 20

NTmm z Z <8xlax]> Pidj +
Z 2 Z <6x (')x](')xk> $i9;

i=0 j#i k#i#j

Traln

Donde losp;'s son las variables de entrada normalizadas, cdastdorante todo el proceso, y los
demas parametro multiplicativos o funcionales samables y los que vamos a ir ajustando para
encontrar el minimo.

Al multiplicar la funcion poroprecio Y Sumarle la media obtenida con los datos deeainiento,
entrara en el rango de los precios reales y obdemul lafuncion de estimaciddel precio.

Los términos significan:

LZOO (%) ¢;: Hace referencia a la aproximacion en primer orden en torno a un minimo de
1A

una funcidn analitica en las proximidades del minimo. También lo podemos ver como los
distintos pesos de las distintas caracteristicas de cada coche, significando que no todas
tienen la misma importancia individualmente a la hora de determinar el precio final.

e 0, (Z?ﬁo 91¢i)1 Es un término no analitico que hace referencia a una funcién escalén en
funcién de un sumatorio pesado de las distintas variables, de forma que si este supera un
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determinado numero adquiere u valor positivo y en caso contrario adquiere el mismo valor
absoluto pero con signo negativo.

Este término es parecido a la activacion de neuronas explicada en el ANEXO 4, por ello nos
referiremos a él como término de activacion.

. 20 JEsen(Jkourigr X i): Este término nos ayuda a obtener mas répido la forma de la
funcién en torno a un minimo, ya que sabemos que en torno a este, la funcién posee
términos sinusoidales.

d . . .
. 1‘220 2320 (ax gx >¢i¢j: Hace referencia a la derivada parcial de segundo orden en torno al
9%

minimo de la funcidn de estimacion del precio como la aproximacion en segundo orden.
También la podemos ver como las relaciones entre las distintas caracteristicas del seguro dos
a dos a la hora de determinar el precio.

e 0, (Zfﬁo 92 cj)icj)j) : Aligual que el tercer término del sumatorio, este es un término escalén,
pero en este caso relacionando las distintas caracteristicas por parejas.

20 of . . . .
. P20 Xjwi Dkewizj (W) ®id; dy: Hace referencia a la derivada parcial de tercer orden

en torno al minimo de la funcién de estimacién del precio como la aproximacién en el
desarrollo en serie hasta tercer orden. También la podemos ver como las relaciones entre
tres caracteristicas del seguro cualesquiera a la hora de determinar el precio.

Las distintas derivadas de la funcién, coeficieddérmino sinusoidal y funciones de activaciéon
son variables double generadas aleatoriamentedeniteaacion de entrenamiento. En caso de que
mejoren la prediccion del precio de los seguradrssustituidas por sus valores anteriores 0 no,
siguiendo un algoritmo que explicaremos en el ARKEX

La derivada de primer orden al igual que los cosfites J's del término sinusoidal del sumatoria so
vectores con tantas componentes como caractesigticamos de los coches. La derivada de segundo
orden ser& ufiensor 20 x 20 y la derivada de tercer orden serdlensor 20 x 20 x 20.

Los términos de activacion son variables double.
3.3.PROCESO DE ENTRENAMIENTO

Vamos a entrenar a nuestro modelo en una serterdeiones, entendiendo entrenar como ajustar
nuestros pardmetros de la funcion en cada iterag#rdo valores aleatorios a los distintos
coeficientes de la funcién de aproximacion en eadade ellas y quedandonos con estos valores
aleatorios nuevos si el MAPE disminuye respectib&dnido en la iteracién anterior, buscando asi el
minimo de este error que suponemos que sera paia@adbtenido con los datos Test, ya que
pertenecen a un mismo modelo.

Esta busqueda del minimo la haremos utilizandoétblib deSimulated AnnealirfgPor ello nuestra
funcion MAPE sera la energia de nuestro sistema.
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Como no sabemos la forma que tiene nuestra engrgi@guramente no sera suave, sino que al ser
una funcién de veinte variables es posible queat@agos minimos relativos o que presente
discontinuidades, no nos basta con empezar cdguigiasolucion e ir cambiando ligeramente la
misma aceptando los cambios si la energia dismjrairye que permitiremos fluctuaciones térmicas al
sistema para que este sea capaz de recorrer tesianfuncién energia , pasar por varios minimos
relativos e ir buscando estos minimos al bajagrgtratura progresivamente, siendo probablemente
préximos al minimo absoluto. Para ello utilizambalgoritmo de Metrépolisy utilizaremos la
Mecénica Estadistica de Boltznt&para la probabilidad de una determinada configénagde nuestro
sistema.

De este modo tenemos dos parametros que dictaedollzcion de nuestro sistema principalmente:

-Delta ©): Dicta el rango en el que se mueven los numdeagaios que dan valor a los coeficientes
de la funcién de aproximacion.

Con el objetivo de recorrer todos los valores destra funcidén de la energia, este empezara tomando
valores en los que los nimeros aleatorios generadfismemente (que daran valor a los distintos
coeficientes de la funcién de aproximacién) estéaleango (-0.5,0.5) ya que recordemos que a
medida que pasan las iteraciones su valor ira disygndo linealmente, ya que suponemos que al
encontrarnos cerca del minimo absoluto de la funei®rgia los cambios en los coeficientes deberan
ser pequefos.

-Beta @): Hace referencia a la Temperatura en la que @ge@ira nuestro sistema, concretamente es
proporcional al inverso de la Temperatura.

Al igual que el parametro anterior, tiene el objetile permitirnos recorrer todos los valores de
nuestra funcién energia. Este empezara tomandeeggbequefios que significardn que estamos a una
temperatura alta y nos permitira recorrer un raargplio de nuestra funcion, ya que debido a que la
temperatura es alta, los valores de los coeficgamievos seran aceptados en el mayor de los casos
(como vemos en el ANEXO 2). Su valor inicial debsgédaquel que multiplicado por la variacion
energética inicial de ® Binicrar X AEiniciaL = 1.

A medida que vamos iterando, su valor ird aumemtéindalmente también, simulando un
enfriamiento de nuestro sistema que haga que diy@nila aceptancia y nuestro punto se mueva en
torno al minimo mas cercano.

Hay un parametro que revisa o controla la evotugiési es preciso, cambia el valor de los
parametros descritos anteriormente, este es |latAwsp:

-Aceptancia: La aceptancia es el cociente del namercambios tentativos que han sido aceptados
entre el total después de realizar un proseszep.

Este procesaignifica recorrer secuencialmente el vector querda los términos de primer orden de
nuestra funcién, correspondientes a las distirdescteristicas segun el numero de iteracion, recorr
secuencialmente los Tensores por filas, sienddrakno de columna aleatoria en cada iteracion y dar
un numero aleatorio para cada uno de los tresdadiel Tensor de Einstein.

Sabemos como debe evolucionar nuestra aceptani@aesnria. Al principio deseamos que esta sea
casi igual que 1, ya que queremos explorar todasdafiguraciones posibles o valores que puede
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tomar nuestra funcion de energia, y a medida go@sacercadndonos al minimo de nuestra funcion
suponemos que esta ira disminuyendo hasta cdexr cao cuando estemos muy préximos del
minimo. De este modo, si la vamos controlando padeser capaces de que el sistema evolucione
COMO NOSOtros queramos.

Asi imponemos que si esta toma valores pequeffalpio de la evolucion del sistema (lo cual no
qgueremos) disminuimos un poco el valod® aumentamos la energia del sistema, siendo&assi m
probable que el sistema pase por distintas corfigomes. Ademas programamos la disminucion del
valor def en la siguiente iteracidn si la acaeptanciasdedepanterior ha sido muy baja.

También controlamos el valor del parameffoComo vamos disminuyendo su valor si la aceptancia
es demasiado baja, este puede llegar a tomar satang pequefos, asi que acotamos su valor en un
minimo.

3.4. EVOLUCION DE LOS COEFICIENTES Y RESULTADOS GUARDADOS AL FINAL DE CADA
ITERACION

Necesitamos partir de una configuracion iniciabual seréa la dada por todos los coeficientes de la
funcién de aproximacién igualados a cero, con kl,quiestra prediccién inicial del precio sera para
todos los datos Test el precio medio obtenido osratos Train.

Asi, obtendremos un error inicial, operando cordia®s de entrenamiento, del valor de la dispersién
de nuestros datos. Para el error de Test obtendretrmerror, ya que estos tienen una media y
desviacion distinta, por lo que al dar siempreretip medio obtenido con los datos de entrenamiento
tendremos un resultado diferente aunque parecidqug los distintos datos pertenecen a un mismo
modelo.

Una vez que entramos en el bucle de entrenamiestgurardamos los distintos coeficientes en un
archivo denominado “Configuracién” en el cual redsiemos los términos obtenidos al final de cada
iteracion o processweeppara partir de ellos en la siguiente.

Ademas de guardarnos estos coeficientes nos guasdamel el archivo “Evolucién” el valor de Beta,
aceptancia, MAPE_Train y MAPE_Test.

En cada iteracibn comparamos los errores obtegmio$os anteriores guardandonos el error minimo,
tanto MAPE como MAE, obtenido con los datos de tstforma que este serd el que nos importara al
final del entrenamiento, ya que seré la mejor p2din que hemos obtenido.

3.5.MEJORAS EN EL PROGRAMA:

-Al principio entrenabamos los datos con el ect@dratico medio y veiamos la evolucion del
MAPE frente al nimero de iteraciones. Como debianadsjar con este Ultimo error, ya que es con
este con el que trabajan las empresas de seguidsmes entrenar nuestro programa también con
este error, obteniendo mejores resultados.

-Después de una serie de pruebas para ver coraiev@ban los errores frente al nUmero de
iteraciones y frente al nimero de términos escagiiola serie de nuestra funcion, observamos que si
queriamos ejecutar los archivos con un tiempo d¢ @R no fuera muy alto, el valor éptimo para el
numero de iteraciones era de 1500 y entrenamogiesdo solamente los tres primeros términos de
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la serie de Fourier. En el ANEXO 3 podemos verstnadio mas detallado de estos aspectos y una
evolucion de entrenamiento para un modelo grandeaioaimero elevado de iteraciones,
entrenandolo con todos los términos de la funcpyoxamacion.

El problema de los términos siguientes descartagdagie ademas de multiplicar el tiempo de
ejecucion del programa, les cuesta mucho termajizarcontribucion empieza a tener efecto varias
iteraciones después de empezar a trabajar corealliasestimacion del resultado.

-Creacion de programas adicionales con el objetévolasificar, ordenar y juntar los archivos
obtenidos.

-Modificacion del programa principal para la efieade la obtencion de datos en el que en
vez de ir compilando los distintos modelos unowpur se le da como entrada un archivo el cual
contiene los nombres de varios modelos y el cealég iterativamente.

4. DEEP LEARNING:

En este caso hemos trabajado con el lenguaje deapnacion Pythot para la programacion de
nuestro cAdigo, que realiza toda la gestion delosesos, tanto de entrada y salida de datos cemo d
entrenamiento y test de los modelos, utilizanddibeerias de Deep Learning de Tensorfldw?

Con este lenguaje no he trabajado a lo largo darfera, y ha sido necesario un estudio previo fara
entendimiento y manejo.

En este caso, entrenaremos cada modelo con unaueahal profunda (DNN) constituida por una
capa externa de 20 neuronas, en la que se intnotas@0 variables de cada ejemplo del modelo, una
capa externa, en la que obtenemos el precio esiideldseguro, y 5 capas ocultas, cada una con [150,
75, 50, 20, 10] neuronas consecutivamente y totetkneonectadasntre ellasEstos nimeros han

sido elegidos a base de prueba y error, ya qeemacemos ningun estudio ni férmula que dicte el
namero 6ptimo ni de capas ni de neuronas panaetiqeion de este caso.

En este método también devolveremos los errorésidia$ previamente de MAE y MAPE para
evaluar la precision de nuestros resultados, pebajaremos con el error cuadratico medio (RMSE)
para entrenar nuestro modelo, copaglemos ver en el ANEXO 5.

Al igual gue en el método anterior, trabajaremascgalmente con el error MAPE, pero este lo
daremos en % en la representacion de la mayorjeafieas

4.1. PROGRAMA PRINCIPAL

El programa tiene distintas librerias y archivddizados para el manejo de datos, explicados en el
ANEXO 4121314.151617.1819| programa principal es el archivo llamado TRAMODEL.py.

Este contiene el codigo para entrenar los distimodelos, incluyendo otros archivos para cada una
de sus distintas funcionalidades.

Lo primero que hacemos es indicar qué modelo vanagrenar, especificando su nombre, y crear
una carpeta con su nombre en un determinado dil@otm la que guardamos los distintos parametros
de la red neuronal que vamos entrenando.
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Después creamos un archivo llamado “estimacion_tmerdel modelo’.dat” en el que guardaremos
los valores del nUmero de datos de entrenamieattesteo y los valores del MAPE, en tanto por
ciento, y del MAE, obtenidos en la ultima iteracién

Mediante el archivo IRIS_DATA.py accedemos a cadhigo de nuestro modelo, obteniendo asi
cuatro variables DataFrame con los datos de catlivar(train_x, train_y, test_x, test y).

Seguidamente, definimos el nimero de iteracionestque vamos a entrenar nuestro modelo,
siendo este distinto para cada modelo, en contranel método estadistico en el que era el mismo
para todos los modelo. Su razén la podemos ver &NEXO 6.

Asi pues, el numero de iteraciones depende delmideedatos con el que vayamos a entrenar,
teniendo la ecuacién siguiente:

train_steps = int(N_train *x 25/batch_size)

Donde la funciorint() devuelve el nimero entero del nimero real entrehetes, restandole a este
altimo su parte decimaN_train es el nUmero de datos de entrenamieritetyh_size el nUmero de

datos que escogemos en cada “batch” de entrenandehtodelo, siendo este niumero igual para
todos los modelos y teniendo un valor de 230.

Una vez que tenemos definidas todas estas varip#éesnos a definir nuestra red neuronal, utilizando
el archivo LOAD_MODEL.py y utilizando otra vez etchivo IRIS_DATA.py, entrenamos nuestros
datos de entrenamiento y obtenemos las predicgidadas por la red, de los datos de test.

Estas predicciones las guardamos en un array guambs para compararlas con los datos reales de
los precios.

Finalmente, calculamos los errores MAPE y MAE yrgaanos estas variables en el archivo
“estimacién_nombre del modelo.dat”.

4.2.ENTRENAMIENTO DE LA RED:

En este archivo también especificamos el optimizado el que trabajara la red neuronal, que en
nuestro caso sera Adagrad optimizer. Al igual quelenétodo anterior, lo que intentamos hacer es
minimizar el valor de una funcién, llamada funcifecoste, que explicamos en el ANEX® 2% 22

4.2.1. ADAGRAD OPTIMIZER® 2% :

Este optimizador se basa en el método del desdahgpadiente y especifica un buen ratio de
aprendizaje.

En mecanica estadistica este ratio suel@ séefinido en el la explicacién del entrenamiengb d
método estadistico, el cual es inversamente prigyaica la temperatura.

Otro método seguro de hacerlo, es escoger, paraagist, el valor de una constante dividida por el
tiempo, o computacionalmente hablando, el nUmeitedzciones que llevamos entrenando a nuestro

C . . 4 . . .
modelo:a = ~, asi la funcion de coste convergera, pero eglaason no es muy buena, ya que el
proceso es muy lento.
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En el algoritmo Adagrad el ratio depende de la avitiad de la funcion, de forma que si estamos en
un punto donde la funcién es muy concava, indicanaoestamos cerca de un minimo, el ratio sera
muy pequefio, y si la funcion es casi plana, eb Isgr4 muy grande.

Si trabajamos con varias variables, cada variabténiensién de la funcién) debe tener una tasa de
aprendizaje distinta, ya que una funcién multidigienal no tiene el mismo gradiente para cada
dimension.

Empezamos con un vectorue inicializamos a ceras,(, = 0)

: . . . = 2
En cada iteracion hacemos la operaci§n:; = s; + (VFCOSTEt) .

g . ., . —> 2
DondeVF¢qstE, €S el gradiente de la funcién de coste en el memr;(VFCOSTEt) el vector

VFcosTE, CON cada componente al cuadrado, no la multipboade vectores.
Asi la variacion de cada peso de cada variablaiemslara en cada iteracion de la siguiente

aVFcosTE:
\Sit+e

Dondea es la tasa de aprendizaje inicial gs un valor pequefio para no dividir por cero erilaera

maneraw,,, = w, —

iteracién cuand6.-, = 0.

Esta ecuacion significa que cuando el gradienterggagrande, el paso va a ser muy pequefio, debido
a que esté dividiendo, y cuando nos encontremssigarficies muy inclinadas, daremos pasos
pequefios hacia el minimo de la funcion.

Como trabajamos en muchas dimensiones, puede séogjualores del gradiente en estas sean muy
dispares, dando pasos largos en una determinadzidin y cortos en otras en una misma iteracion.

4.3.MEJORAS EN EL PROGRAMA:

Como més tarde veremos, este programa no funcidriadb bien para los modelos que tienen pocos
datos de entrenamiento, y siendo falsa tambiéagdasicion de que el valor mas pequefio obtenido del
MAPE es el de la dltima iteracion del entrenamiento

Para estudiar por qué con los archivos pequefies@inins unos valores altos del MAPE y observar
como entrena la red neuronal hemos realizado umadse=modificaciones en el archivo
TRAIN_MODEL.py:

-Prediccidn tanto de los precios del archivo ¢esto del archivo train y calculo de las
variables MAPE y MAE de ambos archivos, para vevialucion de estos dos dependiendo del
namero de iteraciones.

- Creacioén de un archivo llamado “Evolucién_nombreendedelo.dat”, en el que iremos
guardando los errores MAPE y MAE tanto de los amhide entrenamiento como de testeo cada
cierto nimero de iteraciones, denominado “saves’stgpe tendra el valor de:

train_steps>

teps = int
save_steps = in ( 0
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Ya que queremos dibujar una gréafica en la que adiemn la evolucion de nuestro entrenamiento,
considerando asi que con 50 puntos (o alguno raap)e despreciamos el valor decimal del cociente)
tendremos una buena visualizacién de esta.

-Adicioén de dos nuevas variables en el prograaraddas: error_minimo y precio_minimo.

En cada iteracion evaluaremos los valores de MARBR de los archivos test guardandonos estos
valores en las variables definidas si el valoAPE es el minimo encontrado y si el nUmero de
iteraciones es mayor que cierto nimero ya queiratipio estos errores pueden depender mucho del
“batch” utilizado para la prediccion.

-Creacion de un nuevo archivo Python llamado “BJES VARIOS_MODELOS.py” para
la eficacia de la obtencion de datos.

Este archivo ejecuta sucesivamente varios modelgendo, de un archivo de texto, el nombre de
estos y guardando, en otro archivo de texto, elmerdel modelo entrenado, el nimero de datos de
enternamiento y de test, y los errores minimos A2 Ely MAE del archivo de test, obtenidos
separando los datos de distintos modelos en distfités.

5. COMPARACION DE RESULTADOS OBTENIDOS POR LOS DOS METODOS:

En este apartado procederemos a la comparaci@lestidos métodos explicados anteriormente,
analizaremos los resultados y compararemos suenentientos y valores de los resultados.

Para ello, primero dibujamos los resultados obtendel error MAPE minimo para todas las
ciudades, dependiendo del nimero de datos conayaentos entrenado a nuestro “modelo”, ya que
cuantos mas datos de entrenamiento tengamos, estgalistica podremos hacer y mejores
predicciones obtendremos. Debemos indicar que usuei el método de Mecénica estadistica si que
nos quedamos con el error minimo obtenido en lduei@n del proceso, en el método de
Deep_Learning nos quedamos con el error final,diedique suponemos que este sera el minimo,
aungque mas adelante veremos que no es asi.

Los resultados han sido los mostrados en la situfegura:

MAPE (%) OBTENIDO CON LOS DOS METODOS UTILIZADOS
45

Mecanica Estadistica MAPE ~ +
Deep Learning MAPE »
40 +

35 ¢

30

25 ¢

MAPE %

20

15 r

10 ¢

5
1000 10000 i 100000
N_Train

Figura 5.1: En esta figura podemos ver los valores minimasrottos del error MAPE con los dos métodos en
funcién del nimero de datos con el que se entratia modelo dibujando el eje x en escala logaritpéca su mejor
visualizacion.



Observando la figura, podemos ver que los datanahis con el método de Deep Learning son
mucho menos precisos que los obtenidos por elisstad(Mecénica Estadistica), cuando entrenamos
con pocos datos. Esta diferencia va disminuyendedida que aumentamos el numero de datos de
entrenamiento, hasta ser algo menores los obtepataas primer método mencionado.

Si observamos mas detalladamente la figura, vemesos errores empiezan a empeorar a partir de
un nimero de unos 10000 datos de entrenamientgia@wamente.

Por regla general vemos que en los dos métodasgele el hecho de que obtengamos mejores
resultados dependiendo del nimero de datos careedriirenamos, estando en concordancia con la
teoria de que al tener méas datos podemos reatizagstadistica mejor.

MAE OBTENIDO CON LOS DOS METODOS UTILIZADOS

+
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Mecanica Estadistica MAE
x Deep Learning MAE =

{MAE )yscanica Estadisrica
500 |+ (MAE)peep Learning
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Figura 5.2: En esta figura podemos ver los valores minimdsrothos del MAE con los dos métodos en funcién del
namero de datos con el que se entrena cada mdadeltién vemos una media del error de cada unosddol®

grupos de datos.

Con el valor del MAE pasa lo mismo, pero este ammse ve tan claro, ya que es el error absolldo y
diferencia entre estos comparada con el valom@ak aprecia tanto en la figura como en la amteri

Como sabemos que no es lo mismo obtener un enenmnadaado entrenando con un nimero de
N_Train bajo (2.000 primas), que con uno alto (@0.primas), teniendo mas relevancia el segundo,
ya que ha sido mejor calculado, debemos realizaeldia ponderada de los resultados obtenidos

mediante ambos métodos:

ZN_Modelos MAPE; x N_Train;

_ &i=0
<MAPE> - N_ModelosN Train:
i=0 - l
(MAE) — y-Modelos MAE; x N_Train;
Z?’;y 0delos N Trgin,

Teniendo unos valores de:

(MAPE) Mecanica Estadistica = (16.95 1 0.91)% <MAPE>Deep Learning — (18.32 £ 0.87)%
(MAE)Mecénica Estadistica = (101.7+6.1) € (MAE)Deep Learning = (1049 £5.8) €

Y obteniendo una diferencia entre los métodos de:
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(MAPE)Mecénica Estadistica — (MAPE>Deep Learning

X 100 = 8%

MAPE =
<MAPE>Mecénica Estadistica

<MAE)Mecénica Estadistica — <MAE)Deep Learning

(MAE>Mecénica Estadistica

Asi pues, aunque ambos métodos nos dan resultadtte parecidos, sabemos que el método de
redes neuronales no funciona muy bien cuando tempouos datos de entrenamiento, por ello
pasamos a estudiarlo.

5.1 DIFERENCIAS EN LA EVOLUCION DE DISTINTOS MODELOS COMPARANDO LOS DOS METODOS

Aunque en este apartado veremos los distintostaelagl fijAndonos solo en un modelo para cada
clase, en el ANEXO 7 proporcionamos mas figurasgmue podemos ver mas ejemplos.

MODELOS GRANDES
Con modelos grandes nos referimos a modelos qui&gen un nimero de datos de entrenamiento
mayor que 20.000. Veamos cual es su evoluciorzaitio los dos métodos:

EVOLUCION MAPE gy Y MAPE sgr

MECANICA ESTADISTICA MALAGA_c1_m3 {T’a"” *
Test X

0.23 MALAGA c1 m3 (100.000 datos) |

DEEP LEARNING MALAGA_cl_m3 4 Train
-7 Test

0 200 400 600 800 1000 1200 1400 1600
ITERACIONES

Figura 5.1.1 Representacion de la evolucién del modelo Maldga@ con 100.000 datos de entrenamiento, en el
gue vemos que el método de D.L. llega a erroresb@as que el método M.E.

En esta figura vemos que los modelos que contienemimero grande de datos de entrenamiento,
dan mejores resultados con el método de Deep ltgprrdmo nos esperabamos al veffitgura 5.1.

El valor del MAPE va disminuyendo su valor progvasiente hasta alcanzar un minimo al final del
entrenamiento.
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MODELOS MEDIOS
Con modelos medios nos referimos a modelos def88 Basta 20.000 datos de entrenamiento:

EVOLUCION MAPEqp,y Y MAPErger
0.32

0.3 . B Train  +
" MECANICA ESTADISTICA CANTABRIA_c2_m3

[CANTABRIA c2 m3 (5.000 datos) |
0.2 3 DEEP LEARNING CANTABRIA_c2z_m3 {

Test =

Train *

Test

0.18

0 200 400 600 800 1000 1200 1400 1600
ITERACIONES

Figura 5.1.2 Representacion de la evolucién del modelo Carstal@rim3 con 5.000 datos de entrenamiento, en el que
vemos una tendencia decreciente, por lo que unrstorde pasos de entrenamiento podria haber distoiralierror.

En esta figura apreciamos que estos modelos edberan el método de Deep Learning tienen
muchas menos iteraciones de entrenamiento quatienados con el otro método.

Observamos que, aunque hay modelos con los quegpgiie ese numero de iteraciones es suficiente,
ya que aparentemente no disminuye mucho el val0MAPE, hay otros en los que van

disminuyendo progresivamente y no llegan a un estathble en las iteraciones finales, dando la
sensacion de que si hubieran sido entrenados coamaero de iteraciones mayor, hubiéramos
obtenido mejores resultados.

MODELOS PEQUENOS
Con modelos medios nos referimos a modelos co®@20fenos datos de entrenamiento
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EVOLUCION MAPEqp,;n Y MAPE gr

MECANICA ESTADISTICA VALLADOLID_c2_mé6 {Tra"” N
Test X

035 VALLADOLID 2 m6 (1.900 datos) |

Test

DEEP LEARNING VALLADOLID_c2_mé {Tfa"‘

0.3 %

MAPE

0 200 400 600 800 1000 1200 1400 1600
EVOLUCION

Figura 5.1.3: Representacion de la evolucion del modelo Validdts®2 m6 con 1.900 datos de entrenamiento.

Al igual que en el caso anterior, los modelos @aiies con el método de Deep Learning tienen
muchas menos iteraciones de entrenamiento y volventener casos en los que el valor minimo del
MAPE obtenido podria haber disminuido si hubiéramdizado un nimero mayor de iteraciones, ya
que su evolucién presenta una tendencia descergtetds Ultimas.

Asi, nos damos cuenta de que un aumento en el nldadteraciones de entrenamiento, para los
archivos con menos de 20.000 datos, puede seantéegn la mejora de nuestras predicciones
obtenidas con el método de Deep Learning, y qeergshero puede ser un factor un condicionante
para que los resultados de Deep Learning seangpewaato menor es el archivo.

Esto nos indica que nuestra suposicion de quetraremiento para los archivos pequefios necesite
menos iteraciones no sea del todo cierta y qusidgmacion proporcional de los pasos de
entrenamiento al nimero de datos de cada modedeanmuy buena.

Por otro lado, la suposicion de que el error desieeonforme al entrenamiento también es falsa, ya
gue, como podemos comprobar, vemos que hay moelelles que el valor del MAPE no es
continuamente descendente, y en estos casos efimaloobtenido no sera el minimo. Por ello, otro
factor que nos ayudaria a obtener mejores ressltaatoel método de Deep Learning seria escoger el
valor minimo del MAPE obtenido en la evolucion,vez del ultimo obtenido.

Un aspecto caracteristico de las figuras, es quadgeimas obtenemos un valor del MAPE inicial
mayor en los archivos Test que en los Train. Eseale suceder si la dispersion de los precios del
archivo de control es menor que la del archivordeeaamiento y si el precio medio de los datos de
entrenamiento queda entre el rango de los preeiasitrol, echo bastante probable, ya que tenemos
menos datos en los archivos de control que end@nttenamiento, y estos son muy parecidos unos
de los otros, haciendo posible las dos condicidie®s anteriormente.

Otro aspecto que presentan es que los erroreal@saon Deep Learning son mucho mayores que los
del métodeestadictico. Esto es debido a que con este segnéttmiohacemos una aproximacion
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inicial, en la que estimamos que el valor del preld los datos de control va a ser la media
obtenida con los datos de entrenamiento, y conireep método no hacemos ninguna,
inicializando todos los parametros de la red a.cero

Por ultimo, analizando las gréaficas, vemos querddueion del método estadistico concuerda con el
algoritmo establecido, ya que generalmente, erddaina disminucion brusca al afiadir el segundo
término (término de activacion) en torno a las Béfaciones, indicando que este es un factor clave
para la estimacion final, y otra mas suave al afedie Fourier, en torno a las 1000 iteraciones.

51.1 COMPARACION DE LA EVOLUCION CON DEEP LEARNING DE DISTINTOS MODELOS

COMPARACION EN LA EVOLUCION DE DISTINTOS MODELOS
CON EL METODO DEEP LEARNING

'Evol_GIROMA_c2_m5.dat' 1200

0.4 "Evol_TENERIFE_c2_mé.dat' 1200
'Evol_BURGOS_c2_m5.dat' 1300

[+~ |m ”l 'Evol_VALLADOLID_c2_m5.dat' 1300

'Evol_GIRONA_c2_mé6.dat' 1400
0.35 ™ 'Evol_CIUDADREAL_c2_m6.dat’ 1400
'Evol_CORUNA_c2_m8.dat’ 3000

'Evol_SEVILLA_cl_m7.dat'  85.000
'Evol_CADIZ_ci_m7.dat' 90.000

MAPE

0.25

02 g
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0.1
200 400 600 a00 1000 1200 1400 1600 1800

NUMERO DE ITERACIONES
Figura 5.1.4: Evolucion con el método Deep Learning de dissnhodelos con tamafios diferentes.

En esta grafica hemos dibujado distintos modeltereados con Deep Learning y vemos que
probablemente la asignacion del nimero de iterasispa el factor mas determinante en el hecho de
que los errores obtenidos de modelos pequefiosstemétodo sea peor que los obtenidos con el
método estadistico.

5.2 EVOLUCION DEL MAPE AUMENTANDO EL NUMERO DE PASOS DE ENTRANEMIENTO

Debido a lo dicho en los dos apartados antericaa®g a cambiar el algoritmo de nuestro codigo de
Deep Learning, asignando un namero de 1500 iterasiqde igual manera que en el método
estadistico):

train_steps = 1500

Vamos a comparar estas evoluciones con las ob&erdal apartado anterior y vamos a ver si este es
un factor relevante en la determinacion del eiste proceso lo vamos a hacer solo con los archivos
medios y pequefios, ya que hemos visto que condnslgs hemos obtenido resultados satisfactorios.
Los resultados han sido los siguientes:
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MODELOS MEDIOS

EVOLUCION MAPE g un

0.32

MECANICA ESTADISTICA CANTABRIA_c2_m3 Train
Mormal +

Train steps= 1500 +

DEEP LEARNING CANTABRIA_c2_m3 Train {

0 200 400 600 800 1000 1200 1400 1600
ITERACIONES

Figura 5.2.1: Representacion de la evolucion del MAPE Trainndedielo Cantabria c2 m3 con el método D.L.
tomando 1500 iterciones de entrenamiento (dilugadmorado) y de las evoluciones representadakapartado
anterior (dibujando M.E. en verde azulado y D.ltegor en rojo).

EVOLUCION MAPE ;¢

0.3
MECANICA ESTADISTICA CANTABRIA_c2_m3 Test

Normal _+

0.28 | % DEEP LEARNING CANTABRIA_c2_m3 Test
Train steps=1500_+

MAPE

0.18

] 200 400 600 800 1000 1200 1400 1600
ITERACIONES

Figura 5.2.2 Representacion de la evolucion del MAPE Test daleto Cantabria c2 m3 con el método D.L. tomando
1500 iterciones de entrenamiento (dibujado en n)radle las evoluciones representadas en el apaatadrior
(dibujando M.E. en verde azulado y D.L. anterior@no).
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MODELOS PEQUENOS:

EVOLUCION MAPE 4

MECANICA ESTADISTICA VALLADOLID_c2_m6  Train

Mormal +
Train steps=1500 +

DEEP LEARNING VALLADOLID_c2_mé Train{

0 200 400 600 800 1000 1200 1400 1600

ITERACIONES

Figura 5.2.3: Representacion de la evolucién del MAPE Trainndedielo Valladolid c2 m6 con el método D.L.
tomando 1500 iterciones de entrenamiento (dibugadmorado) y de las evoluciones representadasapaghdo
anterior (dibujando M.E. en verde azulado y D.ltegor en rojo).
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Figura 5.2.4: Representacion de la evolucion del MAPE Test deleto Valladolid c2 m6 con el método D.L.
tomando 1500 iterciones de entrenamiento (dibugadmorado) y de las evoluciones representadasapaghdo
anterior (dibujando M.E. en verde azulado y D.lteaor en rojo).

Con estas graficas comprobamos que, efectivamglrdaeamento del nUmero de iteraciones de
entrenamiento es un factor clave para la mejorigeigh del precio y que ambas suposiciones
tomadas de las redes neuronales han sido faldasjeido una mejora con el seguimiento de la
evolucion del MAPE, ya que para algunos modelosranos valores minimos en pasos intermedios
del entrenamiento.

Estas las hemos hecho ya que, por la propia définie la red neuronal, esta obtiene mejores
resultados cuantos mas datos de entrenamientg t@raggo mas homogéneos sean estos comparados
con los de test y cuantas mas iteraciones.
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También las hemos hecho porque, en una primerb@mimos que los valores obtenidos mediante
este método no variaban mucho al multiplicar el exndle iteraciones por cinco, como se puede ver
en el ANEXO 6.

5.3 EVOLUCION DEL MAPE PARA ARCHIVOS QUE HAN DADO UN VALOR GRANDE

Aunqgue en las graficas del apartado anterior hefists que hay casos en los que el valor del MAPE
toma valores menores que el valor final, su vatal fha mejorado considerablemente con el aumento
de iteraciones, por ello, en nuestro caso vamasrgparar solamente los resultados finales obtenidos
cambiando el nimero de iteraciones de entrenampamtolos modelos con los que hemos obtenido
un valor del MAPE con el método de Deep Learningangue el 25%, ya que este ha sido
aproximadamente el valor maximo obtenido con eba@tde Mecanica Estadistica.

Esta decision también la tomamos debido a quegeirs@nto del entrenamiento cuest®0 veces
mas de computar, debido a que el proceso massocosbo [os archivos de Python es cargar las
librerias y carpetas en las que almacenamos losegatle los distintos parametros, y esto lo
realizamos cada vez que dibujamos el valor del MAREibujar cincuenta valores distintos del
MAPE en cada proceso de entrenamiento, el tiempeadizar el entrenamiento siguiendo la
evolucién es= 50 veces mas largo.

Los resultados los vamos a comparar tanto conrtgsgs del método de Deep Learning, obtenidos
anteriormente, como con los obtenidos con el méteddlecanica Estadistica. Estos son los
siguientes:

COMPARACION MAPE OBTENIDO
50
45
40
35

D.L. ANTES
s 30
E 25 MECANICA
S %0 ESTADISTICA
e D.L. 1500
ITERACIONES

10

1000 10000
DATOS ENTRENAMIENTO

Figura 5.3.1 Comparacion de los datos obtenidos del MAPE fipaeldhimero de pasos de entrenamiento a 1500, con
los resultados anteriores.

Vemos que los valores obtenidos han mejorado ceraitemente obteniendo unos valores de medias
ponderadas de:

(MAPE)D.L. Antes = 29.27 +4.88%
<MAPE>DL 1500 Iter — 2283 i 276 %
(MAPE>Mecénica Estadistica = 20.54 + 3.58 %
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Obteniendo asi una diferencia entre errores de:

MAPE — (MAPE
ERRORD_L_,S — ( )Dz;;t:z) ( : )D.L. 1500 Iter x 100 = 28.21%
D.L. 1500 Iter

MAPE — (MAPE ‘i fopi
ERRORD'L_ ANTES = ( )D.L. Antes ( )Mecamca Estadistica % 100 = 42.51%

(MAPE)MeCénica Estadistica

MAPE — (MAPE ‘i (ot
ERRORD'L_ 1500 ITER = ( )D.L. 1500 Iter ( )Mecamca Estadistica % 100 = 11.15%

(MAPE>Mecénica Estadistica

De este modo, hemos disminuido el error relativar¢0% a un10% aproximadamente

comparando los datos con los obtenidos con el roétsthdistico, lo que significa que, aunque siguen
siendo algo peores que los del otro método, inanéaneo el numero de iteraciones hemos
disminuido cuatro veces la diferencia entre estos.

6 CONCLUSIONES Y LINEAS FUTURAS:

Después del estudio y comparacion de los datosidboepor ambos métodos, llegamos a la
conclusion de que estos son muy parecidos, obtmimedias ponderadas similares, con un error
relativo menor que dl0%. Siendo algo peores los del método de Deep Laqrairando tenemos
pocos datos de entrenamiento y mejorando confoummemata el nimero de estos datos hasta obtener
errores mas bajos que el otro método.

También se han visto distintos factores que infliia los malos resultados obtenidos con el método
D.L. siendo el mas relevante el nUmero de iterasalte entrenamiento.

Para la mejora de estos resultados se podria hiagenezcla homogénea de datos de entrenamiento y
control sin estar separados ordenadamente ya qae iaber un aumento o disminucién en el valor
del seguro de los coches dependiendo del mes erafjoe se hayan realizado.

Ademas, se podria buscar un namero optimo de iber@s de entrenamiento de la red, un seguimiento
de la evolucion de los errores obtenidos de cogtrelandonos con el minimo, en lugar de escoger el
final y distintas pruebas con otros valores de orgas en cada capa y otro numero de capas.

Del mismo modo, podriamos aumentar el nimero dacittnes del método estadistico e incluir los
distintos términos de la funcién de aproximacioodd esto teniendo en cuenta el tiempo de CPU,
dado que el tiempo de procesamiento debe ser simila

Por ultimo, podriamos estudiar los datos teniemdouenta en qué época del més o afio se han

vendido, teniendo en cuenta las distintas ofentasrgaliza la compafiia al final de més o en pesiodo
de vacaciones y rebajas.
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