ANEXO A. GESTION DEL PROYECTO

Este anexo contiene detalles acerca de la gestion del tiempo y el esfuerzo invertido durante el
proyecto. En el primer punto se presenta la evolucidn temporal del proyecto, y en el segundo el
esfuerzo y desglose de horas invertidas.

A.1 Gestion del tiempo

Este proyecto ha sido desarrollado desde octubre de 2011 hasta Agosto de 2012, con una
dedicacién a tiempo parcial durante el primer cuatrimestre y a tiempo completo durante el
segundo. En el diagrama de Gantt que aparece en la Fig. A. 1 se puede ver cémo se han
distribuido las tareas a lo largo del tiempo.
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FiGg. A. 1. EVOLUCION TEMPORAL DEL PROYECTO
A continuacidn un pequefio resumen de lo que engloba cada tarea:

Familiarizacion — Estado del arte [17/10/11 — 23/12/11]. Este proyecto contiene una gran carga
de investigacion, por lo que ha sido necesaria una inversion de tiempo bastante considerable
tanto en la familiarizacién con el trabajo previo del que se ha partido como en el estudio del
estado del arte en la deteccién automatica de emociones. Esta tarea engloba, por tanto, la
familiarizaciéon y documentacién del antiguo sistema, la realizacién del estado del arte y la
prueba y seleccién de dispositivos de captura

Bases de Datos Emocionales [02/01/12 — 02/04/12]. Una de las principales tareas de este
proyecto ha sido la comparacién, selecciéon y procesado de videos de una Base de Datos
Emocional continua. Este proceso ha sido muy costoso dado que muchas partes debian
realizarse manualmente y video por video. Esta tarea estd compuesta por las sub-tareas de
busqueda de Bases de Datos Emocionales (BDE), seleccion y evaluacion de las mas
prometedoras, comparacién de éstas y finalmente descarga y procesado de la BDE seleccionada.

Entrenamiento del clasificador [02/04/12 — 25/05/12]. La tarea de entrenamiento del
clasificador consiste en la extraccién de los datos procedentes de los videos, la preparacion del
fichero de clasificacion y la realizacion del benchmarking con el software WEKA, donde
finalmente se selecciona el clasificador, asi como sus entradas y salidas.
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Gestién del tiempo

Publicacién Interaccion 2012 [02/04/12 — 20/04/12]. Esta tarea recoge el trabajo realizado para
la puesta a punto del articulo que ha sido enviado al Xlll congreso internacional de Interaccion. Si
bien se disponia ya de mucha informacion por entonces, se trataba del primer articulo de
investigacion redactado por el autor con lo que fue necesario un esfuerzo considerable.

Implementacion del sistema [28/05/12 — 08/06/12]. Una vez entrenado el clasificador, ya se
pueden realizar las modificaciones en el sistema previo para migrarlo completamente al
continuo. Esta tarea se encarga de las fases de modificacion de los programas de extraccién de
datos y de clasificacion, dejando la implementacién del visualizador de resultados en otra tarea.

Documentacion [09/06/12 — 31/08/2012]. Esta parte se corresponde con el proceso de
documentacion y redaccién de la memoria. Se ha ido trabajando en paralelo con las ultimas
fases del proyecto.

Implementacion del visualizador [30/07/12 — 03/08/12]. El visualizador de resultados
corresponde a ultima fase del proceso de reconocimiento automdatico de emociones y ha sido
renovado completamente respecto al trabajo previo. Esta parte se corresponde al analisis,
disefio e implementacion del visualizador de resultados.

Pruebas del sistema [6/8/12 — 24/8/12]. Por Ultimo, la tarea de pruebas del sistema se encarga
de realizar aquellas pruebas que comprueben el correcto funcionamiento del trabajo realizado.

A.2 Esfuerzo invertido

En la realizacion del proyecto se han invertido un total de 764 horas. En la Fig. A. 2 se presenta la
distribucién del tiempo invertido para cada una de las diferentes tareas del proyecto. Se ve
claramente que hay tres tareas que son el grueso del proyecto donde ha habido una mayor
inversion de horas, correspondientes a la familiarizacién y estado del arte, a la seleccién de una
BDE y al entrenamiento del clasificador. Una vez realizadas estas tareas mas costosas, las demas
se han desarrollado mds rapidamente.

M Familiarizacién - Estado del arte

M Bases de Datos Emocionales

B Entrenamiento del clasificador

B Publicacién Interaccién 2012

B Implementacidn sistema

M Documentacion
Implementacidn visualizador

Pruebas

FiG. A. 2. DISTRIBUCION DEL TIEMPO PARA CADA UNA DE LAS DIFERENTES TAREAS DEL PROYECTO
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Anexo A. Gestién del Proyecto

A continuacion se muestra en la Tabla A. 1 de una manera mas detallada la cantidad de horas
invertidas para cada tarea, asi como las sub-tareas que la componen.

TABLA A. 1. NUMERO DE HORAS INVERTIDAS EN LAS TAREAS DEL PROYECTO

Tarea N2 de horas
Familiarizacién - Estado del arte 164 [22%]
Familiarizacién trabajo previo 29
Documentacién trabajo previo 13
Estado del arte en reconocimiento de emociones 98
Pruebas y seleccién de dispositivos de captura 24
Bases de Datos Emocionales [BDE] 209 [27%]
Busqueda de BDE 22
Seleccion y evaluacién de las BDE mas prometedoras 60
Comparacion de BDE 8
Descarga y procesado de la BDE seleccionada 119
Entrenamiento del clasificador 154 [20%]
Extraccidn de datos 118
Aprendizaje de WEKA 12
Preparacion del fichero de clasificacion 6
Benchmarking 18
Publicacién Interaccién 2012 62 [8%]
Implementacién del sistema 29 [4%]
Documentacion 93 [12%]
Implementacién del visualizador 31 [4%]
Pruebas del sistema 22 [3%]
NUMERO TOTAL DE HORAS 764
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ANEXO B. TECNOLOGIA Y HERRAMIENTAS
UTILIZADAS

Este anexo detalla la tecnologia y las herramientas mas importantes que han sido utilizadas para

el desarrollo del presente Proyecto Fin de Carrera.

B.1 Reconocimiento facial: FaceAPI

Existen varias tecnologias de reconocimiento facial. Entre ellas, podemos encontrar Microsoft
Kinect [MKin], que proporciona un mallado sobre el rostro a tiempo real; o las librerias OpenCV
[OpCV], que permiten detectar regiones en el rostro. También existen otras tecnologias
comerciales de pago como FaceAPl, de la empresa SeeingMachines [FASM], que proporciona la
posicién de varios puntos faciales sobre el rostro.

Finalmente, se ha seleccionado FaceAPI por ser la tecnologia usada en el grupo de investigacidon
y porgue ya se contaba con la licencia al comenzar el proyecto. No obstante, la licencia de la que
se dispone tiene algunas restricciones como que no reconoce el contorno exacto de los ojos,
sino que los estima a partir de los puntos faciales obtenidos de cejas, nariz y labios. Dicha
herramienta es un software comercial, cuya licencia viene en forma de memoria USB (también
llamado mochila), de modo que no podia emplearse mas de un ordenador simultadneamente.
FaceAPI proporciona unas librerias que ponen a disposicion del usuario funciones para el
correcto seguimiento facial. Concretamente, la herramienta posibilita:

- Reconocimiento de caras en tiempo real y en 3D.

- Incluye posicién y rotacion de la cabeza (6 grados de libertad).

- Posicién de puntos faciales, incluyendo 16 puntos de control en los labios y 9 en las
cejas.

Ademas, viene con una serie de requerimientos del sistema, que son los siguientes:

- Windows XP SP2 o versidon mds reciente.

- Intel Core-2 Duo.

- 1GB DRAM

- Se necesitan 10 milisegundos entre medicion y medicidn para el procesamiento de la
informacidn.

En la Fig. B. 1 puede observarse una demo del funcionamiento de FaceAPI.
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Recnocimiento facial: FaceAPI
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FiG. B. 1. INTERFAZ DE LA DEMO DE RECONOCIMIENTO DEL SOFTWARE FACEAPI

B.2 Herramienta de clasificacion: WEKA

Existen diferentes alternativas a la hora de seleccionar programas de mineria de datos y
clasificacion, como R[RPro], RapidMiner [RMin] o WEKA [WEKA]. RapidMiner se descarté por
tener muy pocas prestaciones en su versidn gratuita. De entre los dos restantes programas, y
tras una comparativa entre ellos [ELop], se seleccioné WEKA por tener mayores funcionalidades
y, sobre todo, un nimero mucho mayor de modelos de clasificacion.

La herramienta WEKA (Waikato Environment for Knowledge Analysis) ofrece diferentes
funcionalidades como visualizacién de datos, seleccién de atributos, herramientas para clasificar
y entrenar y realizacién de validaciones.

La herramienta WEKA ha sido usada de dos maneras diferentes: (1) Utilizando la aplicacion
WEKA explorer durante la fase de entrenamiento del clasificador y (2) Utilizando las librerias
para el IDE Eclipse que proporciona para Java en la fase de clasificacion del sistema de
reconocimiento.

B.2.1 Weka explorer

En la Fig. B. 2 se muestra el aspecto que ofrece el la aplicacion WEKA explorer. WEKA cuenta con
una interfaz grafica muy potente que permite ver de manera clara y rapida los atributos de la
relacién del fichero de entrenamiento. De este modo, se pueden analizar los datos, detectar
visualmente los espurios o realizar comparaciones entre atributos.

WEKA explorer se ha usado principalmente para realizar el Benchmarking en la seleccién de
clasificador y atributos. La herramienta “Visualize” de WEKA ha sido de especial utilidad para
realizar comparaciones dos a dos de los datos, detectando asi correlaciéon en ellos (ver Fig. B. 3).
Ademas, ofrece ventajas graficas como la visualizacién de arboles de decisién creados, como se
observa en la Fig. B. 4.
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Anexo B. Tecnologia y herramientas utilizadas
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FIG. B. 4. VISUALIZACION DE UN ARBOL DE DECISION GENERADO EN UNA SESION DE ENTRENAMIENTO
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Herramienta de clasificacion: WEKA

B.2.2 Libreria WEKA para IDE Eclipse

WEKA Explorer permite realizar entrenamientos y clasificaciones mediante su interfaz grafica,
pero para realizar estas tareas de manera automatica deben utilizarse las librerias Java que
proporciona en un programa creado en el mismo lenguaje.

Las funciones ofrecidas por las librerias de WEKA son las mismas que se pueden usar en la
interfaz grafica, y existe una documentacién que explica detalladamente el uso de éstas [WDoc].

Para utilizar dichas librerias, se ha integrado el archivo JAR disponible en la pagina web de WEKA
en el entorno de desarrollo Eclipse para asi poder realizar las tareas de clasificacién asociadas a
la fase 3 del sistema de reconocimiento automatico de emociones.

B.3 Captura y Procesado de Video: VirtualDub

Para capturar y procesar video existen varias aplicaciones, algunas libres y multiplataforma
como Avidemusx, VirtualDub o Mplayer. También existen aplicaciones mas potentes como Sony
Vegas o Adobe Premiere, todas para Windows. Estas ultimas no fueron tenidas en cuenta por no
ofrecer ventajas reales para este proyecto. De entre las aplicaciones libres, se seleccioné
finalmente VirtualDub por su facilidad de uso y ofrecer mas funcionalidades que las restantes.

VirtualDub [VDUB] es una aplicaciéon de cddigo abierto desarrollada por Avery Lee para
Windows, bajo la GNU General Public License (GPL), que permite la captura y el procesado de
video. Es capaz de importar y exportar practicamente cualquier formato de video, siempre y
cuando sus codecs estén instalados en el sistema.

La funcion mas util que ofrece para este PFC, es el recorte de sub-secuencias de video,
exportacion e importacion de fotogramas, conversion entre formatos y visualizacién vy
modificacion de pardmetros de video (como los frames por segundo FPS o la resolucion de
salida). Se ha usado para trocear en frames los videos de la BDE para entrenar el sistema, y los
videos de los cuales se queria obtener una evaluacién emocional.

En la Fig. B. 5 se puede ver el entorno grafico de la aplicacién VirtualDub.
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Anexo B. Tecnologia y herramientas utilizadas
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FIG. B. 5. INTERFAZ GRAFICA DE VIRTUALDUB

B.4 IDEs Empleados

B.4.1 Qt Creator

Qt Creator es un IDE (Integrated Development Environment) multiplataforma creado por
Trolltech para el desarrollo de aplicaciones con las bibliotecas Qt, requiriendo su versién 4.x. En
el presente proyecto se han utilizado las bibliotecas 4.7, por ser las mas recientes y las que mas

prestaciones ofrecen.

Qt Creator ha sido el IDE empleado en todas las fases de reconocimiento automatico de afecto,
salvo en la fase de clasificacion (dado que se ha usado Eclipse, como se vera a continuacion). El
lenguaje utilizado en este entorno es C++.

La justificacién de la utilizacion de Qt Creator/C++ reside en que son el IDE y lenguaje de
programacion utilizados en el trabajo previo desarrollado en el grupo. Se estudié la posibilidad
de cambiar a lenguaje Java y asi poder integrar todo en un mismo entorno de programacion. Sin
embargo, esta decision entraba en conflicto con el uso de otras herramientas utilizadas en el
grupo para capturar otros canales emocionales como el texto, que tenian la restriccion de
emplear Sistema Operativo Linux. De manera que se ha mantenido cada fase del sistema de
reconocimiento en su IDE original con el lenguaje que previamente ha sido empleado,
centrandose el presente proyecto en su tarea mas importante de sustituir el clasificador discreto

por uno con enfoque continuo.

En la Fig. B. 6 puede observarse el entorno de desarrollo Qt Creator.
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IDEs empleados
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FiG. B. 6. INTERFAZ GRAFICA DEL IDE QT CREATOR

B.4.2 Eclipse

Eclipse [EIDE] es un IDE multiplataforma y multiarquitectura que inicialmente fue desarrollado
por la compaiia IBM y que actualmente estd gestionado por la fundacién Eclipse. Esta
principalmente pensado para el desarrollo de aplicaciones Java (ver Fig. B. 7).

El entorno permite la adicion de nuevos componentes (plugins) para hacer posible la
implementacidn de proyectos en otros lenguajes de programacion (C/C++, PHP, Python, Ruby,
etc.), asi como otras herramientas utiles para la gestiéon de proyectos, como las métricas
software o el control de versiones.

El uso de la herramienta Eclipse para este proyecto radica en la necesidad de utilizar la libreria
WEKA para las tareas de clasificacion. De igual manera que se usa el software WEKA para el
entrenamiento del clasificador, una vez que esté entrenado, deberd integrarse en el cédigo del
sistema de reconocimiento facial y esta tarea se realizard mediante las funciones que WEKA
proporciona para Java.

Existen otros programas similares, algunos de ellos son también entornos de desarrollo:
Netbeans o Microsoft Visual Studio. También estan aquellos que son editores de texto con
resaltado de sintaxis, como Gedit o Notepad++. La eleccion de eclipse fue debida principalmente
a que era el IDE empleado en el trabajo previo y de esta forma se podia aprovecharse cddigo
desarrollado.
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ANEXO C. SELECCION DE SESIONES

Este anexo contiene la informacidn relacionada con la seleccidn de sesiones de la MAHNOB-HCI
Tagging Database. En la primera parte, se explica la problematica asociada a la seleccién de
datos en la BDE escogida. A continuacién, se muestran los datos disponibles, los criterios de
seleccion usados y las sesiones que finalmente han sido escogidas. Por ultimo, se habla de los
problemas encontrados durante el proceso de seleccidn de sesiones.

C.1 El problema de la seleccion de los datos

La Base de Datos Emocional MAHNOB-HCI Tagging Database contiene mas de 3000 sesiones de
sujetos que han sido evaluados emocionalmente por ellos mismos tanto en un enfoque discreto
(8 emociones: diversion, enfado, aversidn, miedo, alegria, neutral, tristeza y sorpresa.) como en
un enfoque continuo (con valores 1-9 para cada una de las 4 dimensiones: evaluacidn,
activacidon, dominancia y predictibilidad). De todas esas sesiones, 511 estan debidamente
etiquetadas el enfoque continuo necesario para entrenar al clasificador del sistema de
reconocimiento de emociones. Esto es, dichas sesiones contienen todo el material grabado
etiquetado con todos los valores.

Como se ha mencionado previamente en la memoria, procesar las 511 sesiones es un trabajo
arduo y costoso que excede el tiempo destinado a un Proyecto Fin de Carrera. Por ello, se ha
optado por seleccionar solamente parte de todo el material para procesarlo. El problema
principal reside seleccionar correctamente aquellos datos que sean utiles para el entrenamiento.
Afortunadamente, cada sesidn tiene asociado un fichero XML que contiene toda la informacion
correspondiente. Concretamente, contiene el etiquetado emocional en continuo, factor que es
determinante a la hora de seleccionar sesiones, dado que dicha seleccién se ha realizado
teniendo en cuenta la salida del clasificador: el espacio dimensional en activacién-evaluacion.

Por tanto, el procedimiento seguido es el siguiente:

- Primero, se extrae toda la informacién de los ficheros XML y se representa mediante
graficas para ver cdmo estdn dispuestas algunas de las caracteristicas de los datos en
funcién de su etiquetado en activacidn-evaluacion. Es decir, dado un conjunto de
sesiones etiquetados en una emocién discreta, se realiza un grafico de ocurrencias de
dichas sesiones en el espacio activacidn-evaluacion, pudiendo observar en qué zonas del
espacio dimensional se aglomeran dichas emociones discretas.

- Una vez vista la disposicién de los datos, se valoran aquellos aspectos que se deben
tener en cuenta a la hora de seleccionarlos, creando asi unos criterios de seleccion como
se verd mas adelante

- Finalmente, se presentan y se comentan los datos seleccionados.
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Datos disponibles

C.2 Datos disponibles

Una vez analizados los XML de las 511 sesiones, se presentan los datos extraidos en una hoja
Excel para poder visualizar informacién en forma de graficas. Es de especial interés conocer:

- Numero de emociones discretas que existen en las 511 sesiones (ver Fig. C. 1).
- Distribucién del etiquetado en las 81 coordenadas del espacio continuo activacién-
evaluacién de las 511 sesiones en un mapa de calor (Fig. C. 2).

Como se puede observar en la Fig. C. 1, el nUmero de emociones categéricas en las 511 sesiones
disponibles de la BDE escogida no esta balanceado. Las emociones de contento (amusement),
neutral y alegria (happiness) son las que mas aparecen. Sin embargo, no ocurre lo mismo con
emociones como sorpresa (surprise) o enfado (anger).

Emociones
Amusement
Anger
Disgust

Fear
Happiness
Neutral
Sadness

NE
102
15
58
39
88
113
69

N2 de emociones

Surprise 27 & &
Total 511

FiG. C. 1. DISTRIBUCION DE LAS EMOCIONES CATEGORICAS DE LA BDE MAHNOB-HCI TAGGING DATABASE

En la Fig. C. 2 se observa la distribucion de las 511 sesiones en funcidon del etiquetado
evaluacidn-activacion. Lejos de existir una distribucidon uniforme en el espacio de activacion-
evaluacidn, las sesiones se encuentran concentradas en la zona media de evaluacién, con baja
activacidn. Esto supone un problema dado que este espacio 2D actia como salida del
clasificador, y es necesario que los datos que entrenen al clasificador estén repartidos
uniformemente en el espacio 2D activacién-evaluacién. De lo contrario, el nUmero de instancias
por clase no estaria balanceado y el entrenamiento seria incorrecto.

Activacion

Total 511

Evaluacién

FiG. C. 2. DISTRIBUCION DE LAS 511 SESIONES EN FUNCION DEL ETIQUETADO EN ACTIVACION-EVALUACION
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Por tanto, es necesario un balance de datos y por ello se ha optado por elegir un modelo de 9
regiones en lugar de 81, donde las ocurrencias por cuadrante aumentan considerablemente,
permitiendo que los datos de la zona superior central se reagrupen y crezcan en nimero. La Fig.

C. 3 contiene el nimero de ocurrencias en cada una de las 9 regiones de las 511 sesiones.
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FiG. C. 3. OCURRENCIAS POR REGIONES DE LAS 511 SESIONES

Con el modelo de las 9 regiones que aparece en la Fig. C. 3 se observa que algunas coordenadas
gue antes estaban vacias de sesiones (e.g las regiones {9,5} 6 {9,6} en el espacio activacion-
evaluacion de 81 regiones), han sido ahora agrupadas en la region 8. Sin embargo hay regiones
gue siguen teniendo pocos datos, especialmente esta ultima region 8. Aun asi, dichos datos
serdn suficientes para conseguir un balance de regiones equilibrado.

Aunque se podrian agrupar aun mas los datos para tener mds de éstos en cada una de las
regiones, se estaria perdiendo informacién potencial del espacio continuo en tanto que ya no
estaria tan dividido y toda una regidon corresponderia a demasiados posibles valores de
etiquetado. Esto es, si agrupamos en 4 regiones (producto de combinar evaluacién alta y baja
con activacién alta y baja), el clasificador solo tendria 4 posibles salidas, resultando ser una
clasificacidn muy pobre y poco continua. Por el contrario, si se intenta agrupar en mds de 9
regiones, se estaria volviendo al problema de tener regiones sin apenas datos. Se trata, por
tanto, de obtener un compromiso entre el nimero de regiones y datos disponibles en dichas

regiones.

Cabe aiiadir, y como ha sido comentado en la memoria previamente, que el modelo de las 9
regiones escogido tiene en cuenta solamente 8 de ellas, descartando la regién 3. De modo que
finalmente las regiones de salida del clasificador son las que aparecen en la Fig. C. 4.
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FiG. C. 4. MODELO DE 8-REGIONES ESCOGIDO COMO SALIDA DE CLASIFICACION

Una vez presentados los datos generales y sabiendo que se utilizara el modelo de 8 regiones, el
siguiente punto trata sobre los criterios de seleccion de las sesiones a considerar para el
entrenamiento del clasificador.

C.3 Criterios de seleccion

Por criterios de seleccidon se entienden aquellos aspectos a tener en cuenta a la hora de
determinar aquellas sesiones que son mas significativas de la BDE escogida. A fin de conseguir
unos datos de entrenamiento que traten de englobar todas las caracteristicas de interés de la
MAHNOB-HCI Tagging Database, se realizara una seleccién minuciosa para balancear cada uno
de los siguientes aspectos en las regiones de salida:

1. N2 de datos (instancias). Cada sesién tiene, entre otras, un par de etiquetas
emocionales activacién-evaluacion que la sitian como salida en una Unica regién del
espacio 2D. Se tratard de conseguir que el nimero de ocurrencias por regién sea
uniforme.

2. N2 de sujetos. Los datos de entrenamiento deben contener a todos los sujetos de la
Base de Datos Emocional distribuidos lo mas uniformemente posible en las regiones
para no sesgar el entrenamiento a una persona especifica.

3. N2 de emociones categdricas. Pese a ser una BDE etiquetada en continuo, también estd
etiquetada en discreto con 8 categorias: diversion, enfado, aversion, miedo, alegria,
neutral, tristeza y sorpresa. Aunque la principal aportacién del sistema es la migracion
completa al continuo, no debe obviarse este etiquetado categérico, en tanto que ofrece
una relacidn entre la emocién y la zona del espacio 2D donde ésta se encuentra (como
se vera posteriormente en las gréficas). De modo que se tratara de ajustar también la
emocién categérica sentida por los usuarios.

Para aplicar estos criterios, se presentan a continuacidén una serie de graficas que muestran el
balance de sujetos, datos y emociones categéricas.
C.3.1 Balance de numero de datos

El balance de numero de datos por region consiste en equilibrar el nUmero de sesiones en cada
region del espacio de salida, como puede verse en la Fig. C. 3 expuesta anteriormente. En la
regidon 8 se observa que se tienen muy pocos datos (tan sélo 13), por lo tanto si se quiere
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balancear el nimero de datos por region, se debe tomar un nimero que no sea muy superior a
ése en las otras regiones, resultando el total de sesiones en un nimero bastante inferior a las
511 sesiones disponibles.

C.3.2 Balance de sujetos

Afortunadamente, la aparicion de cada uno de los 30 sujetos esta uniformemente distribuida a
lo largo de las 511 sesiones, como muestra la Fig. C. 5. La mayoria de los sujetos aparecen en un
numero de sesiones entre 15 y 20 (a excepcion de los sujetos n2 12 y n2 15 que no aparecen en
ninguna sesion). Asimismo todos ellos estan etiquetados uniformemente en las emociones
categdricas, de modo que no existe ninguin problema serio de balance de sujetos por emocién
discreta

La grafica que corresponde al balance de sujetos por region es muy densa, debido que a se
necesitan, para cada una de las regiones, el porcentaje de aparicidn de cada uno de los 30
sujetos, imposibilitando ver la informacion adecuadamente. Sin embargo, salvo la regién 8 que
contiene pocos datos, las demas regiones contienen variedad de sujetos y puede observarse su
distribucién uniforme en las regiones.

Por tanto, el criterio de seleccion de sujetos consiste en equilibrar los sujetos que se toman por
region, de manera que a la hora de seleccionar las sesiones en cada region, se tenga en cuenta
este aspecto y se seleccione un conjunto de sesiones en las que aparezcan la mayor variedad de
sujetos distintos. En caso contrario, podria ocurrir que una regidn solo tuviera datos de un sujeto
en cuestion.

Frecuenciade aparacion de los sujetos

25

20

15 - I

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

FIG. C. 5. FRECUENCIA DE APARICION DE LOS SUJETOS EN LAS 511 SESIONES
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C.3.3 Balance de emociones categdricas

Por ultimo, las sesiones de la MAHNOB-HCI Tagging Database estan etiquetadas también en una
de las 8 emociones categdricas, a saber: diversion, enfado, aversion, miedo, alegria, neutral,
tristeza y sorpresa. Asimismo, segun el trabajo de investigacion de Whissell [Whi89], cada zona
del espacio 2D activacién-evaluacion estd asociada a un determinado tipo de emociones, de
modo que emociones como alegria o diversién tienen un alto nivel de evaluacién (cémo de tan
buena o mala es una emocidn), y algunas emociones como sorpresa o tristeza son opuestas en el
eje de activacion (alto o bajo nivel de excitacion de la emocidn). Por tanto, en las sesiones que
finalmente se seleccionen se intentard que la etiqueta emocional categdrica se corresponda a la
etiqueta continua, evitando de esta manera seleccionar sesiones con etiquetas espurias en las
gue los sujetos hayan podido cometer errores de auto-etiquetado emocional (e.g. evaluarse en
muy baja activacidn y evaluacién si se ha puesto que se siente alegria o diversion).

En la Fig. C. 6 se presentan los mapas de calor que reflejan la distribucidn de las sesiones
etiquetadas para cada emocidn categodrica en el espacio 2D de activacidn-evaluacién. Los colores
simbolizan el nimero de ocurrencias, que irdn desde menor nimero (colores frios) hasta mayor
numero (colores célidos). Se puede comprobar que, efectivamente, cada emocién categodrica se
concentra en una zona determinada del espacio 2D, siendo esta asociacion muy clara en
emociones como aversidn o tristeza (baja evaluacién), aunque no tan clara en algunos casos
como el de sorpresa (mas dispersa a lo largo del espacio continuo).

C.4 Datos seleccionados

Finalmente, y tras tener en cuenta los criterios de seleccién previamente expuestos, se
procesaron 250 de las 511 sesiones. Sin embargo, de las 250 sesiones procesadas, algunas no
servian como datos de entrenamiento debido a problemas como la mala adecuacién de la
etiqueta con la expresion facial mostrada, o la imposibilidad del reconocedor facial de reconocer
el rostro adecuadamente. Finalmente, se seleccionaron 106 sesiones para el entrenamiento.

En la Fig. C. 7 se presenta la informacién asociada a las 106 sesiones seleccionadas. En la parte
superior izquierda de la figura se encuentra el espacio 2D con las regiones de salida, y la
distribucién de las emociones categdricas en las regiones. Notese cdmo se han tenido en cuenta
los mapas de calor de la Fig. C. 6 para asociar emociones categoéricas con regiones. En la parte
superior derecha de la figura se observa la distribucidn de datos por regiones. Finalmente se ha
conseguido un balance en el nimero de datos por region, si bien es cierto que las regiones con
menos datos totales como la 8, se han visto afectadas por este hecho. En la gréfica también se
puede encontrar un diagrama de tarta en el que se presentan los porcentajes de las emociones
categdricas, también balanceadas. Finalmente, en la parte inferior aparece un diagrama de
barras que representa la frecuencia de aparicién de los 30 sujetos en las seis sesiones de video.
Se observa una tendencia que indica que los sujetos con menor indice (1-10) aparecen mas
veces que los sujetos con mayor indice (11-30). Esto es debido a que los primeros 10 sujetos de
la MAHNOB-HCI Tagging Database eran idoneos para expresar sus emociones facialmente,
mientras que los sujetos que estaban ultimos en el orden de numeracién no eran tan expresivos.
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No obstante, se ha tenido en cuenta a todos ellos intentando balancear el numero de

apariciones en las sesiones de cada uno de ellos.
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FiG. C. 6. MAPAS DE CALOR DE LAS 8 EMOCIONES DISCRETAS DE LA BDE SELECCIONADA. DISTRIBUCION EN EL ESPACIO 2D

ACTIVACION-EVALUACION
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FiG. C. 7. INFORMACION SOBRE LAS 106 SESIONES SELECCIONADAS

C.5 Problemas encontrados

A continuacion se procede a explicar los 6 problemas mas importantes encontrados durante la

fase de seleccidn y extraccion de datos de la MAHNOB-HCI Tagging Database.

1. Precision del reconocedor facial

El reconocedor facial empleado ha sido FaceAPI de SeeingMachines. Un software comercial
gue permite realizar un seguimiento del rostro en tiempo real proporcionando 38 puntos
faciales de interés. Si bien es cierto que el software detecta muy bien la posicién de la
cabeza y la direccion en la que mira el sujeto, en algunas ocasiones no detecta
correctamente los puntos faciales, implicando un reconocimiento erréneo en toda la
secuencia de imagenes que le siguen. Esto supone un cuello de botella en la fase de
extraccion de caracteristicas faciales, en tanto que se estan limitando las salidas a aquellas
qgue ofrezca el reconocedor facial. De este modo, si los datos capturados son correctos, se
puede trabajar obteniendo resultados fiables; pero cuando la captura es no satisfactoria, los
resultados emocionales obtenidos pueden no ajustarse a los esperados.

2. Distribucion desbalanceada en el espacio activacién-evaluacién.

Como se ha comentado previamente, los datos de la BDE escogida no estan distribuidos
equitativamente en el espacio continuo activacién-evaluacién. La solucion a este problema,
ha sido agrupar las 81 coordenadas del espacio continuo en 9 zonas para disponer de
suficientes datos en cada zona y asi poder realizar un entrenamiento correcto y balanceado.
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3. Expresion no neutral al comienzo de los videos

En la fase de divisién del video en frames, es imprescindible que los primeros segundos el
sujeto muestre su cara neutra. Esto es debido a que se necesitan esos “datos neutros” para
la toma de datos del baseline, que permitird calcular variaciones de distancias en los
siguientes frames y la normalizacién los datos.

Normalmente, las Bases de Datos Emocionales faciales cuentan con ello y ponen como
requisito a los sujetos de evaluacién que mantengan una expresidon neutra en el rostro
durante los primeros segundos. Sin embargo, y debido a que los sujetos realizan
evaluaciones que elicitan emociones diferentes de una manera seguida (mds aun cuando los
sujetos llevan equipados sensores fisioldgicos que requieren de mucho tiempo de
preparacion), pueden quedar emociones residuales de sesiones ya realizadas en el rostro
(e.g, una sesién comienza con un sujeto de evaluacion riendo aun por el estimulo mostrado
en la sesién previa).

Asimismo, no sdélo el rastro de emociones asociadas a sesiones previas impide el
reconocimiento de la expresidn neutra, sino que acciones como llevarse la mano a la cara,
mover mucho los labios o frotarse un ojo, modifican las distancias que se suponen neutras
en la expresion, invalidando todos el baseline reconocidos.

Para solucionar este problema, durante la fase de divisién en frames del video, se ha
asegurado que los primeros segundos (primeros frames) contienen una expresion neutra del
sujeto de evaluacion. En caso contrario, se ha procedido a recortar el video hasta que se
consiga el objetivo buscado.

La Fig. C. 8 muestra diferentes casos en los que se impedia el reconocimiento automatico de
la expresidn neutra facial.

P20-Rec1-2009.08.31.10.38.29.BWA
_ BW. Section_18.avi

FiG. C. 8. PRIMEROS FRAMES DE DOS SESIONES DIFERENTES. A LA IZQUIERDA, SUJETO N23 COMENZANDO EL VIDEO CON UNA
SONRISA. A LA DERECHA, SUJETO N2 20 COMENZANDO EL VIDEO MORDIENDOSE UN LABIO

4. Sujetos de origen oriental muy poco expresivos

Durante el procesado de sesiones, se observaba que en algunos de los sujetos era muy dificil
(a veces incluso imposible) distinguir el momento mas fuerte de la emocion, llamado appex.
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Es necesario determinar el appex para identificar el frame que representa el estado
emocional de la sesion completa.

Este problema ocurria con mayor frecuencia en aquellos sujetos con rasgos asidticos, que se
etiquetaban en zonas de muy alta activacién y evaluacién siendo las variaciones en sus
rostros obtenidas por el reconocedor automatico minimas, como muestra la Fig. C. 9, donde
se presenta el appex de una emocién etiquetada en una regién de maxima activacion y
evaluacidn, y sin embargo, se observa que el sujeto mantiene una expresién neutra y
calmada sin rastro de emociones.

FiG. C. 9. APPEX DE UNA SESION ETIQUETDA EN LA REGION 9, CON MAXIMA ACTIVACION Y MAXIMA EVALUACION.

Muchas de estas sesiones han tenido que ser descartadas debido a que, con toda seguridad,
el clasificador se entrenard con datos erréneos que entrenan emociones como alegria y
sorpresa con variaciones que son claramente neutras. Esta es la razén por la cual algunos
sujetos aparecen mas que otros en los 106 datos seleccionados para el entrenamiento.

5. Expresiones muy rapidas

Durante la seleccién del appex en los videos, resultdé especialmente dificil seleccionar los
frames representativos del estado emocional para expresiones en la regiéon superior
izquierda del espacio 2D activacidén-evaluacion. La razén es que las emociones asociadas a un
valor alto de activacidn y bajo de evaluacidn son el miedo, la aversion y el enfado. Por citar
un ejemplo, en algunas de las sesiones donde los sujetos sentian aversidn o asco, la duracion
de la expresidn facial era muy pequeiia, resultando en expresiones muy cortas e intensas.
Para asegurar la captura de dichos frames sin perder detalle, se tuvo que aumentar la
frecuencia de frames por segundo (FPS), tomando un mayor numero de imagenes y
aumentando por consiguiente el nimero de frames con el appex disponible.

La Fig. C. 10 muestra una secuencia de 6 frames ordenada perteneciente a la sesidn 2880 del
sujeto n2 13. La mujer que aparece en las imagenes se etiquetd en valores del 1 al 9 (con un
valor de 2 en evaluacion, y un valor de 7 en activacién, correspondientes a la region 7 en el
espacio continuo 2D de salida). Los frames capturados en la figura corresponden a 0.5
segundos en el video de la BDE, reflejando el problema de expresiones muy rapidas que se
comenta en este punto.
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FiG. C. 10. EXPRESION DE MIEDO EN 6 FRAMES CORRESPONDIENTES A 0.5 SEGUNDOS DE VIDEO

6. Problemas de espacio

Finalmente, otro de los mayores problemas encontrados ha resultado ser el
almacenamiento de todo el material de la MAHNOB-HCI Tagging Database en disco, dado
gue son aproximadamente unos 280GB, repartidos en mas 1200 carpetas y 400.000
archivos. Para solucionar este problema, se utilizé un disco duro externo de 500GB con
conexién USB 3.0 para el almacenamiento de la BDE.
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ANEXO D. BENCHMARKING DEL CLASIFICADOR

Este anexo recoge toda la informacidn relacionada con el apartado 3.5 de esta memoria:
Entrenamiento de un clasificador continuo. Se explica en detalle la metodologia que se ha

seguido para seleccionar el tanto el clasificador de datos como sus entradas.

D.1 Introduccion

Se entiende por benchmarking el conjunto de pruebas realizadas sobre el fichero de clasificacion
ARFF para determinar qué clasificadores y qué atributos (entradas) son los mas adecuados para
crear el sistema clasificador. La herramienta empleada para realizar las tareas de clasificacion es
el software WEKA (Waikato Environment for Knowledge Analysis) de la universidad de Waikato,
Nueva Zelanda [WEKA] (ver Anexo B para mas detalle).

D.2 Seleccidn de clasificadores para las pruebas

En primer lugar se va a dividir el benchmarking en funcién de los clasificadores que se usen. La
herramienta WEKA proporciona un conjunto de algoritmos de aprendizaje automatico para
tareas de mineria de datos. De esta coleccidn, se han tenido en cuenta 5 clasificadores: RIPPER,
Multilayer Perceptron (MLP), Naive Bayes, C4.5 y Clasificador Sensible al Coste con MLP (CSC-
MLP). Esta seleccidon se basa en el uso generalizado de estos clasificadores en el reconocimiento
de emociones:

e RIPPER: Repeated Incremental Pruning to Produce Error Reduction. Es un algoritmo
basado en reglas. Se tiene en cuenta este clasificador por su simplicidad y su buen
rendimiento.

e  MLP: Multilayer Perceptron. Es la red neuronal mas usada para tareas de clasificacion. Su
utilidad radica en la similitud con ciertas redes neuronales bioldgicas del cerebro
humano, lo cual resulta muy util para este dominio de trabajo.

e Naive Bayes: es un clasificador probabilistico basado en el teorema de Bayes y algunas
hipétesis simplificadoras adicionales. Es a causa de estas simplificaciones, que se suelen
resumir en la hipdtesis de independencia entre las variables predictoras, que recibe el
apelativo de ingenuo (naive). Sin embargo, puede entrenarse muy eficientemente en un
ambiente de aprendizaje supervisado.

e (4.5: es también un clasificador basado en reglas, pero se usa para generar arboles de
decisién. Su buen rendimiento se debe al uso del concepto de entropia en el ambito de
la informacion para establecer mecanismos de clasificacion.

e (CSC: Clasificador Sensible al Coste. Este método de clasificacion tiene en cuenta una
matriz de coste asociada dada por el usuario y un clasificador. En dicha matriz el usuario
establece los pesos de casa clase para el clasificador internamente pondere las
instancias de entrenamiento. Se usara el Multilayer Perceptron como clasificador
asociado.
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D.3 Seleccidon de atributos

Una vez presentados los clasificadores que se van a tener en cuenta, se realizard una seleccion
de atributos de entre las 19 distancias faciales obtenidas a partir de los 38 puntos faciales que
proporciona el reconocedor. El objetivo de la seleccion de atributos es conseguir diferentes
ficheros de entrenamiento con el mismo nimero de datos o instancias, pero cada una de ellas
con diferentes atributos. Esto es debido a que no todos los atributos tienen el mismo peso en la
clasificacién. De este modo, eliminando atributos y queddndose con los mds relevantes, se
contribuye a una agilizacion del algoritmo y la consiguiente reduccion del tiempo de proceso,
eliminando atributos redundantes y mejorando la clasificacién.

No existe una seleccidén de atributos dptima: ésta varia en funcién del clasificador usado. Por lo
tanto, se realizara una seleccién de atributos para cada uno de los cinco clasificadores. Mientras
que RIPPER, Naive Bayes y C4.5 pueden usar los métodos de seleccion de atributos ofrecidos por
WEKA, no ocurre asi con los clasificadores que usan redes neuronales debido a su naturaleza,
gue tiene en cuenta todos los atributos para posteriormente ajustar pesos. Ese es el caso del
clasificador MLP y de CSC-MLP, de manera que estos dos ultimos clasificadores se trataran de
forma diferente.

Seleccion de atributos para RIPPER, Naive Bayes y C4.5
La seleccién de atributos en WEKA consta de dos partes:

1. Método de Evaluacién: funcién que determina la calidad del conjunto de atributos para
discriminar la clase. Podemos encontrar dos tipos de métodos de evaluacion:

a. Wrappers: utilizan un clasificador especifico para medir la calidad del
subconjunto de atributos a través de la tasa de error del clasificador. Se utilizara
el método WrapperSubSetEval que ofrece WEKA.

b. Filtros: calculan la correlacion de la clase con cada atributo, y eliminan aquellos
redundantes que tienen una correlacion muy alta. Se utilizara el método
CfsSubSetEval que ofrece WEKA.

2. Método de Busqueda: forma de realizar la busqueda de conjuntos. Si se quiere realizar
una evaluacion exhaustiva de todos los subconjuntos, aparece un problema
combinatorio inabordable en cuanto crece el numero de atributos. Debido a este
problema, aparecen estas estrategias de busqueda de una forma mas eficiente. Para una
mayor agilidad en el desarrollo del benchmarking, se usara el método “primero el
mejor” que ofrece la herramienta WEKA. Ademds, unas primeras pruebas comparativas
han demostrado que no existe mucha diferencia entre los atributos seleccionados al
usar el método de “primero el mejor” que un método de busqueda exhaustivo.

Seleccion de atributos para MLP y CSC-MLP.

Para CSC-MLP se utilizaran diferentes matrices de coste y, para cada una de ellas, se utilizara el
algoritmo “ranker” de WEKA que ofrece una lista ordenada de atributos por relevancia.
Seguidamente se ponderaran esos rankings para obtener un nuevo fichero de clasificacién ARFF
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gue contenga los atributos mds relevantes de realizar una clasificacién sensible al coste con
diferentes matrices. MLP no generara nuevos ficheros.

Generacion de ficheros ARFF

La Fig. D. 1 refleja el esquema de seleccion de atributos mediante el cual se conseguiran nuevos
ficheros ARFF para los clasificadores RIPPER, Naive Bayes, C4.5 y CSC-MLP. En la figura, los tres
primeros clasificadores comenzando por la izquierda siguen el mismo proceso descrito arriba,
obteniendo 4 ficheros ARFF diferentes (marcados en amarillo). Por otra parte, y marcado en
verde, esta el fichero original con el conjunto completo de atributos, donde no se ha
seleccionado ningun atributo de entre los 19. Los archivos van numerados del 1 al 4 precedidos
por la letra inicial del nombre del clasificador. Los ficheros acabados en 1 y 3 seleccionan
atributos utilizando todo el conjunto (FTS o Full Training Set), mientras que los ficheros acabados
en 2 y 4 utilizan la técnica de validacion cruzada de 10 pliegues (CV o Cross Validation) para la
seleccion [WCV].

En cuanto a los clasificadores de redes neuronales (MLP y CSC-MLP), el clasificador CSC-MLP
obtiene un unico fichero ARFF mediante la ponderacién de los resultados obtenidos con las
diferentes matrices de coste en el proceso de clasificacion. No se generardn nuevos archivos
ARFF con métodos WEKA para los clasificadores con redes neuronales, de modo que se utilizaran
unos ficheros donde la seleccion de distancias ha sido manual. Concretamente, se utilizaran:

- Fichero D1: Todas las distancias excepto la de normalizacion.

- Fichero D2: Distancias simétricas del lado derecho de la cara.

- Fichero D3: Distancias simétricas del lado izquierdo de la cara.

- Fichero D4: Distancias que utilizaba el algoritmo de clasificacién previo [Ball11].

Seleccion de atributos

RIPPER Naive ca.5

Bayes

Matrices
aooo
aoaao

|

Ranking

CS1

FiG. D. 1. ESQUEMA DE SELECCION DE ATRIBUTOS
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D.4 Resultados de Benchmarking

Una vez tenemos todos los ficheros ARFF con los atributos seleccionados previamente, cada

clasificador entrenara los ficheros que ha generado mediante la selecciéon de atributos (en el

caso de los dos clasificadores con redes neuronales, también las distancias seleccionadas

manualmente) utilizando dos métodos de validacion: validacién cruzada de 10 pliegues (10-fold

cross validation) y conjunto completo de entrenamiento como entrada, obteniendo para cada

uno de ellos los resultados. La Tabla D. 1 muestra los resultados de entrenamiento con

validacién cruzada de 10 pliegues, mientras que la Tabla D. 2 muestra los resultados con el

conjunto de entrenamiento entero como entrada.

TABLA D. 1. RESULTADOS DE CLASIFICACION OBTENIDOS MEDIANTE VALIDACION CRUZADA

Fichero % Acierto Fichero |Descripcién
2 Original 26% Original |Fichero original con las 19 distancias
B R1 28% Ficheros obtenidos mediante la seleccién de atributos
% R2 31% Original 31% RINLC1 Fichero resultado de evaluacién con wrapper y conjunto completo con los
R3 27% csc1 30% o clasificadores Ripper, NB y C4.5 respectivamente
R4 28% D1 29% R2 N2.C2 Fichero resultado de evaluacién con wrapper y validacién cruzada con los
ichero D2 28% o clasificadores Ripper, NB y C4.5 respectivamente
wv
= Original 29% D3 30% R3.N3.C3 Fichero resultado de evaluacién con filtro y conjunto completo con los clasificadores
5 N1 34% D4 30% o Ripper, NB y C4.5 respectivamente
S N2 35% RA N4.C4 Fichero resultado de evaluacion con filtro y validacion cruzada con los clasificadores
; N3 26% o Ripper, NBy C4.5 respectivamente
N4 33% sl Fichero obtenido ponderando los resultados de seleccion con métodos ranker para
Fichero % Acierto Original 35% todas las matrices de coste tenidas en cuenta
Original 23% CsC1 33% Ficheros obtenidos mediante seleccion manual
2 C1 27% D1 30% D1 Fichero con todas las distancias excepto la distancia de normalizacién
(o] Cc2 30% D2 28% D2 Fichero en el que se han excluido las distancias simétricas derechas
c3 19% D3 30% D3 Fichero en el que se han excluido las distancias simétricas izquierdas
C4 21% D4 27% D4 Fichero en el que figuran las distancias del clasificador del trabajo previo
TABLA D. 2. RESULTADOS DE CLASIFICACION OBTENIDOS MEDIANTE CONJUNTO COMPLETO
Fichero % Acierto Fichero |Descripcion
B Original 46% Original |Fichero original con las 19 distancias
B R1 40% Ficheros obtenidos mediante la seleccidn de atributos
% R2 43% Original 72% RLNLCL Fichero resultado de evaluacién con wrapper y conjunto completo con los
R3 42% csc1 71% e clasificadores Ripper, NB y C4.5 respectivamente
R4 44% D1 71% RON2.C2 Fichero resultado de evaluacién con wrapper y validacién cruzada con los
A ichero D2 74% o clasificadores Ripper, NB y C4.5 respectivamente
§ Original 47% D3 60% R3.N3.C3 Fichero resultado de evaluacién con filtro y conjunto completo con los clasificadores
,;“:,, N1 41% D4 64% e Ripper, NBy C4.5 respectivamente
§ N2 42% RA.N4.C4 Fichero resultado de evaluacion con filtro y validacién cruzada con los clasificadores
<Z: N3 40% T Ripper, NBy C4.5 respectivamente
N4 46% cscl Fichero obtenido ponderando los resultados de seleccién con métodos ranker para
Fichero % Acierto Original 79% todas las matrices de coste tenidas en cuenta
Original 83% CsC1 82% Ficheros obtenidos mediante seleccion manual
2 Cc1 80% D1 73% D1 Fichero con todas las distancias excepto la distancia de normalizacion
o c2 81% D2 76% D2 Fichero en el que se han excluido las distancias simétricas derechas
3 76% D3 66% D3 Fichero en el que se han excluido las distancias simétricas izquierdas
c4 81% D4 72% D4 Fichero en el que figuran las distancias del clasificador del trabajo previo

Como puede observarse comparando ambas tablas, las tasas de acierto son mucho mayores
para las pruebas realizadas sin cross-validation. No obstante, se tomaran como validas las tasas
obtenidas mediante la técnica de 10-fold cross-validation en tanto que ofrecen una vision mucho

mas realista del comportamiento del clasificador.
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A la vista de los resultados obtenidos, se puede decir que los resultados de clasificacion estan
entre un 20% y un 40% de acierto. Se comenta a continuaciéon cuales son las mejores
configuraciones a dos niveles diferentes: método de seleccion de atributos, modo de seleccién
de atributos.

En cuanto al método de seleccién de atributos, se ve claramente que los ficheros de atributos
generados por wrappers ofrecen en los tres clasificadores mejores resultados que los filtros. Esto
es debido a que los métodos wrappers usan un clasificador a la hora de seleccionar y juegan con
ventaja respecto a los filtros, que simplemente usan datos estadisticos para listar los atributos
mas relevantes. En cuanto al coste computacional, los wrappers no son tan rapidos sacando
subconjuntos de atributos relevantes. Aun asi, y debido a que la seleccion de atributos se realiza
solamente una vez, siempre serd preferible usar métodos de seleccién wrapper frente a filtros
para futuros entrenamientos.

El modo de seleccidon es andlogo a las técnicas usadas en la validacion del entrenamiento: se
pueden seleccionar atributos utilizando una validacién cruzada de 10 pliegues (ficheros R2, N2,
C2, R4, N4 y C4), o utilizando el conjunto completo (ficheros R1, N1,C1, R3, N3y C3). En los tres
clasificadores en los que se han usado estos métodos (Ripper, Naive Bayes y C4.5), los resultados
para los ficheros de atributos generados con validacion cruzada son siempre mejores que los
resultados del conjunto completo. Esto es debido a que se han realizado 10 iteraciones en las
qgue, en cada una de ellas, un pequefio subconjunto se ha probado en el total. Asimismo, los
ficheros con atributos seleccionados con validacién cruzada, ademas de ser mejores son mucho
mas fiables, pues garantizan la independencia de datos entre la particion de entrenamiento y
prueba.

Clasificador y atributos de entrada seleccionados

Finalmente, en cuanto a la seleccion del clasificador, se ha optado por elegir el modelo de
Clasificacion Sensible al Coste con el clasificador MultiLayer Perceptron (CSC con MLP) con el
conjunto de ficheros generado por éste CSC1. La decisidn no estd solo justificada a que MLP (y
por tanto, CSC con MLP) obtengan mejores resultados, ya que se esta tratando con diferencias
muy pequefias. La decisién también reside en el hecho de que las redes neuronales tienen una
excelente capacidad para extraer informacién de datos complicados o imprecisos y pueden
obtener y detectar patrones que son pasados por alto por humanos u otras técnicas de
clasificacion. Ademas, cabe mencionar sus Utiles cualidades tales como:

Alta adaptabilidad a conjuntos de datos que van cambiando.
No realizan ninguna suposicién con respecto a funciones de densidad u otra informacién
estadistica subyacente en comparacion a otros modelos probabilistas [SIC96].

3. Seusan comunmente en la literatura para reconocimiento de afecto.

La decision de seleccionar CSC-MLP frente a elegir MLP simplemente, se debe a que se puede
condicionar la salida del clasificador en funcién de las necesidades deseadas a través de una
matriz de coste. Esto es especialmente util si se quiere indicar al clasificador que no importa
demasiado si ha clasificado una regiéon como 6 cuando deberia ser 9 (ambas situadas en el
cuadrante superior derecho del espacio dimensional), pero que es un problema grave que
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clasifique un dato en la regién 1 cuando deberia estar en la 9 (zonas opuestas en el espacio
dimensional).

Por lo tanto, pese a que un porcentaje del 33% puede parecer bajo, si se observa la matriz de
confusion del clasificador de la Fig. D. 2 (matriz cuadrada de tamanio 8 clases qué indica cémo se
han clasificado las instancias) se ve que muchas instancias mal clasificadas que contribuyen a
disminuir el porcentaje de acierto, en realidad estan clasificando en la zona adyacente. De modo
gue, aunque solo haya clasificado correctamente el 33% de las instancias, muchos de los fallos
no son drasticos y podrian ser tomados como aciertos para algunas emociones que ocupan un
amplio rango en el espacio dimensional.

Matriz de confusién del clasificador seleccionado
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FIG. D. 2. MATRIZ DE CONFUSION DEL CLASIFICADOR CSC-MLP ENTRENADO CON VALIDACION CRUZADA Y EL FICHERO DE
ENTRADA CSC-1 CON 12 ATRIBUTOS
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ANEXO E. PROCESO DE DESARROLLO DEL
SOFTWARE

En este anexo se detalla toda la documentacion referente al proceso de desarrollo del software.
El primero punto recoge el sistema implementado, donde se exponen las 4 fases del sistema de
reconocimiento automatico de emociones faciales.

E.1. Sistema de reconocimiento automatico de emociones
faciales desarrollado

El sistema desarrollado es el que aparece en la Fig. E. 1 Como ya se explicd en el capitulo 3, el
sistema consta de 4 fases diferenciadas mas otras 2 necesarias para la fase 3 de clasificacion.

= |EFE

Base de Datos Entrenamiento del
emocional continua de videos clasificador en continuo

| Extraccion de datos | | Conversion de datos | | Clasificaciéon | | Visualizacion |

FiG. E. 1. SISTEMA DE RECONOCIMIENTO AUTOMATICO DE EMOCIONES FACIALES DESARROLLADO

Para cada una de las 4 fases principales, se incluye el proceso de desarrollo del software seguido.
Las fases ubicadas en la parte superior de la Fig. E. 1 (Base de datos emocional de videos y
entrenamiento del clasificador en continuo) no precisan de desarrollo de software, en tanto que
usan programas de edicidn de video o clasificacidn ya existentes y las primeras fases del sistema
para extraccidn y conversidn de datos. Asimismo, el proceso de desarrollo del software no es
homogéneo para las 4 fases, y las fases 1 y 2 no han precisado de éste. Las fases 3 y 4 han
seguido un modelo de ciclo de vida incremental, basado en la filosofia de construir
incrementando las funcionalidades del programa. La justificacidon de la eleccidn de este modelo
incremental reside en que permite ir aumentando gradualmente las capacidades del software,
realizando pruebas tras cada funcionalidad afiadida. De esta manera, se sigue un proceso donde
se desarrolla independientemente cada funcionalidad, facilitando la labor de desarrollo con la
conocida filosofia de trabajo “divide y venceras”.
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E.2 Proceso de desarrollo de la fase 1: extraccion de datos

La primera fase del sistema, extraccion de datos, consiste en extraer 38 puntos faciales para
cada frame del video y almacenarlos en un fichero. Esta fase no ha precisado de desarrollo del
software, debido a que se ha utilizado integramente la fase 1 del trabajo previo [Ball11l]. No
obstante se ha realizado una exhaustiva documentacion del cédigo asi como la comprension de
éste, en aras de entender el funcionamiento del sistema completo.

E.3 Proceso de desarrollo de la fase 2: conversion de datos

La fase 2 del sistema de reconocimiento automatico de emociones faciales consiste en la
conversion de los puntos extraidos en la fase previa a una serie de distancias y angulos. Esta fase
no ha sido analizada, disefada e implementada desde cero sino que se ha utilizado la fase de
conversion de datos del trabajo previo.

Las modificaciones realizadas consisten en cambiar las distancias empleadas en al anterior
sistema, por las nuevas distancias y dngulos obtenidos tras la seleccién de atributos en el
apartado 3.5.2 de esta memoria. Las modificaciones han sido realizadas en las siguientes
funciones:

4. int main(int argc, char *argv[])
a. Inclusién de nuevos ficheros de salida y sus correspondientes funciones para
escribir los frames de entrenamiento.
5. void writeTrainARFF(QFile *file, QFile *filebool, TFace face, bool header)
a. Modificacién de las distancias que se escriben en el fichero de entrenamiento.
6. void writeARFF(QFile *file, QFile *filebool, TFace face, bool header)
a. Modificacién de las distancias que se escriben en el fichero de clasificacion.
7. int readLog(QDir dir)
a. Modificacién de la funcidn que lee el fichero generado por la fase 1.
8. void FaceDST::calcDst (TFace* face)
a. Modificacién de la funcidn que calcula las distancias y angulos a partir de los
puntos extraidos en la fase 1.

Asimismo, se ha realizado una completa documentacion del cddigo y se han elaborado unas
imagenes con los puntos extraidos y distancias y angulos empleados, que servirdn para
complementar la documentacion y facilitar futuras modificaciones del sistema de
reconocimiento automdatico de emociones faciales.

E.4 Proceso de desarrollo de la fase 3: clasificacion

La fase 3 del sistema (clasificacion) utiliza un modelo de ciclo de vida incremental, pasando por
las fases de Analisis, Disefio, Implementacion y Pruebas. De este modo, en la fase de andlisis se
construird el Documento de Especificacion de Requisitos (DER), donde se incluirdan todos los
requisitos (funcionales y no funcionales) que implementaran incrementalmente en la fase de
implementacion, hasta conseguir un programa que satisfaga todos los requisitos.
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E.4.1 Andlisis de la fase 3

La Tabla E. 1 recoge los requisitos de la fase 3, clasificacion.

TABLA E. 1. ANALISIS DE REQUISITOS DE LA FASE 3: CLASIFICACION

RF1 Cargar en memoria fichero de clasificacion ARFF generado por la fase 2.

RF2 Cargar en memoria fichero de entrenamiento ARFF para entrenar clasificador.

RF3 Crear un clasificador a partir de un fichero de entrenamiento.

RF4 Validar el clasificador entrenado y mostrar porcentajes por pantalla.

RF5 Almacenar el clasificador, asi como su matriz de confusion en disco.

RF6 Cargar el modelo de clasificador entrenado en memoria.

RF7 Clasificar cada instancia (frame) del fichero de clasificacion ARFF.

RF8 Almacenar las instancias clasificadas en un fichero.

RNF1 Documentar todas las funciones implementadas.

RNF2 Disefiar las estructuras de datos que permitan la escalabilidad del sistema,
preparandolas para incluir nuevos clasificadores y matrices de confusién.

RNF3 Hacer el sistema eficiente, de modo que pueda convertirse en un sistema que
funcione a tiempo real en un futuro.

Cada uno de los 8 requisitos funcionales corresponde a las funcionalidades que debera tener el
sistema. Los tres requisitos no funcionales no hacen referencia a comportamientos especificos,
sino a criterios que pueden usarse para juzgar la operacion de un sistema, como puede ser su
documentacidn, su escalabilidad o su eficiencia.

E.4.2 Disefio de la fase 3

Una vez presentados los requisitos del sistema se procede al disefio del diagrama de clases,
donde se describe la estructura del sistema mostrando sus clases y relaciones entre ellas. La Fig.
E. 2 ilustra el diagrama de clases de la fase 3: clasificacion.

TrainSystem VideoTest
Emotion EmotionClassifier ConfussionMatrix
Point2D Matrix2D

FIG. E. 2. DIAGRAMA DE CLASES DE LA FASE 3: VISUALIZACION

El programa desarrollado en fase 3 contiene dos procedimientos main(), ubicados en la clase
TrainSystem y en la clase VideoTest. Esto es debido a que el programa puede usarse de dos
maneras diferentes: la primera para entrenar un clasificador a partir de un fichero de
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entrenamiento y almacenarlo en disco; y la segunda para clasificar un fichero de clasificacion
ARFF con un clasificador entrenado previamente.

La eleccidn de un disefio con un programa con dos procedimientos principales se justifica por
razones de eficiencia. De este modo, solo es necesario entrenar el clasificador una Unica vez
ejecutando el programa TrainSystem. Una vez entrenado el clasificador, se ejecutara el
programa VideoTest para realizar futuras clasificaciones. En el momento en el que se quiera
modificar, incluir o eliminar un clasificador (siempre en un nivel de descripcién continuo y con el
modelo de 8 regiones) bastara con entrenar de nuevo el clasificador y almacenarlo en disco.

A continuacién se explica la funcidén de cada una de las clases en el sistema:
Clase TrainSystem:

Permite entrenar un clasificador de entre los disponibles en WEKA [WEKA] y almacenarlo
en disco para futuros usos.

Clase VideoTest:

Permite clasificar un fichero de instancias ARFF y convertirlas a un formato compatible
con la fase 4 (visualizacién de resultados).

Clase EmotionClassfier:

Clase correspondiente al clasificador emocional. Contiene los métodos de creacién y
destruccién, asi como todos los métodos de entrenamiento y validacidn, carga y guardado de
datos y otras pequefias funciones.

Clase Emotion:

Clase correspondiente a un estado emocional (regién) del espacio continuo. Contiene los
atributos principales (region del espacio, coordenadas del espacio dimensional) y los métodos
setters y getters (métodos que permiten acceder a los atributos de la clase).

Clase ConfussionMatrix:

Clase correspondiente a las matrices de confusidn de los clasificadores. Contiene los
atributos principales de éstas (filas, columnas, datos) y los métodos setters y getters
correspondientes.

Clase Matrix2D:

Clase correspondiente a matrices de dos dimensiones. Contiene los atributos principales
(filas, columnas y datos), asi como los métodos usuales de operaciones matriciales

Clase Point2D:

Clase correspondiente a puntos 2D del espacio. Contiene los atributos principales (valor
de x, valor de y), asi como los métodos usuales de operaciones entre puntos en dos
dimensiones.
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E.4.3 Implementacion de la fase 3

Una vez realizados el andlisis y disefio de la fase 3, se procede con la implementacién. Para ello,
ha sido necesario implementar todas las clases excepto las clases Point2D y Matrix2D, que son
de libre distribucion GNU [WGNU] y se permite la utilizacion y modificacion de éstas.

E.4.4 Pruebas de la fase 3

La fase de pruebas se ha dividido en dos grupos:

- Pruebas de verificacion unitarias
- Pruebas de integracion

Las pruebas de verificacion unitarias consisten en comprobar cada funcionalidad
correspondiente a los requisitos funcionales de manera individual, asegurdndose de que cada
una de ellas funciona correctamente. Las pruebas de integracion consisten en probar todo el
programa con todas las funcionalidades desarrolladas.

Se han realizado los dos tipos de pruebas, permitiendo descubrir fallos en el cddigo y

contribuyendo a la versién final del programa libre de errores y que funciona eficazmente.

E.5 Proceso de desarrollo de la fase 4: visualizacion

La ultima fase del sistema (visualizacion) utiliza un modelo de ciclo de vida incremental, pasando
por las fases de Analisis, Disefio, Implementacién y Pruebas. Del mismo modo que en la fase 3,
se construira el Documento de Especificacion de Requisitos (DER), donde se incluirdn todos los
requisitos (funcionales y no funcionales) que implementaran incrementalmente en la fase de
implementacion, hasta conseguir un programa que satisfaga todos los requisitos.

E.5.1 Andlisis de la fase 4

La
Tabla E. 2 recoge los requisitos (funcionales y no funcionales) de la fase 4, visualizacion.

TABLA E. 2. ANALISIS DE REQUISITOS DE LA FASE 4: VISUALIZACION

RF1 Cargar los datos de una sesidn de evaluacion en el visualizador.

RF2 Mostrar en la interfaz el espacio dimensional de 9 regiones y las graficas de cada
uno de los dos ejes en funcidn del tiempo.

RF3 Mostrar en la interfaz los frames del video de evaluacion y sus regiones del espacio
continuo asociados simultaneamente.

RF4 Recorrer hacia adelante y hacia atras la secuencia de frames del video mediante
botones.

RF5 Recorrer la secuencia de frames mediante un slider correspondiente al tiempo de
reproduccion del video donde se pueda ir a un frame especifico de manera directa.

RF6 Definir un intervalo de frames en el slider

RF7 Mostrar el recorrido emocional del intervalo definido en el espacio continuo.
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RF8 Mostrar el recorrido emocional del intervalo definido en las dos gréficas que
muestran los dos ejes del espacio continuo vs el tiempo.

RF9 Guardar los frames del recorrido emocional del intervalo seleccionado, asi como
sus regiones asociadas en disco.

RF10 Guardar la imagen del espacio continuo que aparece en el visualizador en disco

RF11 Guardar los datos (indice del frame, regién del espacio) de los frames que
componen el intervalo definido en un fichero de texto.

RNF1 Realizar una interfaz intuitiva y de facil manejo.

RNF2 Las etiquetas de los botones de la interfaz serdn en inglés.

Una vez analizados los requerimientos del programa visualizador, se procede con el disefio de
éste en el siguiente apartado.

E.5.2 Disefio de la fase 4

Dado que el programa visualizador es una interfaz interactiva, en la primera fase de disefio se
realizaron varios prototipos hasta encontrar uno que satisficiera los requisitos. La Fig. E. 3
muestra la interfaz mientras se esta visualizando un video, y la Fig. E. 4 muestra la interfaz
cuando se esta visualizando el recorrido emocional temporal de un intervalo de frames.

Emotion Explorer

R7 R8 R9
R4 RS R6
R1 R2

Save graphic

Status label [ Start J [ Stop J [Export selection] [ Show selection ]

|

FiG. E. 3. PROTOTIPO DEL VISUALIZADOR DE RESULTADOS MOSTRANDO UN FRAME DEL VIDEO Y EL ESPACIO DIMENSIONAL

Una vez presentados los prototipos, se procede a continuacion con el disefio del programa. En
este caso, no serd necesario un diagrama de clases debido a que todo el programa se puede
escribir de una manera clara y organizada en una Unica clase player.cpp que gestiona todas las
funciones de la ventana principal.
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Anexo E. Proceso de desarrollo del Software

Emotion Explorer

X vs Time

=
~

R1 R2

/

Y vs Time

Save graphic

Status label l Start J l Stop J ’ Export selection l [ Show selection ]

FiG. E. 4. PROTOTIPO DEL VISUALIZADOR DE RESULTADOS MOSTRANDO LA EVOLUCION EMOCIONAL TEMPORAL ASOCIADA A
UN CONJUNTO DE FRAMES SELECCIONADOS EN EL SLIDER

E.5.3 Implementacion de la fase 4

La implementacién de esta fase se ha realizado en el lenguaje de programacion C++ con el IDE Qt
Creator, como en las fases 1 y 2 del sistema completo. Las librerias graficas Qt han sido de gran
ayuda, contribuyendo a una rapida implementacion.

E.5.4 Pruebas de la fase 4

De igual manera que en la fase 3, las pruebas de la fase 4 se ha dividido en dos grupos:

- Pruebas de verificacion unitarias
- Pruebas de integracién

Gracias a las pruebas de verificacién unitarias se ha podido comprobar la correcta funcionalidad
de cada uno de los requisitos funcionales iniciales, pudiendo aislar los problemas con el modelo
incremental del software empleado. Cabe afiadir que gracias al desarrollo de estas pruebas se
pudieron detectar y corregir varios errores. Concretamente en el RF6, donde se seleccionaba un
intervalo de frames con el que posteriormente se podia realizar varias acciones.

Por ultimo, las pruebas de integracion consistieron en ejecutar el programa con todas las
funcionalidades desarrolladas para comprobar el correcto funcionamiento de éste.
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ANEXO F. PUBLICACION INTERACCION 2012

Este anexo contiene el articulo a presentar en el Xlll Congreso Internacional de Interaccidon Persona-Ordenador
2012, que tendra lugar en Octubre de 2012 en Elche (Espafia).
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ABSTRACT

Los videojuegos van tomando cada dia un papel mas importante
en el sector del ocio y el entretenimiento, siendo su impacto
econdmico cada vez mayor. Es por ello que la deteccion
temprana, incluso en las fases de disefio, de la aceptacion y el
impacto del videojuego en los potenciales usuarios se ha vuelto
una cuestion de suma importancia. Este trabajo propone una
metodologia para la evaluacion hedénica de videojuegos basada
en la medida en laboratorio de las respuestas emocionales y
cognitivas de los usuarios. La metodologia cubre no sélo la
evaluacion de la jugabilidad sino de los aspectos méas relevantes
del disefio que tengan impacto sobre la misma. La metodologia se
apoya en el uso de las tecnologias actualmente disponibles de
deteccién emocional y cognitiva que permitan la evaluacion
multimodal a través de diversos canales (visuales, auditivos,
fisiolégicos). En el montaje experimental propuesto destaca el uso
de los sensores fisioldgicos que permitan la neuro-evaluacion
emocional de la experiencia de usuario. La metodologia propuesta
se aplica en el proyecto NeuroGame a la evaluacion intensiva y
detallada de tres videojuegos. Se presentan los resultados
obtenidos de unas primeras pruebas con usuarios en laboratorio.

Categories and Subject Descriptors

H.1.2 [Models and Principles]: User/Machine Systems — human
factors, human information processing, software psychology.
H.5.1 [Information Interfaces and Presentation]: Multimedia
Information Systems — evaluation, methodology.

General Terms
Measurement, Experimentation, Human Factors.

Keywords
Experiencia de Usuario, Evaluacion emocional multimodal,
Interfaces cerebro-computador, Videojuegos.
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INTRODUCCION

En el proceso de Interaccion Persona-Ordenador, la evaluacion de
la Experiencia de Usuario (UX) se define como “la percepcion de
una persona y las respuestas subjetivas de ésta como resultado de
la utilizacion y/o el uso de un producto, sistema o servicio”
[ISO/IEC 9241-210, 2010. Clause 2.15], de forma que asume un
rol fundamental en el disefio y desarrollo de productos
interactivos. En este contexto, la UX vy, en particular, la
evaluacion hedonica (;qué sentimos al realizar la tarea?) completa
las informaciones clasicas mas orientadas a una evaluacion
pragmética (;para qué sirve?). Este enfoque permite obtener una
vision amplia direccionada a mejorar la aceptacion del producto,
la experiencia interactiva y el retorno econdmico en fase de
desarrollo del producto [6] [11].

Es importante sefialar que los estados emocionales usualmente
asociados a la experiencia del usuario, influencian procesos
cognitivos como la capacidad de atencidn y memorizacion, el
rendimiento del usuario y, de esta forma, su valoraciéon del
producto [16] [2], teniendo asi un rol fundamental en la fase de
disefio de éste.

El presente articulo presenta NeuroGame, un proyecto
multidisciplinar que tiene como objeto profundizar en la
comprension de la medicion y el andlisis de informacion asociada
a la evaluacion hedoénica, en forma de respuestas emocionales y
cognitivas, para obtener una perspectiva mas detallada y precisa
de la Experiencia de Usuario. En dicho proyecto participa el
AffectiveLab de la Universidad de Zaragoza, el grupo GRIHO de
la Universitat de Lleida, la empresa BitBrain Technologies y el
Departamento de Psicologia y Sociologia de la Universidad de
Zaragoza. El &mbito de aplicacion del proyecto es el del ocio y
entretenimiento y, mas concretamente, los videojuegos.

El objetivo del articulo es doble. En primer lugar, se propone una
metodologia general de evaluacion de videojuegos tanto en los
aspectos de disefio como de jugabilidad, que se centra en la
evaluacion de la Experiencia de Usuario a través del analisis de
las respuestas emocionales y cognitivas de los usuarios medidas
en laboratorio. La metodologia involucra una serie de tecnologias
que permiten la evaluacion a través de diversos canales. En
segundo lugar, el articulo plantea, basandose en dicha
metodologia general, la evaluacion heddnica de diversos aspectos
de tres videojuegos concretos y presenta al final los resultados de
las primeras pruebas llevadas a cabo con usuarios.


http://www.easychair.org/utils/wild.cgi?url=http://webdiis.unizar.es/~ecb/

La estructura del articulo es la siguiente: en el apartado 2 se
repasan los trabajos relacionados mientras que en el apartado 3 se
detallan las tecnologias involucradas en la metodologia presentada
en el apartado 4. El apartado 5 detalla la aplicacion de la
metodologia propuesta a la evaluacion de la jugabilidad y el
disefio de tres videojuegos, presentandose en el apartado 6 los
resultados de las primeras pruebas llevadas a cabo. Por Gltimo, en
la seccion 7 se comentan las conclusiones y el trabajo futuro.

TRABAJOS RELACIONADOS

El contexto de los videojuegos y su relacion con las emociones es
una combinacién que en los Ultimos afios ha atraido relativa
atencion en forma de varios estudios. Concretamente, en el
estudio de Ravaja et al. [18] se analizan los patrones de las
respuestas emocionales de los usuarios ante varios videojuegos.
Los resultados sugieren la utilidad del andlisis de los patrones de
las respuestas emocionales en el disefio de videojuegos. Otros
estudios [14] proponen y estudian la eficacia de las mediciones
fisiologicas como evaluacion de la UX en el campo de la
tecnologia de entretenimiento. Los resultados muestran la relacién
entre las medidas fisiologicas registradas y los cuestionarios
proporcionados a los participantes. Este tipo de investigaciones
suponen un primer avance hacia la evaluacion completa de la
Experiencia del Usuario. Recientemente se ha propuesto y llevado
a cabo [6] una evaluacion de la Experiencia del Usuario respecto a
la jugabilidad de un videojuego con técnicas de analisis hedonico.
Las conclusiones muestran que factores como la respuesta
emocional y la influencia sociocultural enriquecen los métodos
tradicionales de evaluacion, aconsejando su uso desde etapas mas
tempranas del desarrollo.

La definicion, el modelado y la representacion de las emociones
sigue siendo objeto de estudio en el campo de la psicologia y la
computacién  afectiva  [17].  Existen  dos  enfoques
fundamentalmente [7]: el enfoque categdrico o discreto y el
enfoque dimensional. El enfoque categérico se basa en la
clasificacion de emociones en categorias [5], por lo que supone
una representacion discreta de las emociones incapaz de reflejar el
amplio rango de emociones complejas que un ser humano es
capaz de expresar. El segundo enfoque es dimensional, y
establece que las emociones conforman un espacio continuo
multidimensional en el que unas y otras no son independientes
sino que se relacionan de forma sistematica, siendo el modelo
tridimensional (valencia, activacion y control) [19] uno de los méas
extendidos, por lo que ha sido el elegido en NeuroGame y sera
detallado més adelante.

En cuanto a las respuestas emocionales en si, estas pueden darse a
través de diversos canales. El canal tradicional de deteccion
emocional han sido las imagenes faciales, pero en los ultimos
afios [7] se han ido incorporado otros canales como el sonoro
(voz) y, muy especialmente, los fisiolégicos (ver Tabla 1). Esto es
debido a las crecientes evidencias de que los estados emocionales
estan relacionados con cambios fisioldgicos especificos. En esta
linea, se han llevado a cabo estudios experimentales para analizar
las respuestas emocionales frente a diferentes tipologias de
estimulos: sonidos especiales, musica, imagenes, videos de
peliculas, videoclips, etc. La Tabla 2 muestra los trabajos mas
relevantes en esa linea.

A continuacion se concreta el despliegue tecnoldgico propuesto
por el proyecto NeuroGame.

TECNOLOGIAS INVOLUCRADAS

En el proyecto NeuroGame se propone el uso de un despliegue
sensorial (ver Tabla 1) que permita recoger informacién tanto
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fisioldgica como no fisioldgica con el objeto de obtener una vision
fiable y completa del estado emocional del usuario. Los sensores
fisiolégicos se han dividido en aquellos que miden directamente la
actividad del Sistema Nervioso Central (SNC) y del Sistema
Nervioso Periférico (SNP). En cuanto a los no fisioldgicos se
persigue basicamente el analisis mediante videocamara de la
respuesta facial emocional, complementada por un EyeTracker y
un micréfono.

Tabla 1. Sensores usados en la literatura para la deteccién del
estado emocional del usuario (en negrita los involucrados en el
proyecto NeuroGame).

Sensores Fisiolégicos No fisiolégicos

Originados en el Sistema Nervioso
Centralizado (SNC):
Electroencefalograma (EEG)

Videocamaras
(VCF + VCC)

Originados en el Sistema Nervioso Micréfonos (M)

Periférico(SNP):
Electrocardiograma (ECG)
Electromiograma (EMG)
Volumen de pulso sanguineo (BVP)
Conductividad de la piel (SC)
Respiracion (RSP)
Saturacion de Oxigeno (Sp02)
Temperatura de la piel (ST)
Electrooculograma (EOG)

EyeTracker (ET)

Sensores fisioldgicos

Las sefiales fisiologicas de origen eléctrico aportan medidas
directas e indirectas sobre el estado emocional y ademas, aquellas
que registran directamente la actividad del SNC, pueden aportar
medidas sobre funciones cognitivas. A continuacion se describe la
funcionalidad de cada uno de los involucrados en el proyecto:

- Electroencefalograma (EEG): mide la actividad eléctrica del
cerebro. Se realiza colocando un gorro con electrodos puestos
en contacto con el cuero cabelludo. Los potenciales
registrados son originados en el SNC.

- Sensor de Volumen de Pulso Sanguineo (BVP): mide de
forma no invasiva los cambios relativos de volumen
sanguineo. Esta medicidn indica la cantidad de sangre que
circula actualmente a través de las venas, lo cual permite
calcular la vasoconstriccion, la dilatacion vascular y la
frecuencia cardiaca.

- Sensor de Conductividad de la Piel (SC): conocido también
como sensor de la actividad eléctrica de la dermis, sirve para
medir la capacidad de la piel para la transmisién de corrientes
eléctricas, que varian cuando hay sudoracion y cambios en el
organismo.

- Sensor de Respiracion (RSP): mide los cambios de
respiracion. Con la sefial de este sensor se puede calcular
parametros fisiologicos respiratorios como la frecuencia
respiratoria, la amplitud relativa de la respiracion y la
profundidad y rapidez de la ésta.

- Sensor de Saturacion de Oxigeno (SpO2):
monitorizar el nivel de oxigenacion de la hemoglobina.

- Sensor de Temperatura de la Piel (ST): sirve para medir la
temperatura de la superficie de la piel.

Es importante sefialar que no todos los sensores se usan en todas

las fases de la evaluacion. Esto es debido a que algunos de ellos

permite



Tabla 2. Trabajos relevantes donde se estudian, mediante diferentes sensores de tipo fisiolégico, las

tienen un impacto invasivo sobre el sujeto de evaluacion por lo
que no es posible su uso en algunas fases (e.g, sensores colocados
en los dedos no permiten al usuario jugar de forma natural).

Sensores no fisioldgicos

Los sensores que miden actividad fisiologica se complementan
con otros sensores, los cuales aportan informacion emocional y de
atencion visual. Los sensores asociados son:

- Videocamara frontal (VCF): pequefia videocdmara situada
sobre la pantalla, enfrente del usuario, con objeto de grabar las
expresiones faciales del mismo. Trabaja a una resolucion de
752x480 pixeles con una frecuencia de 60 FPS (fotogramas
por segundo).

- Videocamara de campo (VCC): se utiliza para monitorizar
toda la actividad durante el experimento. Su objetivo es
conservar un registro de todo lo ocurrido durante la
evaluacion. Se empleara una resolucion de 1280x720 pixeles
y una frecuencia de 30 FPS.

- Micréfono (M): se utilizara el micr6fono para registrar las
palabras o sonidos que el sujeto de evaluacion pueda realizar
durante el experimento.

- EyeTracker (ET): sirve para evaluar el punto donde se fija la
mirada. Aunque existen de diversas caracteristicas, en el
proyecto se dispone de una tecnologia consistente en unas
gafas con una cadmara integrada en la parte superior del ojo
derecho del usuario.

A diferencia de los sensores fisiologicos, las videocdmaras

necesitan para su correcta recogida de datos unas determinadas

condiciones de iluminacion, posicion y frecuencia:

e lluminacidn: debe alcanzarse un nivel suficiente para que el
rostro del usuario sea capturado adecuadamente por la
videocamara frontal (VCF) de forma que el seguimiento de las
caracteristicas faciales necesarias para la clasificacion
emocional sea factible [9].

e Posicion: es muy importante, pues de ella depende la calidad
de los datos que seran evaluados. De acuerdo con [10], se
realizaron varias pruebas previamente con las videocdmaras
del experimento, y finalmente se concluyé que el sujeto
deberia colocarse a 1.2 metros de la camara frontal de modo

Ref. Estimulos Sensores Resultados Emociones involucradas
Maaoui et Pruski, Iméagenes SC, BVP, EMG, Precision del 92% en el reconoc. de Diversion, alegria, asco, miedo,
2010 [13] ST, RSP las seis emociones. tristeza, neutro.
Cutbert et al A EEG, EMG Cambios en parametros durante
' Iméagenes ! '
2000 [4] g ECG, SC estimulos. Agrado, desagrado y neutro.
Wagner et al, canciones SC, EMG, Precision en media del 80% en el Alearia. ira. placer. tristeza
2005 [20] ECG, RSP reconoc. Emocional. gria, ira, p ' '
Liu et al, . Nuevo algoritmo para reconoc. y Miedo, frustracion, alegria,
Sonidos EEG S - - S : .
2010 [12] visualiz. de emociones en tiempo real. | complacencia, tristeza, satisfaccion.
Nasoz et al, Fragmentos Precision en media del 76% en el Tristeza, ira, miedo, sorpresa,
. SC, ST, ECG : o e >
2003 [15] de peliculas reconoc. emocional. frustracion, diversion.
Costa et al, Fragmentos Aumento del indice de sincron. L
2006 [3] de peliculas EEG durante estimulos emocionales. Alegria, tristeza.
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que su cara quedara centrada horizontalmente y ligeramente
por encima del eje horizontal que divide la imagen en dos.

e Frecuencia: En el experimento se ha utilizado una
videocamara frontal especializada en tecnologia para vision
artificial y aplicaciones de vision por computador. Se utilizara
aquella configuracion que proporcione la mayor frecuencia
posible para garantizar un correcto seguimiento facial.

METODOLOGIA

A continuacion se propone una metodologia general de evaluacion
multimodal y emocional de videojuegos. En este apartado, se
definird el objeto y los sujetos de estudio, las dimensiones
emocionales involucradas y el proceso de evaluacién a seguir.

Objeto de estudio
Uno o varios videojuegos elegidos por sus similitudes en cuanto
género, historia y protagonistas.

Sujetos de estudio

El tamafio muestral del experimento serd de unos 20 sujetos
balanceando el nimero de hombres/mujeres en la medida de lo
posible. Se reclutardn personas atendiendo a los siguientes
criterios de inclusion y exclusion:

Criterios de inclusién: 1.- Edad: 18-34 afios. 2.- Ausencia de
tratamiento farmacol6gico o psicoldgico actual o en el mes previo
al estudio. 3.- Correcta comprension de espafiol hablado y escrito
4.- Aceptacion de consentimiento informado de su participacion
en el estudio.

Criterios de exclusion: 1.- Trastorno psiquiatrico o fisico que
impidiese el correcto desarrollo del entrenamiento y/o evaluacion.
2.- Imposibilidad de acudir o de realizar las sesiones de
evaluacion. 3.- No aceptacion de consentimiento informado para
su participacion en el estudio. 4.- No haber jugado a ninguno de
los videojuegos seleccionados para el experimento.

Para asegurar que el sujeto de evaluacion cumple tanto los
criterios de inclusion como los de exclusién, deberd rellenar un
test antes de ser aceptado como sujeto del experimento. En el test
se incluiran todas las preguntas necesarias para asegurar que el
candidato cumple con el perfil necesario, ademas de aquellos
aspectos de origen sociocultural, Gtiles para la relacion entre los



resultados y el perfil de usuario, asi como un consentimiento
informado donde se explique claramente la naturaleza de las
pruebas y el rol de los sujetos en ella, que debera ser firmado por
duplicado por el sujeto y un miembro del equipo evaluador.

Dimensiones emocionales

Se opta por un enfoque dimensional basado en el modelo de
emociones de Russell [19]. En este modelo la variabilidad de una
emocion se representa mediante tres dimensiones: activacion,
valencia y control o dominancia. La dimension de activacion se
refiere al grado de excitacion o apatia de la emocion y va desde
emociones apaticas como el aburrimiento hasta emociones de
maxima activacién como la ira o la sorpresa. La dimension de
valencia se refiere a la forma negativa o positiva de la emocion,
oscilando desde sentimientos desagradables hasta sentimientos
agradables como la felicidad. Por Gltimo, la dimensién de control
se refiere al grado de dominancia o control de la situacion (i.e. si
la situacion supera al sujeto que esta sintiendo la emocion o por el
contrario es éste quien controla la situacion).

Durante el experimento, se les pediréd a los usuarios que realicen
pequefios test o valoraciones donde deberan indicar las emociones
experimentadas. Para ello, se utilizara la escala SAM [1] (ver
Figura 1). En ella, los usuarios deben etiquetarse en las tres
dimensiones de interés (activacion, valencia y control o
dominancia) en una escala numerada del 1 (minimo) al 9
(méximo). Ademas, la escala SAM viene acompafiada de dibujos
que van acordes a la valoracion numérica, facilitando la
comprension y etiquetado en los sujetos de evaluacion.

Valence (negative - positive)
-

1 2 3 4 5 6 7 8 9

(== (=]

Activation (calm - excited)

==\l

1 2 3 4 5 6 7 8 9

Control (dominated - dominant)
1 2 3 4 5 6 7 8 9

Figura 1. Escala SAM (Self-Assessment Manikin) a usar para
la autoevaluacion emocional.

Procedimiento

La evaluacion se estructurard en una o varias sesiones. Todas las
sesiones de evaluacidn constaran de dos partes bien diferenciadas:
calibracion y evaluacién. En ambas se presentaran al usuario
estimulos de una o varias modalidades (imagenes estaticas,
videos, melodias,...). El objetivo de la calibracion sera estimular a
la persona en las dos condiciones extremas dentro de cada una de
las tres dimensiones emocionales (activacion, valencia y control o
dominancia). De este modo, se construiran las referencias para la
evaluacion posterior de la respuesta emocional del usuario. La
evaluacion consistird en la presentacion de estimulos diana y de
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ruido (otros estimulos no relacionados con el tema de interés),
obteniendo las medidas sensoriales de respuesta para su posterior
analisis. En una evaluacion se considerardn una o Vvarias
categorias del videojuego (por ejemplo, los personajes o la
ambientacion) que se considere interesante evaluar. Para cada una
de las categorias se presentaran una serie de muestras. Una
muestra se compondra de un descanso, un estimulo (ruido o
diana) y una valoracion por parte del usuario. En la Tabla 3 se
presenta un glosario de términos con objeto de ayudar a la
comprensidn del proceso.

Tabla 3. Glosario de términos relacionados con la evaluacion

Término Definicion

Sesion Unidad de tiempo de trabajo con el sujeto.
Tipo de estimulo (imagen, melodia, video o
interaccion).

Parte de la sesién dedicada a tomar medidas
con el objeto de usarlas como estados de
referencia. Una calibracion esta asociada a una
modalidad y se descompone en muestras.
Parte de la sesion dedicada a tomar medidas
con objeto de evaluarlas. La evaluacion puede
ser de una o varias categorias.

Tipologia de elementos de un videojuego a
evaluar en una sesion. Una categoria esta
asociada a una modalidad y se descompone en
muestras.

Conjunto de acciones a realizar cuando se
presenta un estimulo. Una muestra est4 siempre
compuesta de descanso, estimulo y valoracién.

Modalidad

Calibracion

Evaluacion

Categoria

Muestra

Sesiones

En este apartado se detallan las partes principales de las que se
compone una sesion. Como se ha mencionado anteriormente, se
denomina sesion a una unidad de tiempo de trabajo con el sujeto.
Debido a la duracion que supone analizar todas aquellas
categorias de interés en un experimento, es muy probable que éste
deba partirse en varios dias, realizando una sesion por cada uno de
ellos. En la Figura 2 se presenta el esquema general de una sesion.
A continuacion se detallan cada una de las tres partes principales
de una sesion: Configuracion Inicial, Calibracion y Evaluacion.

Configuracion Inicial

La configuracion inicial es imprescindible al comienzo de cada
sesion ya que en ella se realizara la puesta a punto de todos los
sensores del experimento. Durante esta parte, ademas de la
comprobacidn del funcionamiento y la configuracién de sensores,
se realizara también la toma del baseline en la que todos los
sensores tomaran mediciones en las que el sujeto permanecera en
situacion de reposo total. El propdsito de la toma de esta medida
es la adquisicion de un punto de referencia en el que el usuario se
encuentra en el estado neutro (sin emociones). No serd necesario
mostrar al sujeto de evaluacion ningln estimulo para esta etapa.

Calibracion

La calibracion es un paso fundamental para lograr los objetivos,
dado que las medidas calibradas se utilizaran para encontrar las
relaciones entre las emociones y las sefiales fisiologicas para el
usuario concreto que esté llevando a cabo la evaluacion. La
informacion de calibracién sera Gtil durante el procesado de datos
de modo que puedan conocerse tanto los estados neutros como los
limites en las dimensiones emocionales evaluadas para el sujeto
calibrado (i.e. un sujeto de evaluacién puede mostrar una leve
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Figura 2. Esquema general de una sesion

sonrisa al ser inducido con un estimulo etiquetado en el extremo
de una dimension, mientras que otro puede mostrarse mucho mas
expresivo con el mismo estimulo). La calibracion puede ser de 4
tipos distintos, atendiendo a las diferentes modalidades: imagen,
melodia, video e interaccion. A su vez, para cada modalidad habra
que calibrar cada una de las dimensiones emocionales. Por ultimo,
por cada dimensién emocional a calibrar se presentaran al sujeto
un nimero de muestras divididas en dos cantidades iguales: la
primera mitad de las muestras contendra estimulos etiquetados en
el méximo de esa dimension, y la segundad mitad etiquetados en
el minimo. El orden de la presentacién de las muestras en la
calibracion de una modalidad para una determinada dimension
serd aleatorio. Como se ha visto antes en el glosario las muestras
de la calibracion contienen, ademas del estimulo, un pequefio
tiempo de descanso al inicio y una valoracion del sujeto al final
(donde éste realizard un pequefio test y una autoevaluacion en las
dimensiones que se esté calibrando). Es importante sefialar que
una calibracion en una determinada modalidad debe hacerse
siempre que posteriormente se vaya a evaluar categorias asociadas
a dicha modalidad. Esto es, si en una sesi6on van a evaluarse
personajes en forma de imagenes, deberd hacerse previa y
necesariamente una calibracion de iméagenes.

Evaluacion

La evaluacién es aquella parte de la sesion dedicada a tomar
medidas con objeto de su posterior analisis. Durante la parte de la
evaluacion de una sesion, se evallan categorias (elementos del
videojuego). Cada categoria tiene asociada una modalidad. Esto
es, si se desea evaluar la categoria relacionada con la banda
sonora del videojuego, necesariamente estard asociada a la
modalidad melodias. Una categoria estd compuesta de un nimero
determinado de muestras. Las muestras, del mismo modo que en
la calibracion, estan compuestas de un breve descanso, un
estimulo y una parte de valoracion. Los estimulos también estaran
divididos a partes iguales, pero en el caso de la Evaluacion seré en
estimulos diana (aquellos con contenidos de los videojuegos a
evaluar) y estimulos ruido (aquellos no relacionados con los
videojuegos de interés). El descanso serd un breve periodo de
tiempo durante el cual el sujeto debera relajarse y la valoracion es
un pequefio test donde el sujeto respondera preguntas relacionadas
con el estimulo y la categoria, autoevaludndose en las
dimensiones calibradas.

EVALUACION PROPUESTA

El objetivo final de NeuroGame es llevar a cabo una evaluacion
multimodal y hed6nica comparativa del disefio y la jugabilidad de
varios videojuegos, con especial atencion a los aspectos
socioculturales que tengan relevancia en el disefio del juego. En
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este apartado se aplica la metodologia general presentada en el
apartado anterior al disefio de una evaluacion concreta. La
evaluacion tendrd como objeto el analisis de tres videojuegos:
Castelvania: Lords of Shadow, Dante’s Inferno y God of War IlI,
elegidos por sus similitudes en la historia y en los protagonistas,
por estar disponibles en la misma plataforma de juego (Sony
Playstation 3 — PS3) y por ser del mismo género (i.e. hack and
slash — basados en combates con armas cuerpo a cuerpo).

La evaluacién se llevara cabo en tres sesiones, atendiendo a tres
grandes aspectos a evaluar en un videojuego. La primera sesién
plantea una Evaluacién del Disefio, donde se estudiardn las
caracteristicas del disefio sin interaccion, analizando por separado
las diferentes componentes estéticas que dan forma caracteristica
a cada videojuego (es decir, las imagenes de los personajes
principales, las melodias, los escenarios y la historia). La segunda
fase es una Evaluacion de la Interaccion, donde se estudia la
interaccion directa del usuario con el videojuego, evaluando la
integracion en un entorno dindmico de las caracteristicas
analizadas previamente durante la fase de juego. Por ultimo, se
realizard una Evaluacion de la Comunicacion, en la cual se valora
la efectividad de los elementos utilizados en la campafia
promocional del videojuego.

A continuacidn se explican las tres sesiones propuestas detallando
las modalidades, categorias y el numero de muestras que
intervendran en cada una de ellas. La Figura 3 muestra el proceso
completo de la evaluacion propuesta.

Evaluacion del Disefio

El objetivo de esta evaluacion es analizar la respuesta emocional y
cognitiva producida por aquellas categorias de un videojuego
relacionadas con la experiencia de usuario en la fase de juego.
Tras realizar la configuracion inicial y la calibraciéon en las
modalidades de imagen, melodia y video, se procedera a evaluar
las siguientes categorias: 1. Personajes, 2. Contexto, Entorno y
Ambiente; 3. Musica y Efectos Sonoros; 4. Historia y Narrativa.
Los estimulos de las muestras (seis por categoria) le seran
presentados al sujeto en las modalidades calibradas: imagenes
para las categorias 1 y 2, melodias para la categoria 3 y videos
para la categoria 4. En la evaluacion de la primera categoria, le
seran presentadas al usuario imagenes de los protagonistas de los
videojuegos objeto de estudio. La segunda categoria se centra en
el entorno del videojuego, donde le seran presentados al usuario
paisajes y lugares ambientados en los videojuegos. La categoria
Modsica y Efectos Sonoros se centrard en reproducir su masica y
banda sonora. Por ultimo, la categoria Historia y Narrativa
presentara al sujeto la sinopsis o fragmentos de los videojuegos en
forma de video.
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Figura 3. Esquema del proceso completo de la evaluacion propuesta

Evaluacion de la Interaccion

El objetivo de esta fase es evaluar cdmo las emociones se
relacionan con la estrategia de juego ante los retos propuestos. Se
analizard la dinamica de la respuesta emocional y cognitiva del
sujeto durante su experiencia directa con el juego. . El proceso
serd el siguiente: primero se realizara la configuracion inicial.
Dado que la Unica categoria a evaluar es la Jugabilidad, se
calibraréd en la modalidad Interaccién. Una vez calibrado el sujeto,
seguiremos con la evaluacion.

La categoria a evaluar estara compuesta por 3 muestras. Cada una
de ellas contiene un breve periodo de descanso, un estimulo en
forma de una de las demos de videojuego y una parte de
valoracion en la que se pide al sujeto que evalle la seccion
jugada. Durante la demo, el sujeto se enfrentara al videojuego,
debiendo superarla con éxito (para ello, todas las demos se
configuran en un nivel de dificultad adecuado de forma que
puedan ser superadas en un tiempo razonable.

Evaluacion de la Comunicacion

El objetivo de la Gltima sesion es evaluar la efectividad de los
elementos utilizados en la campafia promocional. Para el
experimento, el estudio se centra en las categorias de carteles
publicitarios y traileres de los diferentes videojuegos objeto de
estudio. El proceso comenzard de manera habitual con la
configuracion inicial, seguida de la calibracion en las modalidades
de imagenes y video. La evaluacion de ambas categorias se
desarrollard presentando al sujeto de evaluacion 6 estimulos de
imagenes en forma de carteles y podsteres para la primera
categoria, y 6 estimulos de video que serdn traileres. Ambas
categorias contendran 3 estimulos diana correspondientes a los
tres videojuegos de interés y otros 3 estimulos ruido. En la parte
de valoracion de cada muestra, el sujeto de evaluacion realizara
un pequefio test post-juego para analizar las bondades a nivel de
experiencia del juego y de relaciones con los elementos.

PRIMERAS PRUEBAS

Con objeto de detectar fallos en la metodologia y, muy
especialmente, de ver la viabilidad del montaje experimental
propuesto se han realizado unas primeras pruebas con usuarios.
Las pruebas se llevaron a cabo con tres sujetos no ajenos al
proyecto, en una Unica jornada intensiva en un laboratorio de
BitBrain Technologies (ver Figura 4). La realizacion de estas
primeras pruebas fue muy satisfactoria, ya que se logré poner en
marcha todo el set-up tecnoldgico con éxito y se comprobd el
correcto funcionamiento de todo el software de sincronizacion y
toma de datos de los sensores (ver Figura 5). Para no alargar las
pruebas se calibro y evallo sélo en una dimension, la de
activacion. Se consiguieron realizar las partes mas importantes
(Evaluacion del Disefio y Evaluacion de la Interaccion)
obteniendo datos de los sensores para su posterior procesado.
Ademés, los sujetos voluntarios proporcionaron un valioso
feedback que engloba aspectos de protocolo, de jugabilidad, y de
caracter ergonoémico a través de los comentarios realizados
durante la evaluacion y de un informe que redacté cada uno de
ellos sobre la experiencia.

Figura 4. Vista del Laboratorio de pruebas durante la
evaluacion de la jugabilidad de las demos.



En los dos siguientes sub-apartados se recogen los problemas
encontrados y las mejoras propuestas para solventarlos.
Finalmente, se incluye un apartado que trata sobre los primeros
analisis de los datos obtenidos durante las primeras pruebas.

Problemas encontrados

En las notas tomadas por los miembros del equipo evaluador y los
informes de los usuarios se detectaron los siguientes puntos
problematicos:

- [P1] Duracion de las sesiones. Si bien es cierto que en una
primera estimacion se ajustaron tiempos, durante el
experimento se encontré con que la duracién era excesiva para
el sujeto de evaluacion.

[P2] Sensores invasivos. EI EyeTracker usado, pese a ser
una fuente de informacion potencialmente interesante, es una
tecnologia invasiva en cuanto a rasgos faciales se refiere. Se
hicieron varias pruebas diferentes pero debido a su colocacion
sobre la cara y los reflejos producidos, en ninguna de ellas se
consiguié que el seguimiento facial fuese el adecuado para la
deteccion de la respuesta emocional facial del usuario (ver
Figura 6). Por otra parte, el sensor de saturacion de oxigeno
ubicado en el dedo indice impedia al usuario sujetar el
controlador correctamente.

[P3] Dificultad de autoevaluacién emocional. Los sujetos
mencionan en sus informes la dificultad de evaluar su propio
estado emocional, sin haber recibido algin tipo de
entrenamiento  con las escalas SAM. Ademés, la
autoevaluacion a lo largo del experimento depende en gran
medida de la primera autoevaluacion inicial realizada,
normalmente llevada a cabo de manera imprecisa.

[P4] Transicion entre estimulos. Los sujetos expresan que
resulta dificil pasar de un estimulo de sonido al siguiente (i.e.
volver al estado neutro y prepararse para el siguiente
estimulo).

[P5] Incomodidad. En ocasiones, los sujetos se sentian
abrumados al estar equipados con tanta tecnologia y
observadores en la sala.

[P6] Volumen de Datos. Hay que tener en cuenta el
despliegue tecnoldgico que supone una evaluacién completa y
la cantidad de datos que se estan tomando durante la misma.
En un determinado momento, hubo que volcar datos entre
dispositivos de almacenamiento externo para no saturar los
discos duros locales con toda la informacion que estaban
recibiendo.

Figura 5. Sujeto de evaluacién con la tecnologia equipada
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Mejoras necesarias

En este apartado se recogen aquellas recomendaciones y mejoras
relacionadas directamente con los problemas encontrados en las
primeras pruebas y descritos en el punto anterior. Estas deberan
ser tenidas en cuenta para llevar a cabo la futura evaluacion
completa con usuarios.

- [S1] Reduccién del nimero de estimulos tanto en calibracién
como en evaluacion de categorias.

- [S2] Supresion del sensor EyeTracker (ET) por entrar en
conflicto con el reconocedor facial y del sensor de saturacion
de oxigeno (Sp02).

[S3] Sustitucion de la escala SAM de autoevaluacién
emocional por una escala visual-analdgica (EVA). Dicha
escala es analoga al SAM, con la particularidad de que solo
contiene indicaciones en los extremos de ésta, resultando
menos confusa y mas sencilla de utilizar.

[S4] Ampliacion del tiempo de descanso de las muestras para
dejar al sujeto volver a un estado neutro emocional. En el caso
de estimulos més largos como las demos, puede mostrarsele al
sujeto material audiovisual relajante.

[S5] Presencia de un Unico evaluador en la sala que haga el
papel de facilitador, siguiendo un protocolo de actuacion
perfectamente detallado, que aporte al usuario informacién
constante sobre el proceso y el montaje experimental.

[S6] Revision de la necesidad de recopilar toda la
informacion visual de forma continua; estudio de la reduccion
de la frecuencia de captura de las camaras de video y
aplicacion de técnicas de compresion de datos a los videos
capturados.

Figura 6. Problemas de reflejos generados por el uso del
EyeTracker.

Anélisis inicial de los datos

Los datos obtenidos de las pruebas estan siendo analizados con
objeto de adecuar tanto los algoritmos de clasificacion emocional
facial [9] y fisioldgica, como de fusion de los resultados de cada
modalidad [8].

Los primeros analisis tanto de los datos faciales (ver Figura 7)
como de los fisioldgicos estan siendo satisfactorios. Se ha podido
comprobar la captura satisfactoria por los diferentes sensores de
los diversos estados emocionales inducidos en los usuarios
dispuestos durante la evaluacion. Otro de los aspectos que cabe
destacar es la reafirmacion de la importancia de la utilizacién de
sensores complementarios (tanto fisiolégicos como no
fisioldgicos), que suplan los fallos en la clasificacion emocional
de una modalidad. Asi, los sensores fisioldgicos son capaces de
recoger/detectar informacidén emocional incluso cuando el usuario
no la estd mostrando explicitamente mediante sus expresiones



faciales. Y los faciales pueden ayudar a discernir entre estados
emocionales que den lugar a respuestas fisioldgicas similares.

Figura 7. Primeros resultados del analizador facial.
Usuario contento tras pasar uno de los niveles.

CONCLUSIONES Y TRABAJO FUTURO

En este articulo se ha presentado NeuroGame, un proyecto que
recoge la experiencia de un equipo multidisciplinar especializado
por un lado, en la evaluacion hedénica de videojuegos y por otro,
en la deteccién facial y fisioldgica del estado emocional de los
usuarios. El objetivo inicial del proyecto y en el que se ha
centrado este articulo, es el desarrollo de una metodologia para la
medicién y analisis de informacion asociada a la evaluacion
hedonica de videojuegos, abarcando no sélo la evaluacién de la
interaccion, sino del disefio y comunicacién del videojuego. Una
vez realizada una primera prueba con tres usuarios, y comprobada
la viabilidad del montaje experimental y de la metodologia
general propuestos, el siguiente paso serd mejorar el protocolo
existente para afrontar las futuras evaluaciones con usuarios. El
objeto final del proyecto es contribuir al enriquecimiento de los
métodos tradicionales de evaluacion, haciéndolos presentes en las
etapas méas tempranas del desarrollo de videojuegos.
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